BOUND POLYNOMIAL VECTOR FIELDS

ANNA CIMA AND JAUME LLIBRE

ABSTRACT. We prove that, for generic bounded polynomial vector fields in $\mathbb{R}^d$ with isolated critical points, the sum of the indices at all their critical points is $(-1)^n$. We characterize the local phase portrait of the isolated critical points at infinity for any bounded polynomial vector field in $\mathbb{R}^2$. We apply this characterization to show that there are exactly seventeen different behaviours at infinity for bounded cubic polynomial vector fields in the plane.

0. Introduction

Let $X: U \rightarrow \mathbb{R}^k$ be a vector field where $U$ is an open set of $\mathbb{R}^k$. Let $\gamma(t) = \gamma(t, x)$ be the integral curve of $X$ such that $\gamma(0) = x$. Let $I_x$ be its maximal interval of definition. We shall say that $X$ is a bounded vector field if for all $x \in U$, there exists some compact set $K \subset U$ such that $\gamma(t) \in K$ for each $t \in I_x \cap (0, +\infty)$.

In §1 we introduce the stereographic compactification of $X$, $s(X)$. We then use the index formula of Bendixson and the Poincaré-Hopf theorem to prove the following result:

Proposition A. Let $X$ be a bounded polynomial vector field in the plane. If all the critical points of $s(X)$ are isolated, then the sum of the indices at all those critical points is 1.

In §2 we use the Poincaré compactification of $X$, $p(X)$, to characterize the local phase portrait of the isolated critical points at infinity for bounded polynomial vector fields $X = (P, Q)$ in the plane. The degree $n$ of $X$ is defined by $n = \max\{\deg P, \deg Q\}$. We denote by $i_x(q)$ the index of $X$ at a critical point $q$ of $X$. We then prove the following theorem:

Theorem B. Let $X$ be a bounded polynomial vector field in the plane. If $q$ is an isolated infinite critical point of $X$, then

(a) The local phase portrait of $p(X)$ at $q$ is described in Figure 2.2 (resp. Figure 2.4) when the degree of $X$ is even (resp. odd).
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(b) \( i_{p(X)}(q) = 0 \) when the degree of \( X \) is even.

(c) \( i_{p(X)}(q) = i_{p(X)|S^1}(q) \) when the degree of \( X \) is odd. Here, \( p(X)|S^1 \) denotes the restriction of the vector field \( p(X) \) to the equator \( S^1 \) of the Poincaré sphere.

In §3 we use Theorem B to show that there are seventeen different behaviours at infinity for bounded polynomial vector fields of degree three. This statement can be formalized as

**Theorem C.** The phase-portrait in a neighbourhood of infinity for any bounded cubic system with isolated infinite critical points is topologically equivalent to

![Phase Portraits](image_url)

**Figure 1.1.** The phase portraits in a neighbourhood of infinity for the bounded cubic vector fields with isolated infinite critical points
a particular picture in Figure 1.1. All these behaviours are realized by the systems given in Table 1.1.

**Table 1.1.** System $X_i$ realizes the behaviour (i) of Figure 1.1 for $i = 1, 2, \ldots, 17$.

- **$X_1$:** \[
\begin{align*}
\dot{x} &= -100x^3 + 51x^2y - 24y^3, \\
\dot{y} &= 24x^3 - 100x^2y - 51xy^2.
\end{align*}
\]
- **$X_2$:** \[
\begin{align*}
\dot{x} &= -2xy^2 + y^3, \\
\dot{y} &= x + xy^2 - 2y^3 \\
\dot{x} &= -x^2 + (1/2)x y^3.
\end{align*}
\]
- **$X_3$:** \[
\begin{align*}
\dot{x} &= xy + 2x^2 - 2xy^2 + y^3, \\
\dot{y} &= x^2 + xy^2 - 2y^3.
\end{align*}
\]
- **$X_4$:** \[
\begin{align*}
\dot{x} &= -xy^2 - y^3, \\
\dot{y} &= -x^2y - (1/2)xy^2 - y^3. \\
\dot{x} &= -x + 7x^2 - 10xy - y^2 + xy^2 - y^3.
\end{align*}
\]
- **$X_5$:** \[
\begin{align*}
\dot{x} &= (-1/2)x^2y + 3/2xy^2 - y^3, \\
\dot{y} &= (1/2)xy^2 - (1/2)y^3 + x.
\end{align*}
\]
- **$X_6$:** \[
\begin{align*}
\dot{y} &= (5/2)x + x^2 + 2xy - 7y^2 + xy^2 - y^3.
\end{align*}
\]
- **$X_7$:** \[
\begin{align*}
\dot{x} &= y + 3x^2y - x^3, \\
\dot{y} &= -x^2y - 3xy^2.
\end{align*}
\]
- **$X_8$:** \[
\begin{align*}
\dot{y} &= x^2 + xy^2 - 2y^3.
\end{align*}
\]
- **$X_9$:** \[
\begin{align*}
\dot{x} &= -x^3 - 6xy^2 + 6y^3, \\
\dot{y} &= -x^2y - 6xy^2 + 6y^3.
\end{align*}
\]
- **$X_{10}$:** \[
\begin{align*}
\dot{x} &= -x - xy^2 - 4y^3, \\
\dot{y} &= -y^3 + xy.
\end{align*}
\]
- **$X_{11}$:** \[
\begin{align*}
\dot{y} &= -5y^3 + xy, \\
\dot{x} &= 3xy^2 + y^3.
\end{align*}
\]
- **$X_{12}$:** \[
\begin{align*}
\dot{y} &= -y - 2y^2 - y^3, \\
\dot{x} &= x^2 - xy - xy^2 - y^3.
\end{align*}
\]
- **$X_{13}$:** \[
\begin{align*}
\dot{y} &= -3xy^2 - x, \\
\dot{x} &= -x^3 - y^3.
\end{align*}
\]
- **$X_{14}$:** \[
\begin{align*}
\dot{y} &= -x^2 + xy^2 - y^3.
\end{align*}
\]
- **$X_{15}$:** \[
\begin{align*}
\dot{y} &= -x^2y, \\
\dot{x} &= -x^3 - x^2y - y^3.
\end{align*}
\]
- **$X_{16}$:** \[
\begin{align*}
\dot{y} &= -x^3.
\end{align*}
\]
- **$X_{17}$:** \[
\begin{align*}
\dot{y} &= -x^3 - x^2y + xy^2.
\end{align*}
\]

In §4 we prove that Proposition A also holds for a generic family of bounded polynomial vector fields in $\mathbb{R}^n$. We call $\mathcal{X}_m$ the set of all polynomial vector fields $X = (P^1, P^2, \ldots, P^n)$ defined on $\mathbb{R}^n$ with degree $P^i = m_i$ and $m = (m_1, m_2, \ldots, m_n)$. We denote by $P^i_m$, the homogeneous part of degree $m_i$ of $P^i$. Let $\mathcal{X}_m$ be the set of all $X \in \mathcal{X}_m$ such that the system $P^i_m = 0$ for $i = 1, 2, \ldots, n$ has only the trivial solution $x_1 = x_2 = \cdots = x_n = 0$. In other words when $X \in \mathcal{X}_m$ all the solutions of system $P^i = 0$, for $i = 1, 2, \ldots, n$, lie in the "finite part" of $\mathbb{R}^n$; for more details see Appendix 2. In the case where $m_i = m_j$ for all $i, j = 1, 2, \ldots, n$ and $X \in \mathcal{X}_m$, the linear part of $p(X)$, at the critical points $q$ at infinity, has an eigenvalue different from zero. It is precisely this eigenvalue that determines whether the orbits of $X$ go off or come from infinity in the direction determined by $q$ (see Lemma 4.1). It is
proved (see Appendix 2) that \( X \in \mathcal{G}_m \) is a generic condition. We then use the Poincaré compactification in \( \mathbb{R}^n \) (see Appendix 1), the Poincaré-Hopf theorem and the Center Manifold Theorem (see [GH]) to prove the following theorem.

**Theorem D.** Let \( X \in \mathcal{G}_m \) be a bounded polynomial vector field in \( \mathbb{R}^n \) such that all the critical points of \( p(X) \) are isolated and \( \text{degree}(P^i) = m \), for \( i = 1, 2, \ldots, n \). Then

\[
\sum_i i_X = (-1)^n,
\]

where the sum is defined over the indices of all the critical points of \( X \).

We note that Theorem D is a (nonvacuous) statement for odd degree polynomial vector fields (see Proposition 4.2).

1. **Index for bounded polynomial vector fields in the plane**

Let \( X = (P, Q) \) be a polynomial vector field of degree \( n \) in the plane and let \( S^2 \) be the two-sphere on \( \mathbb{R}^3 \) defined by the set \( \{ y \in \mathbb{R}^3 : y_1^2 + y_2^2 + (y_3 - 1/2)^2 = 1/4 \} \). The plane \( \mathbb{R}^2 \) may be identified with the sphere \( S^2 \) with the “north pole” \( p = (0, 0, 1) \) removed. This identification is accomplished by means of the stereographic projection which assigns to each point \( (x_1, x_2) \in \mathbb{R}^2 \) the point \( (y_1, y_2, y_3) \in S^2 \) through the relations \( x_1 = y_1/(1 - y_3), \ x_2 = y_2/(1 - y_3) \). Let \( \tilde{X} = (F_1, F_2, F_3) \) be the induced vector field on \( S^2 \setminus \{p\} \). It can be shown that the components \( F_i(y_1, y_2, y_3) = dy_i/dt \), for \( i = 1, 2, 3 \), are

\[
F_1(y_1, y_2, y_3) = (1 - y_3 - y_1^2), \quad P \left( \frac{y_1}{1 - y_3}, \frac{y_2}{1 - y_3} \right) - y_1y_2,
\]

\[
F_2(y_1, y_2, y_3) = -y_1y_2, \quad P \left( \frac{y_1}{1 - y_3}, \frac{y_2}{1 - y_3} \right) + (1 - y_3 - y_2^2),
\]

\[
F_3(y_1, y_2, y_3) = y_1(1 - y_3), \quad P \left( \frac{y_1}{1 - y_3}, \frac{y_2}{1 - y_3} \right) + y_2(1 - y_3),
\]

This system is not defined at \( p \), but it can be extended to \( S^2 \) by introducing a change of time scale. We consider a new variable \( u \) defined by \( dt/du = (1 - y_3)^n \). We then obtain the system \( dy_i/du = (1 - y_3)^n F_i(y_1, y_2, y_3) \), for \( i = 1, 2, 3 \), which extends analytically the flow of \( \tilde{X} \) from \( S^2 \setminus \{p\} \) to \( S^2 \). We shall call the stereographic compactification of \( X \), \( s(X) \), the induced vector field in the two-sphere. Notice that the behaviour of the orbits of \( X \) near infinity is determined by the behaviour of \( s(X) \) near \( p = (0, 0, 1) \).

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Remark 1.1. Let \( Y \) be an analytic vector field on a two-dimensional manifold, and let \( q \) be an isolated critical point of \( Y \). Then we know that the local phase portrait of \( Y \) at \( q \) is either a focus, a center, or a finite union of elliptic, hyperbolic and parabolic sectors (for more details, see [L] or [ALGM]). From now on, we denote by \( e = e(q) \) (resp. \( h = h(q) \)) the number of elliptic (resp. hyperbolic) sectors of \( q \).

Proof of Proposition A. If \( X \) is a bounded vector field, clearly there are no orbits of \( s(X) \) whose \( \omega \)-limit is \( p \) (otherwise, such an orbit would not be inside any compact set \( K \subset \mathbb{R}^2 \)). So we have that \( e(p) = h(p) = 0 \). Now, from Bendixson’s index formula, \( i = 1 + (e - h)/2 \) (see [ALGM]), we know that the index of \( s(X) \) at \( p \) is 1.

Since all the critical points of \( s(X) \) are isolated we can apply the Poincaré-Hopf theorem, and assert that the sum of the indices at all the critical points of \( s(X) \) is equal to 2, which is the Euler-Poincaré characteristic of the two-sphere. Hence, the sum of the indices at all the critical points of \( X \) is 1. \( \Box \)

2. Local structure at the isolated infinite critical points for bounded polynomial vector fields in the plane

From now onwards we shall use the Poincaré compactification (see, for instance, [G, S or CGL]). Let \( X \) be a polynomial vector field of degree \( n \). First, we will consider that \( \mathbb{R}^2 \) is imbedded in \( \mathbb{R}^3 \) in such a way that, if \( (y_1, y_2, y_3) \) represents an arbitrary point in \( \mathbb{R}^3 \), then \( \mathbb{R}^2 = \{(y_1, y_2, y_3) \in \mathbb{R}^3 : y_3 = 1 \} \).

We then consider the sphere \( S^2 = \{(y_1, y_2, y_3) \in \mathbb{R}^3 : y_1^2 + y_2^2 + y_3^2 = 1 \} \), the Poincaré sphere, which is tangent to \( \mathbb{R}^2 \) at the north pole \((0, 0, 1)\). After that, we consider the projection of the vector field \( X \) in \( \mathbb{R}^2 \) onto \( S^2 \) obtained by means of the central projections \( p^+: \mathbb{R}^2 \rightarrow S^2 \) and \( p^-: \mathbb{R}^2 \rightarrow S^2 \). That is, \( p^+(y_1, y_2, 1) \) (resp. \( p^-(y_1, y_2, 1) \)) is the intersection of the line joining \((y_1, y_2, 1)\) and the origin, with the northern (resp. southern) hemisphere in \( S^2 \). We thus obtain an induced vector field in the northern and southern hemispheres. In each hemisphere the induced vector field is a copy of \( X \).

We notice that the points at infinity of \( \mathbb{R}^2 \), two points for each direction, are now in a one-to-one correspondence with the points on the equator \( S^1 = S^2 \cap \{y_3 = 0\} \). We now attempt to extend the induced vector field on \( S^2\backslash S^1 \) to \( S^2 \). However this vector field blows up as we approach \( S^1 \) and the extension is not possible. Nonetheless, if we multiply it by the factor \( y_3^{n-1} \) at each point \( y \in S^2\backslash S^1 \), the extension becomes possible. This extended field, which we call the Poincaré compactification of \( X \) and denote by \( p(X) \), has \( S^1 \) as an invariant set. The Poincaré compactification for polynomial vector fields in \( \mathbb{R}^n \) is given in Appendix 1.

In order to obtain the analytical expression for \( p(X) \) we shall consider the two-sphere \( S^2 \) as a differentiable manifold. We then choose six coordinate
neighbourhoods given by $U_i = S^2 \cap \{y_i > 0\}$ and $V_i = S^2 \cap \{y_i < 0\}$, for $i = 1, 2, 3$. The corresponding coordinate maps $F_i : U_i \to \mathbb{R}^2$ and $G_i : V_i \to \mathbb{R}^2$ are defined by $F_i(y_1, y_2, y_3) = G_i(y_1, y_2, y_3) = (y_j/y_i, y_k/y_i)$ for $j < k$ and $j, k \neq i$. We shall denote by $(y, z)$ the value of $F_i(y_1, y_2, y_3) = G_i(y_1, y_2, y_3)$. The expressions for $p(X)$ in $V_i$ are those in $U_i$ multiplied by $(-1)^{n-1}$ for $i = 1, 2, 3$. We note that the integral curves in $S^2$ are always symmetric with respect to the origin of $\mathbb{R}^3$, but $p(X)$ is only symmetric when $n$ is odd. For instance, if $n$ is even and $(y_1, y_2, y_3) \in S^2$ is a contracting node of $p(X)$ then $(-y_1, -y_2, -y_3)$ is an expanding node. We shall call finite (resp. infinite) critical points of $X$ or $p(X)$ the critical points of $p(X)$ which are in $S^2 \setminus S^1$ (resp. $S^1$).

**Lemma 2.1.** Let $X$ be a bounded polynomial vector field in the plane and let $q$ be an isolated infinite critical point. Then $q$ cannot be a focus or a centre. Furthermore, $e(q) = 0$ and $h(q)$ is even.

**Proof.** We can assume, without loss of generality, that $q$ is in the local chart $U_i$. The critical point $q$ cannot be a focus or a centre because the straight line $z = 0$ is invariant by the flow of $p(X)$. For the same reason, if an elliptic sector exists, its interior must be contained in $z > 0$ or $z < 0$, and the homoclinic orbits of this sector do not lie inside any compact set of $\mathbb{R}^2$; in that case the system will not be bounded. Then $e(q) = 0$. From Bendixson’s index formula (see [ALGM]) we know that the number of elliptic and hyperbolic sectors have the same parity. Hence $e(q) = 0$ implies that $h(q)$ is even. □

![Figure 2.1. The index of one-dimensional vector field at an isolated critical point](image)

Let $X : U \to \mathbb{R}^k$ be a vector field, where $U$ is an open set of $\mathbb{R}^k$. Let $q$ be an isolated critical point of $X$ in $U$. Then the function $X(u)/\|X(u)\|$ maps a small sphere, centered at $q$, into the unit $(k - 1)$-sphere. It is well known that the degree of this mapping is called the index of $X$ at $q$ and is denoted by $i_X(q)$ or $i(q)$. If $k = 1$ then the index at an isolated critical point can only be $0, \pm 1$. The local phase portrait at this critical point is described in Figure 2.1 (for more details, see [M]).

**Proposition 2.2.** Let $X = (P, Q)$ be a bounded polynomial vector field of even degree in the plane. Suppose that $q$ is an isolated infinite critical point of $X$. Then the following hold:

(a) The local phase portrait of $p(X)$ at $q$ is described in Figure 2.2.

(b) $i_{p(X)}(q) = 0$. 
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Proof. We can assume that \( q \) is in the local chart \( U_1 \) and that its coordinates \( (y, z) \) are \( (0, 0) \). Given Bendixson's index formula and Lemma 2.1 all we need to show to prove (b) is that the number of hyperbolic sectors, \( h(q) \), is two. Recall that the diametral opposite point of \( q \), \( (-q) \), is a critical point on \( V_1 \) and that \( X \) is a bounded polynomial vector field of even degree. Then, there are no solutions in \( \{z > 0\} \cap U_1 \) whose \( \omega \)-limit is \( q \), and there are no solutions in \( \{z < 0\} \cap U_1 \) whose \( \alpha \)-limit is \( q \).

We have that, on \( \{z = 0\} \cap U_1 \), \( \dot{y} = F(y) = -y P_n(1, y) + Q_n(1, y) \) and \( \dot{z} = 0 \), where \( n \) is the degree of \( X \) and \( P_n \) and \( Q_n \) are the homogeneous parts of degree \( n \) of \( P \) and \( Q \), respectively. Since \( (0, 0) \) is an isolated critical point, \( F(y) = a_k y^k + \cdots + a_{n+1} y^{n+1} \), where \( k > 0 \) and \( a_k \neq 0 \). We consider three cases.

Case 1. \( k \) is odd and \( a_k > 0 \). In this case the local behaviour of the vector field at \( q \) on \( z = 0 \) is shown in Figure 2.1(a). By Remark 1.1 and Lemma 2.1, if \( h(q) = 0 \), \( q \) will be a source and the system will not be bounded. Since \( X \) is bounded it follows from Figure 2.3(a) that \( q \) has no hyperbolic sectors in \( z > 0 \), and that it has exactly two hyperbolic sectors in \( z < 0 \). Hence the possible local phase portraits are drawn in Figures 2.2(a) and 2.2(a2).

Case 2. \( k \) is odd and \( a_k < 0 \). By an argument similar to the one just used, it can be shown that \( q \) must have two hyperbolic sectors in \( z > 0 \) and no
hyperbolic sectors in $z < 0$. Therefore, the behaviour of $p(X)$ near $q$ is as drawn in Figures 2.2(b1) and 2.2(b2).

Case 3. $k$ is even. From Figures 2.3(c) and 2.3(d), Remark 1.1 and Lemma 2.1, it follows that $h(q) = 2$ and $q$ has one hyperbolic sector in $z > 0$ and another one in $z < 0$. Since $q$ can have parabolic sectors, we obtain the remainder local phase portraits of Figure 2.2. □

Remark 2.3. From the Poincaré-Hopf theorem on $S^2$ (see [M]) we know that
\[ \sum_{j} i_{j} + 2 \sum_{f} i_{f} = 2, \]
where $\sum_{j} i_{j}$ denotes the sum of the indices of $p(X)$ at all the infinite critical points and $\sum_{f} i_{f}$ denotes the sum of the indices of $X$ at all the finite critical points. So, if the degree of $X$ is even, Proposition A can also be deduced from Proposition 2.2(b).

Proposition 2.4. Let $X = (P, Q)$ be a bounded polynomial vector field of odd degree in the plane. Suppose that $q$ is an isolated infinite critical point of $X$. Then the following hold:

(a) The local phase portrait of $p(X)$ at $q$ is described in Figure 2.4.

(b) $i_{p(X)}(q) = i_{p(X)|S^1}(q)$, where $p(X)|S^1$ denotes the restriction of the vector field $p(X)$ to the equator $S^1$.

Proof. Assume that $q$ is in the local chart $U_1$ with coordinates $(y, z) = (0, 0)$. Recall that $-q$ is also an infinite critical point and that the expression for $p(X)$ is the same in $U_1$ and in $V_1$ (because the degree $n$ of $X$ is odd). Since $X$ is bounded, there are no orbits in a neighbourhood of $q$ in $S^2 \setminus S^1$ whose $\omega$-limit is $q$.

The expression for $p(X)|S^1$ in $U_1$ is $(F(y), 0)$, where $F(y) = -yP_{n}(1, y) + Q_{n}(1, y)$. Since $(0, 0)$ is an isolated critical point, $F(y) = a_k y^k + \cdots + a_{n+1} y^{n+1}$, with $k > 0$ and $a_k \neq 0$. We consider three cases.

Case 1. $k$ is odd and $a_k > 0$. From Figures 2.1(a) and 2.3(a), $i_{p(X)|S^1}(q) = 1$. Since $n$ is odd we deduce from Figure 2.3(a) that $h(q) = 0$. From Lemma 2.1 and Bendixson's index formula, we obtain $i_{p(X)}(q) = 1$. Furthermore, the only possible local phase portrait at $q$ is drawn in Figure 2.4(a).
Case 2. $k$ is odd and $a_k < 0$. From Figures 2.1(b) and 2.3(b), $i_{p(X)|S^1}(q) = -1$. To see that $i_{p(X)}(q) = -1$ it is sufficient to show that $h(q) = 4$. It follows from Lemma 2.1 that $h(q)$ is even. It is easy to see that if $h(q) \neq 4$ then $X$ is not bounded (see Figure 2.3(b)). Taking into account that $q$ can have parabolic sectors, the possible local phase portraits at $q$ are given in Figure 2.4 as cases $(b_1), (b_2), (b_3)$ and $(b_4)$.

Case 3. $k$ is even. From Figures 2.1(c), 2.1(d), 2.3(c) and 2.3(d), $i_{p(X)|S^1}(q) = 0$. By Lemma 2.1, $e(q) = 0$ and $h(q)$ is even. Then $h(q) > 0$. If $h(q) > 4$ then $q$ has at least two stable separatrices and at least one of them is not contained in $z = 0$. Hence $h(q) = 2$. Therefore $i_{p(X)}(q) = 0$. In this case, the local phase portraits at $q$, for $i \in \{1, 2, 3, 4\}$, are drawn in Figures 2.4(c) and 2.4(d).

Theorem B follows from Propositions 2.2 and 2.4.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig24.png}
\caption{The local phase portraits of isolated infinite critical points of a bounded polynomial vector field of odd degree}
\end{figure}

Remark 2.5. Let $X$ be a polynomial vector field in $\mathbb{R}^2$ such that all its finite and infinite critical points are isolated. The Poincaré-Hopf theorem on $S^1$ tells us that

$$\sum i_{p(X)|S^1} = \mathcal{F}(S^1) = 0,$$

where the sum is over all the critical points of $p(X)|S^1$ and $\mathcal{F}(S^1)$ is the Euler-Poincaré characteristic of $S^1$. So, if the degree of $X$ is odd, from Proposition 2.4(b) we obtain $\sum_\infty i = 0$ and hence, as in Remark 2.3, Proposition A follows.
3. Classification of the phase-portraits in a neighbourhood of infinity of bounded cubic polynomial systems in the plane

Let \( q \) be a critical point of a vector field in the plane. We say that \( q \) is elementary if there exists at least a nonzero eigenvalue of its linear part. We say that \( q \) is degenerate if the determinant of its linear part is zero. The following result is well known (see for instance [ALGM]).

**Theorem 3.1.** Let \( q \) be a critical point of an analytic vector field in the plane. If \( q \) is nondegenerate then it is either a node, a focus, a centre or a saddle. If \( q \) is degenerate and elementary then it is either a node, a saddle or a saddle-node with index 1, -1 or 0 respectively.

**Proposition 3.2.** Let \((y_j, 0)\) be an infinite critical point on the local chart \( U_1 \) of a bounded polynomial vector field \( X = (P, Q) \) of odd degree \( n \). It follows that

- (a) If \( y_j \) is a root of odd (resp. even) multiplicity of \( F(y) = -yP_n(1, y) + Q_n(1, y) \), then the index at \((y_j, 0)\) is \( \pm 1 \) (resp. 0).
- (b) If \( y_j \) is a simple root of \( F(y) \) then \((y_j, 0)\) is either a node or a saddle.

**Proof.** Since the expression for the vector field \( X \) in the local chart \( U_1 \) is given by

\[
\begin{align*}
\dot{y} & = -yP_n(1, y) + Q_n(1, y) + z[-yP_{n-1}(1, y) + Q_{n-1}(1, y)] \\
& + \cdots + z^n[-yP_0 + Q_0], \\
\dot{z} & = -P_n(1, y)z - P_{n-1}(1, y)z^2 - \cdots - P_0z^{n+1},
\end{align*}
\]

we have that \( \dot{y} = F(y) \) on \( z = 0 \). This, together with the proof of Proposition 2.4, implies that the index at \((y_j, 0)\) must be \( \pm 1 \) when the multiplicity of \( y_j \) is odd (Cases 1 and 2) and 0 when the multiplicity is even (Case 3). Hence (a) follows.

The linear part of the infinite critical point \((y_j, 0)\) is given by

\[
\begin{pmatrix}
    F'(y_j) & 0 \\
    0 & -P_n(1, y_j)
\end{pmatrix}.
\]

If \( y_j \) is a simple root of \( F(y) \) then \((y_j, 0)\) is elementary. From (a) and Theorem 3.1 we obtain (b). \( \square \)

**Lemma 3.3.** Let \( X = (P, Q) \) be a cubic vector field and assume that \( y = 0 \) is a double root of \( F(y) \). Consider the system (3.1) and let \( \theta(y, z) = y\dot{z} - z\dot{y} \). When \( \dot{y} \) and \( \dot{z} \) begin with terms of, at least, second order and \( \theta_3 \), the homogeneous part of third degree of \( \theta \), is identically zero, then configurations \((c_2), (c_3), (d_2), \) and \((d_3)\) in Figure 2.4 are not possible.

**Proof.** We can write \( P_3(x, y) = rx^3 + sx^2y + tx^2 + hy^3, Q_3(x, y) = dx^3 + ex^2y + fxy^2 + gy^3, P_2(x, y) = ax^2 + bxy + cy^2, Q_2(x, y) = \alpha x^2 + \beta xy + \gamma y^2, P_1(x, y) = mx + ny, Q_1(x, y) = px + qy, P_0 = p_0 \) and \( Q_0 = q_0 \). Then we have that \( F(y) = d + (e - r)y + (f - s)y^2 + (g - t)y^3 - hy^4 \). Hence, \( d = 0 \),
$e - r = 0$ and $f - s \neq 0$. System (3.1) can now be written as:

$$
(3.2) \begin{cases} 
\dot{y} = az + (f - s)y^2 + (\beta - a)y + p + (g - t)y^2 + (\gamma - b)y^2z \\
+ (q - m)y^2 + q_0z^3 - hy^4 - cy^3z - ny^2z^2 - p_0yz^3, \\
\dot{z} = -rz - sz - az^2 - ty^2z - by + m^3 - hy^3z - cy^2z^2 - nyz^3 - p_0z^4,
\end{cases}
$$

where $\alpha = r = 0$. Since $\theta_3(y, z) = -z[f + \beta y + p + z^2] \equiv 0$ then $f = \beta = p = 0$.

The directional blowing-ups $(y, z) \rightarrow (y, \lambda)$ defined by $z = \lambda y$, and $(y, z) \rightarrow (w, z)$ defined by $y = wz$, allow us to write system (3.2) as the pair:

$$
(3.3) \begin{cases} 
\dot{y} = y^2[-s + (g - t)y - a\lambda - hy^2 + (\gamma - b)y\lambda - cy^2\lambda] \\
+ (q - m)y\lambda^2 - ny^2\lambda^2 + q_0y\lambda^3 - p_0y^2\lambda^3, \\
\dot{\lambda} = y^2[-(g + y\lambda + q\lambda^2 + q_0\lambda^3)],
\end{cases}
$$

and

$$
(3.4) \begin{cases} 
\dot{w} = z^2[q_0 + qw + gw^2 + gw^3], \\
\dot{z} = z^2[-a - sw - mwz - bwz - p_0z^2 - tw^2z - nzw^2 - cw^2z^2 - hw^3z^2],
\end{cases}
$$

respectively. Call (3.5) and (3.6) the systems (3.3) and (3.4) after a change in time scale given by $d\tau = y^2dt$ and $d\tau = z^2dt$ respectively. Then system (3.5) on $y = 0$ becomes $dy/d\tau = -s - a\lambda$ and $d\lambda/d\tau = -(g + y\lambda + q\lambda^2 + q_0\lambda^3)$, and system (3.6) on $z = 0$ becomes $dw/d\tau = q_0 + qw + gw^2 + gw^3$ and $dz/d\tau = -a - sw$.

When $q_0 = 0$ the straight line $y = 0$ is invariant by the flow (3.2) and in consequence the local phase-portraits (c2), (c3), (d2) and (d3) in Figure 2.4 are not possible. So we shall assume that $q_0 \neq 0$.

When $a = 0$ we do not have any critical points on $y = 0$ for system (3.5) (since $f - s = -s \neq 0$) or on $z = 0$ for system (3.6) (since $q_0 \neq 0$). Therefore $(y, z) = (0, 0)$ has one hyperbolic sector in $z > 0$, another one in $z < 0$ and the number of parabolic and elliptic sectors is zero.

Assume now that $a \neq 0$. If there exists a critical point $(y, \lambda)$ for system (3.5) on $y = 0$ which is different from $(0, 0)$, then $(y, \lambda) = (0, \overline{\lambda})$, where $\overline{\lambda} = (-s/a) \neq 0$ is such that $q_0\lambda^3 + q\lambda^2 + y\lambda + g = 0$. The linear part of $(0, \overline{\lambda})$ is

$$
\begin{pmatrix} 
(g - t) + (\gamma - b)\overline{\lambda} + (q - m)\overline{\lambda}^2 + q_0\overline{\lambda}^3 \\
-a \\
0 \\
-2g\overline{\lambda} - 3q\overline{\lambda}^2 - 4q_0\overline{\lambda}^3
\end{pmatrix}.
$$

From §7, §8 and Theorems 65 and 67 of [ALGM] and $a \neq 0$ we know all the local phase-portraits near $(y, \lambda) = (0, \overline{\lambda})$. Taking into account that $y = 0$ is not invariant by the flow (3.5), we can draw all the local phase-portraits near $(y, z) = (0, 0)$. We observe that configurations (c2), (c3), (d2) and (d3) in Figure 2.4. do not appear.
Proposition 3.4. Let \( X = (P, Q) \) be a cubic vector field and assume that \( y = 0 \) is a double root of \( F(y) \). If the local phase-portrait of \((y, z) = (0, 0)\) for system (3.2) is topologically equivalent to \((c_2), (c_3), (d_2)\) and \((d_3)\) in Figure 2.4, then \( y = 0 \) is also a double root of \( P_3(1, y) \).

![Figure 3.1. Saddle-nodes near \((y, z) = (0, 0)\). The slope \( \sigma \) of the separatrix \( s \) at \((0, 0)\) is \( \sigma = 0, \sigma \notin \{0, \infty\} \) and \( \sigma = \infty \) in cases \((c_21), (c_22)\) and \((c_23)\), respectively.](image)

**Proof.** From (3.2) the linear part of \((y, z) = (0, 0)\) is

\[
\begin{pmatrix}
0 & \alpha \\
0 & -r
\end{pmatrix}
\]

From Theorem 65 of [ALGM] and configurations \((c_2), (c_3), (d_2), (d_3)\) in Figure 2.4, it follows that \( r \) must be zero.

When \( \alpha \neq 0 \), the change of time scale given by \( d\tau = \alpha \, dt \) allows us to apply Theorem 65 of [ALGM]. Hence, \( \dot{y} = 0 \) implies \( z = \frac{-(f-s)}{\alpha} y^2 + \) higher-order terms and \( \dot{z}(y, \frac{-(f-s)}{\alpha} y^2) = \frac{(f-s)}{\alpha^2} y^3 + \) higher-order terms. Since \( (f-s) \neq 0, s = 0 \) is a necessary condition for the existence of a saddle node. In short, \( P_3(1, 0) = r = 0 \) and, since \( \alpha \neq 0 \), we have \( (dP_3(1, y)/dy)|_{y=0} = s = 0 \). Hence the proposition follows.

Assume \( \alpha = 0 \). Consider the directional blowing-ups defined in Lemma 3.3, and get

\[
\dot{y} = y[(f-s)y + (g-t)y^2 + (\beta - a)y^2 + hy^3 + (\gamma - b)y^2 + py^2] \\
- cy^3 + (q - m)y^2 - ny^3 + q_0y^3 - p_0y^3,
\]

and

\[
\begin{align*}
\dot{\lambda} &= y[-f\lambda - gy\lambda - \beta\lambda^2 - \gamma y\lambda^2 - p\lambda^2 - qy\lambda^3 - q_0y\lambda^4], \\
\dot{\omega} &= z[p + \beta w + q_0z + fw^2 + qwz + gw^3z], \\
\dot{\zeta} &= z[-az - swz - mz^2 - bwz^2 - p_0z^3 - twz^2 - nzw^3 - hwz^3].
\end{align*}
\]

Let \( s \) be the only separatrix which is different from \( z = 0 \). We consider three cases depending on the values of the slope of \( s \) at the origin (see Figure 3.1). Similarly we could analyze the cases corresponding to the local phase portraits represented in \((d_2), (c_3)\) and \((d_3)\) in Figure 2.4.
By Lemma 3.3, at least one of the coefficients $\beta$, $p$, or $f$, in systems (3.7) and (3.8), is different from zero. Also $f-s \neq 0$ because $y = 0$ is a double root of $F(y)$.

Assume that we are in case (c21) in Figure 3.1. Since the slope of $s$ in (c21) is zero, it follows from (3.7) that either $p \neq 0$ and $\beta^2 - 4pf < 0$, or $p = \beta = 0$ and $f \neq 0$. In short $f \neq 0$. This, together with (3.8), implies that $\beta^2 - 4pf < 0$. Therefore, $pf > 0$. Since the linear part at $(y, \lambda) = (0, 0)$ is
\[
\begin{pmatrix}
f - s & 0 \\
0 & -f
\end{pmatrix},
\]
the critical point $(y, \lambda) = (0, 0)$ is a node or a saddle. If it is a node then $pf > 0$ and in consequence the point $(y, z) = (0, 0)$ is formed by two elliptic sectors. If it is a saddle then the point $(y, z) = (0, 0)$ is formed by two hyperbolic sectors. Hence case (c21) is not possible.

Assume that we are in case (c22). Since the slope of $s$ in (c22) is not infinite, it follows from (3.8) that $p \neq 0$. Since the slope of $s$ in (c22) is different from zero we have, from (3.7), that $\beta^2 - 4pf = 0$, $\beta \neq 0$ and $f \neq 0$. Therefore, on the straight line $y = 0$, the system (3.7) has the critical points $(0, 0)$ and $(0, \lambda)$ where $\lambda = [-\beta/(2p)] \neq 0$. The linear part at $(y, \lambda) = (0, \lambda)$ is
\[
\begin{pmatrix}
f - s + (\beta - a)\lambda + pf\lambda^2 & 0 \\
-\lambda(g + y\lambda + q\lambda^2 + q_0\lambda^3) & 0
\end{pmatrix}.
\]
If $(f-s) + (\beta - a)\lambda + pf\lambda^2 = -s - a\lambda \neq 0$ then (by Theorem 65 of [ALGM]), $(y, \lambda) = (0, \lambda)$ is a node, a saddle or a saddle-node. Using its linear part it follows that $(y, \lambda) = (0, 0)$ is a node or a saddle. When we draw the local phase-portrait at $(y, z) = (0, 0)$ we see that (c22) is not possible. Therefore, assume that $s + a\lambda = 0$. If $g + y\lambda + q\lambda^2 + q_0\lambda^3 = 0$, then on the straight line $\lambda = \lambda$ we have that $\lambda = -\lambda(f + \beta\lambda + pf\lambda^2) - \lambda(y(g + y\lambda + q\lambda^2 + q_0\lambda^3)) = 0$. So the straight line $z = \lambda y$ is invariant by the flow of (3.2). Again, case (c22) is not possible. Hence, $g + y\lambda + q\lambda^2 + q_0\lambda^3 \neq 0$. With the coordinates $(Y, \Lambda)$ defined by $Y = y$ and $\Lambda = \lambda - \lambda$, the system (3.7) becomes
\[
\begin{cases}
\dot{Y} = C_1 Y^2 - aY\Lambda + \text{higher-order terms}, \\
\dot{\Lambda} = D_1 Y + D_2 Y\Lambda + \frac{1}{2} \beta \Lambda^2 + \text{higher-order terms},
\end{cases}
\]
where
\[
C_1 = g - t + (y - b)\lambda + (q - m)\lambda^2 + q_0\lambda^3,
\]
\[
D_1 = -g\lambda - y\lambda - q\lambda^2 - q_0\lambda^3 \neq 0,
\]
\[
D_2 = -g - 2y\lambda - 3q\lambda^2 - 4q_0\lambda^3.
\]
We now change the time scale by $ds = D_1 dt$ so as to be able to apply Theorem 67 in [ALGM]. Let $Y = (-\beta/2D_1)\Lambda^2 + \cdots$ be the solution of $\dot{\Lambda} = 0$ in a neighbourhood of $(0, 0)$. Then, $\dot{Y}((-\beta/2D_1)\Lambda^2 + \cdots, \Lambda) = (\alpha/2D_1)\Lambda^3 + \cdots$. 
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In order to obtain (c22) we apply Theorem 67 and deduce that \((y, \lambda) = (0, \overline{\lambda})\) must be a saddle-node. Hence \(\dot{Y}((-\beta/2D_1)\Lambda^2 + \cdots + \Lambda)\) must have a first term of even order, i.e., \(a = 0\). From \(s + a\lambda = 0\) it follows that \((dP_3(1, y)/dy)|_{y=0} = s = 0\). Therefore, since \(P_3(1, 0) = r = 0\), we have that \(y = 0\) is a double root of \(P_3(1, y)\).

Assume that we are in case (c23). We need the point \((0, 0)\) to be the only critical point of system (3.8); in particular \(p = 0\). Also \((0, 0)\) must be the unique critical point of system (3.7) on \(y = 0\), i.e., \(\beta = 0\) or \(f = 0\). But \(f = 0\) implies that the linear part at \((y, \lambda) = (0, 0)\) is
\[
\begin{pmatrix}
-s & 0 \\
0 & 0
\end{pmatrix}
\]
where \(s \neq 0\) since \(f - s \neq 0\). Then, by Theorem 65 in [ALGM], \((y, \lambda) = (0, 0)\) is a saddle-node with the parabolic sector filling the region \(\lambda > 0\) or \(\lambda < 0\) depending on the sign of \(\beta\). Therefore there are orbits of the system (3.2) outside \(z = 0\) such that their \(\alpha\)-limit is the critical point \((y, z) = (0, 0)\). Hence, since we are in case (c23), \(f \neq 0\) and \(\beta = p = 0\). So the linear parts of systems (3.7) and (3.8) at the critical points \((y, \lambda) = (0, 0)\) and \((w, z) = (0, 0)\) are, respectively,
\[
\begin{pmatrix}
f - s & 0 \\
- \lambda & 0
\end{pmatrix}
\] and
\[
\begin{pmatrix}
0 & q_0 \\
0 & -a
\end{pmatrix}.
\]
Therefore, \((y, \lambda) = (0, 0)\) is a node or a saddle. Since \((y, z) = (0, 0)\) is of type (c23), it must be a saddle. Notice that \(q_0 \neq 0\); otherwise the straight line \(y = 0\) would be invariant by the flow of (3.2) in contradiction with the local behaviour of (c23). When \(a \neq 0\), by Theorem 65 of [ALGM], there are orbits of system (3.2) in \(z < 0\) and \(z > 0\) such that their \(\alpha\)-limit or \(\omega\)-limit is the critical point \((y, z) = (0, 0)\). These orbits come from orbits of system (3.8) which start or end at \((w, z) = (0, 0)\) in the direction \(q_0z + aw = 0\). So \(a = 0\). We can now apply Theorem 67 of [ALGM] after changing the time scale by \(ds = q_0dt\). Since \((y, z) = (0, 0)\) is a saddle-node of type (c23), \((w, z) = (0, 0)\) in system (3.8) must be a saddle-node. Let \(z = (-f/q_0)w^2 + \cdots\) be the solution of \(w = 0\) in a neighbourhood of the origin. Then \(\dot{z} = (s/4q_0^2)w^3 + \text{higher-order terms}\). To obtain a saddle-node at \((w, z) = (0, 0)\), \(\dot{z}\) must have a first term of even order in \(w\); so \(s = 0\). Also, in this case, \(P_3(1, 0) = (dP_3(1, y)/dy)|_{y=0} = 0\). The proposition is now proved. □

**Proof of Theorem C.** Let \(X = (P, Q)\) be a bounded cubic system in the plane and set \(F(x, y) = xQ(x, y) - yP(x, y)\). Assume, for instance, that \(F\) has one double real root \(y_1\) and two simple real roots \(y_2, y_3\). By Proposition 3.2, the critical points \((y_2, 0)\) and \((y_3, 0)\) are a node or a saddle, and \((y_1, 0)\) has zero index. By Proposition 2.4, we can have three possibilities for \((y_1, 0)\) determining configurations (2), (3) or (4) in Figure 1.1.

When \(F\) has two double real roots we know, from Propositions 3.2 and 2.4, that there exist six possible kinds of behaviour at infinity. However, for cubic
vector fields, only five of them are possible. They are (5), (6), (7), (8) and (9) in Figure 1.1. By Proposition 3.4, two saddle-nodes at infinity of type (c₂), (c₃), (d₂) or (d₃) cannot coexist. In this way we obtain Figure 1.1.

Table 1.1 follows in a straightforward way by using §7, §8, Theorem 65 and 67 of [ALGM] and the blow-up techniques. □

The method applied to classify the phase-portraits for the bounded cubic systems with isolated infinite critical points, in a neighbourhood of infinity, also works for any bounded polynomial system with isolated infinite critical points. The classification for the bounded linear (resp. quadratic) systems is easy (resp. known, see [DP]). No specific work has been done for bounded systems of degree greater than three.

4. GENERIC INDEX FOR BOUNDED POLYNOMIAL VECTOR FIELDS IN \( \mathbb{R}^n \)

Let

\[ X = (P^1, P^2, \ldots, P^n) \]

be a polynomial vector field in \( \mathbb{R}^n \) with degree(\( P^i \)) = \( m \) for \( i = 1, 2, \ldots, n \). In this section we shall give a generalization from \( \mathbb{R}^2 \) to \( \mathbb{R}^n \) of Proposition A. It is well known that if \( q \in \mathbb{R}^n \) is an isolated critical point of \( X \), the index of \( X \) at \( q \) can be computed as the sum of the signs of the jacobian of \( X \) at all the \( X \)-preimages near \( q \) of a regular value of \( X \) near 0 (see [M]).

The expression for the Poincaré compactification of \( X \), \( p(X) \), in the local chart \( U_1 \) is given by

\[
\begin{cases}
\dot{z}_1 = [-z_1^1 P^1_m + P^2_m] + z_n[-z_1^1 P^1_{m-1} + P^2_{m-1}] + \cdots + z_n^m[-z_1^1 P^1_0 + P^2_0], \\
\dot{z}_2 = [-z_2^2 P^1_m + P^3_m] + z_n[-z_2^2 P^1_{m-1} + P^3_{m-1}] + \cdots + z_n^m[-z_1^1 P^1_0 + P^2_0], \\
\vdots \\
\dot{z}_n = -z_n^1 P^1_m - z_n^2 P^1_{m-1} - \cdots - z_n^{m+1} P^1_0,
\end{cases}
\]

(4.1)

where \( z_1, z_2, \ldots, z_n \) are the local coordinates of \( U_1 \) and

\[ P^i_k \equiv P^i_k(1, z_1, \ldots, z_{n-1}). \]

The critical points at infinity in the local chart \( U_1 \) are points \((z_1, z_2, \ldots, z_n)\) where \( z_n = 0 \) and \( z_1, z_2, \ldots, z_{n-1} \) are given by the solutions of the system

\[
\begin{cases}
-z_1^1 P^1_m(1, z_1, \ldots, z_{n-1}) + P^2_m(1, z_1, \ldots, z_{n-1}) = 0, \\
-z_2^1 P^1_m(1, z_1, \ldots, z_{n-1}) + P^3_m(1, z_1, \ldots, z_{n-1}) = 0, \\
\vdots \\
-z_{n-1}^1 P^1_m(1, z_1, \ldots, z_{n-1}) + P^n_m(1, z_1, \ldots, z_{n-1}) = 0.
\end{cases}
\]

(4.2)

Assume that \( O = (0, \ldots, 0) \) is a critical point of (4.1). Denote by \( Z = \)
\( \dot{z}_1, \dot{z}_2, \ldots, \dot{z}_n \). From (4.1) we obtain

\[
(DZ)(0) = \begin{pmatrix}
\left( \frac{\partial \dot{z}_1}{\partial z_1} \right)(0) & \cdots & \left( \frac{\partial \dot{z}_1}{\partial z_{n-1}} \right)(0) & \left( \frac{\partial \dot{z}_1}{\partial z_n} \right)(0) \\
\vdots & \ddots & \vdots & \vdots \\
\left( \frac{\partial \dot{z}_k}{\partial z_1} \right)(0) & \cdots & \left( \frac{\partial \dot{z}_k}{\partial z_{n-1}} \right)(0) & \left( \frac{\partial \dot{z}_k}{\partial z_n} \right)(0) \\
0 & \cdots & 0 & \left( \frac{\partial \dot{z}_n}{\partial z_n} \right)(0)
\end{pmatrix}.
\]

Hence \( \det(DZ)(0) = (\partial \dot{z}_n/\partial z_n)(0) \det(DZ')(0) \) where \( Z' \) is the restriction of \( Z \) to \( z_n = 0 \).

Lemma 4.1. Assume that \((z_1, z_2, \ldots, z_n) = (0, \ldots, 0) = O \) is a critical point of system (4.1) and that \((\partial \dot{z}_n/\partial z_n)(0) > 0 \) (resp. \((\partial \dot{z}_n/\partial z_n)(0) < 0 \)). Then there exist some orbits \( \gamma_1(t) \) and \( \gamma_2(t) \) contained in \( \{z_n > 0\} \) and \( \{z_n < 0\} \) respectively, such that their \( \alpha \)-limit (resp. \( \omega \)-limit) is 0.

Proof. Call \( a = (\partial \dot{z}_n/\partial z_n)(0) \) and \( A = (DZ)(0) \). It follows from (4.3) that \( \det(A - aI) = 0 \); i.e., \( a \) is an eigenvalue of \( A \). Assume \( a > 0 \) (resp. \( a < 0 \)) and divide the spectrum of \( A \) into three parts \( \sigma_s, \sigma_c, \sigma_u \) such that

\[
\begin{cases}
< 0 & \text{if } \lambda \in \sigma_s, \\
0 & \text{if } \lambda \in \sigma_c, \\
> 0 & \text{if } \lambda \in \sigma_u.
\end{cases}
\]

Let the generalized eigenspaces associated to \( \sigma_s, \sigma_c, \sigma_u \) be \( E^s, E^c \) and \( E^u \) respectively. By the Center Manifold Theorem there exist stable and unstable invariant manifolds \( W^s \) and \( W^u \) which are tangent to \( E^u \) and \( E^s \) at 0 and a center manifold \( W^c \) which is tangent to \( E^c \) at 0.

Since \( a \in \sigma_u \) (resp. \( a \in \sigma_s \)), \( \text{Ker}(A - aI)^\alpha \subset E^u \) (resp. \( \text{Ker}(A - aI)^\alpha \subset E^s \)), where \( \alpha \) is the multiplicity of the root \( a \) of the characteristic polynomial \( \det(A - \lambda I) = 0 \). So, \( \dim \text{Ker}(A - aI)^\alpha = \alpha \) and \( \dim \text{Ker}(A - aI)^\beta = \alpha \) for each \( \beta \geq \alpha \) (see [HS]). We claim that \( \text{Ker}(A - aI)^\alpha \not\subset \{z_n = 0\} \). To see this let \( v^1, v^2, \ldots, v^\alpha \) be a basis of \( \text{Ker}(A - aI)^\alpha \) and assume that \( v^i = (z^i_1, z^i_2, \ldots, z^i_n) \) satisfies \( z^i_n = 0 \) for each \( i = 1, 2, \ldots, \alpha \). Writing

\[
A = \begin{pmatrix}
& & & a_1 \\
& B & \vdots & \\
& \vdots & \ddots & \vdots \\
0 & \cdots & 0 & a_{n-1}
\end{pmatrix},
\]

a simple computation gives

\[
(A - aI)^\alpha = \begin{pmatrix}
& & & c_1 \\
& (B - aI)^\alpha & \vdots & \\
& \vdots & \ddots & \vdots \\
0 & \cdots & 0 & c_{n-1}
\end{pmatrix}.
\]
For each \( i = 1, 2, \ldots, \alpha \), the equation \((A - aI)^\alpha (v') = 0\) implies that
\[(B - aI)^\alpha w' = 0, \quad \text{where } w' = (z_1', \ldots, z_{n-1}').\]

Since the vectors \( w' \) are linearly independent, \( \alpha \leq \dim \text{Ker}(B - aI)^\alpha \). Since \( \det(A - aI) = (a - \lambda) \det(B - \lambda I) \), when \( a \) is a root of \( \det(A - \lambda I) = 0 \) of multiplicity \( \alpha \), \( a \) is a root of \( \det(B - \lambda I) = 0 \) of multiplicity \((\alpha - 1)\). So, \( \dim \text{Ker}(B - aI)^{\alpha - 1} = \alpha - 1 = \dim \text{Ker}(B - aI)^\alpha \), which is a contradiction. The claim is proved.

Since \( \text{Ker}(A - aI)^\alpha \subset E^u \) (resp. \( \text{Ker}(A - aI)^\alpha \subset E^s \)), \( E^u \not\subset \{z_n = 0\} \) (resp. \( E^s \not\subset \{z_n = 0\} \)). Hence \( E^u \) (resp. \( E^s \)) intersects transversally the hyperplane \( \{z_n = 0\} \). Since \( W^u \) (resp. \( W^s \)) is tangent to \( E^u \) (resp. \( E^s \)), the lemma follows. \( \square \)

**Proposition 4.2.** Let \( X = (P^1, P^2, \ldots, P^n) \in \mathcal{F}_m \) be a bounded polynomial vector field in \( \mathbb{R}^n \) such that \( X \) has some infinite critical points and degree\((P^i) = m, \) for all \( i = 1, 2, \ldots, n \). Then the following hold:

(a) \( m \) is odd.

(b) If \((z_1, \ldots, z_n) = (0, \ldots, 0)\) is a critical point of system (4.1) then \( a = (\partial z_n' / \partial z_n)(0) > 0 \).

**Proof.** Let \( q \) be an infinite critical point. Without loss of generality we can assume that \( q \) is in the local chart \( U_1 \) and its coordinates are \((z_1, \ldots, z_n) = (0, \ldots, 0)\). This implies that \( P^i_m(1, 0, \ldots, 0) = 0 \) for each \( i = 2, 3, \ldots, n \) (see (4.2)). Since \( X \in \mathcal{F}_m \), \( a = -P^i_m(1, 0, \ldots, 0) \) must be different from zero. Otherwise, system \( P^i_m(1, 0, \ldots, 0) = 0 \), for \( i = 1, 2, \ldots, n \), has the root \((1, 0, \ldots, 0)\).

Assume that \( m \) is even. Then, by the Poincaré compactification, if \( q \) is an infinite critical point in the local chart \( U_1 \), \(-q \) is an infinite critical point in the local chart \( V_1 \). Furthermore, the orbits near \( q \) in \( z_n > 0 \) are the orbits near \(-q \) in \( z_n < 0 \) with reversed orientation. By Lemma 4.1, since \( a \neq 0 \), there exists some orbit of \( X \) whose \( \omega \)-limit is \( q \) or \(-q \). So, the system will not be bounded. Therefore (a) is proved.

Assume now that \( m \) is odd. Then \( a \) satisfies \( a > 0 \). Otherwise, by Lemma 4.1, there exists some orbit whose \( \omega \)-limit is \( q \) and \( X \) will not be bounded. Hence, (b) follows. \( \square \)

**Proof of Theorem D.** Since the equator of \( S^n \) is invariant by the flow of \( p(X) \), each infinite critical point of \( X \) determines a critical point of \( p(X)_{|S^{n-1}} \). Applying the Poincaré-Hopf theorem on \( S^{n-1} \) we get
\[
\sum_{p(X)_{|S^{n-1}}} i_{p(X)} = \chi(S^{n-1}) = 1 + (-1)^{n-1} = \begin{cases} 2 & \text{if } n \text{ is odd}, \\ 0 & \text{if } n \text{ is even}. \end{cases}
\]

We assume first that \( X \) has no infinite critical points. Then \( n \) must be even. By the Poincaré-Hopf theorem on \( S^n \)
\[
\sum_{p(X)} i_{p(X)} = \chi(S^n) = 1 + (-1)^n = 2.
\]
On the other hand,

\[ \sum_{U_{n+1}} i_{p(X)} + \sum_{V_{n+1}} i_{p(X)} + \sum_{S^{n-1}} i_{p(X)} = 2 \sum_{f} i_{X} + \sum_{\infty} i_{X}. \]

Since \( \sum_{\infty} i_{X} = 0 \) we obtain \( \sum f_{i_{X}} = 1 = (-1)^{n} \).

Now we assume that \( X \) has infinite critical points. Let \( q \) be one of them. We claim that the index of \( p(X) \) at \( q \) is the same as the index of \( p(X) \mid_{S^{n-1}} \) at \( q \). To see this, assume that \( q \) is in the local chart \( U_{1} \) and its coordinates are \( (z_{1}, \ldots, z_{n}) = (0, \ldots, 0) \). By Proposition 4.2, \( a = -P_{m}(1, 0, \ldots, 0) > 0 \). Let \( G_{m}(z_{1}, \ldots, z_{n}) \) be such that \( \dot{z}_{m} = z_{m}G_{m}(z_{1}, \ldots, z_{n}) \) (see system (4.1)). Since \( G_{m}(0, \ldots, 0) = -P_{m}(1, 0, \ldots, 0) > 0 \), the algebraic hypersurface \( G_{m}(z_{1}, \ldots, z_{n}) = 0 \) does not contain \( (0, \ldots, 0) \). So, let \( \delta \) be such that:

(i) \( G_{m}(z_{1}, \ldots, z_{n}) > 0 \) for all \( z \in B_{\delta}(0) = \{ z \in \mathbb{R}^{n}: \|z\| < \delta \} \).

(ii) Inside \( B_{\delta}(0) \) there are no critical points of \( Z \) different from 0.

Call \( S_{\delta}^{n-1} = \partial B_{\delta}(0) \) and consider the map \( S_{\delta}^{n-1} \to S^{n-1} \) defined by \( z \to Z(z)/\|Z(z)\| \). To compute the degree of this map we select a regular value of \( Z \) that has all its preimages in the hyperplane \( z_{n} = 0 \). We can take, for instance, \( z_{\delta} = (\delta, 0, \ldots, 0) \), because if \( Z(z) = Z(z_{\delta}) \) then \( \dot{z}_{n}(z) = 0 \) and by (i) it implies that \( z_{n} = 0 \) (if \( z_{\delta} \) is not regular, we can vary \( \delta \) slightly).

Let \( \{z^{1}, \ldots, z^{k}\} \) be the set of all preimages of \( Z(z_{\delta}) \) in \( S_{\delta}^{n-1} \). Writing \( z^{i} = (z_{1}^{i}, \ldots, z_{n-1}^{i}, z_{n}^{i}) \) and denoting by \( y^{i} = (z_{1}^{i}, \ldots, z_{n-1}^{i}) \) and \( y_{\delta} = (\delta, 0, \ldots, 0) \in \mathbb{R}^{n-1} \), it follows that the set \( \{y^{1}, y^{2}, \ldots, y^{k}\} \) is composed of the preimages of \( y_{\delta} \) by \( Z' \), where \( Z' \) is the restriction of \( Z \) to \( z_{n} = 0 \). From (4.1) we obtain \( (DZ)(z^{i}) = (DZ')(y^{i})G_{m}(z^{i}) \). Since \( G_{m} > 0 \) in \( B_{\delta}(0) \), the claim follows.

Applying the Poincaré-Hopf theorem on \( S^{n-1} \) and \( S^{n} \) we obtain, respectively,

\[ \sum_{S^{n-1}} i_{p(X)} = \chi(S^{n-1}) = \sum_{\infty} i_{X}, \]

and

\[ \sum_{S^{n-1}} i_{p(X)} = 2 \sum f_{i_{X}} + \sum_{\infty} i_{X} = \chi(S^{n}). \]

Since \( \chi(S^{n}) - \chi(S^{n-1}) = 2(-1)^{n} \) we deduce

\[ \sum f_{i_{X}} = (-1)^{n}. \]

**Appendix 1. The Poincaré compactification**

Let \( X = (P^{1}, P^{2}, \ldots, P^{n}) \) be a polynomial vector field in \( \mathbb{R}^{n} \) and let \( m = \max\{\deg(P^{1}), \deg(P^{2}), \ldots, \deg(P^{n})\} \) be the degree of \( X \).
Consider the hyperplane $\Pi = \{ x \in \mathbb{R}^{n+1}: x_{n+1} = 1 \}$ in $\mathbb{R}^{n+1}$ and let $S^n = \{ y \in \mathbb{R}^{n+1}: \| y \| = 1 \}$ be the $n$-sphere in $\mathbb{R}^{n+1}$. Since the origin of $\mathbb{R}^{n+1}$ is the center of $S^n$, for each $p = (x_1, \ldots, x_n, 1) \in \Pi$ the vector $\frac{1}{\Delta(x)}(x_1, \ldots, x_n, 1)$, where $\Delta(x) = (1 + \sum_{i=1}^{n} x_i^2)^{1/2}$ belongs to $H_+ = \{ y \in S^n: y_{n+1} > 0 \}$ while the vector $\frac{1}{\Delta(x)}(x_1, \ldots, x_n, 1)$ belongs to $H_- = \{ y \in S^n: y_{n+1} < 0 \}$. So we can define the epimorphisms

$$f_+: \mathbb{R}^n \to H_+ \subset S^n \text{ and } f_-: \mathbb{R}^n \to H_- \subset S^n,$$

by $f_+(x) = \frac{1}{\Delta(x)}(x_1, \ldots, x_n, 1)$ and $f_-(x) = -\frac{1}{\Delta(x)}(x_1, \ldots, x_n, 1)$. In this manner $X$ induces a vector field $\tilde{X}$ in $H_+ \cup H_-$ defined by $\tilde{X}(y) = (DF_+)_x X(x)$ when $y = f_+(x)$, and by $\tilde{X}(y) = (DF_-)_x X(x)$ when $y = f_-(x)$.

The expression for $\tilde{X}(y)$ on $H_+ \cup H_-$ is

$$\tilde{X}(y) = y^{n+1} \begin{pmatrix} 1 - y_1^2 \ldots - y_n y_1 & y_1^2 & \ldots & \ldots & y_n \end{pmatrix} \begin{pmatrix} p_1 \\ p_2 \\ \vdots \\ p_n \end{pmatrix},$$

where $P' = P'(y_1/y_{n+1}, \ldots, y_n/y_{n+1})$ or $P' = P'(-y_1/y_{n+1}, \ldots, -y_n/y_{n+1})$ depending on whether $y_{n+1} > 0$ or $y_{n+1} < 0$, respectively. This defines an analytical vector field defined on the whole of $S^n$, namely,

$$y^{m-1}_{n+1} \tilde{X}(y).$$

This vector field is called the Poincaré compactification of $X$ and it is denoted by $p(X)$.

To obtain the analytical expression for $p(X)$ we shall consider the $n$-sphere as a differentiable manifold. We choose the $2n + 2$ coordinate neighbourhoods given by $U_i = \{ y \in S^n: y_i > 0 \}$ and $V_i = \{ y \in S^n: y_i < 0 \}$, for $i = 1, 2, \ldots, n + 1$. The corresponding coordinate maps $F_i: U_i \to \mathbb{R}^n$ and $G_i: V_i \to \mathbb{R}^n$ are defined by

$$F_i(y) = G_i(y) = \frac{1}{y_i}(y_{j_1}, y_{j_2}, \ldots, y_{j_n})$$

with $1 \leq j_1 < j_2 < \cdots < j_n \leq n + 1$, and $j_k \neq i$, for all $k = 1, 2, \ldots, n$. We now do the computations on $U_1$. Let $y \in U_1 \cap H_+$. Then, $(DF_1)_y: T_y U_1 \to T_{F_1(y)} \mathbb{R}^n$ and

$$(DF_1)_y(y^{m-1}_{n+1} \tilde{X}(y)) = y^{m-1}_{n+1}(DF_1)_y(DF_+)_x X(x) = y^{m-1}_{n+1}D(F_1 \circ f_+) X(x),$$

where $y = f_+(x)$. Then,

$$D(F_1 \circ f_+) X(x) = \frac{1}{x_i^2}(-x_2 P^1 + x_1 P^2, -x_3 P^1 + x_1 P^3, \ldots, -x_n P^1 + x_1 P^n, -P^1),$$

where $P^i = P^i(x_1, x_2, \ldots, x_n)$. 
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Let \((z_1, z_2, \ldots, z_n)\) be the coordinates on \(U_1\), that is:
\[
(z_1, z_2, \ldots, z_n) = F(y_1, y_2, \ldots, y_{n+1}) = \left(\frac{y_2}{y_1}, \frac{y_3}{y_1}, \ldots, \frac{y_{n+1}}{y_1}\right).
\]
Then (2) becomes
\[
D(F \circ f_\alpha) X(x) = z_n(-z_1P^1 + P^2, -z_2P^1 + P^3, \ldots, -z_{n-1}P^1 + P^n, -z_nP^1),
\]
where \(P^i = P^i(1/z_n, z_1/z_n, \ldots, z_{n-1}/z_n)\).

Since \(y_{n+1}^{m-1} = [z_n/\Delta(z)]^{m-1}\), the vector field (1) becomes
\[
\frac{z_n^m}{\Delta(z)^m}(-z_1P^1 + P^2, -z_2P^1 + P^3, \ldots, -z_{n-1}P^1 + P^n, -z_nP^1).
\]
If \(y \in U_1 \cap H_\infty\) we get the same expression we obtained in (4). In a similar manner we can deduce the expressions for \(p(X)\) in \(U_2, \ldots, U_n\). These are, respectively:
\[
\frac{z_n^m}{\Delta(z)^m}(-z_1P^2 + P^1, -z_2P^2 + P^3, \ldots, -z_{n-1}P^2 + P^n, -z_nP^2),
\]
where \(P^i = P^i(1/z_n, z_1/z_n, \ldots, z_{n-1}/z_n)\);
\[
\vdots
\]
\[
\frac{z_n^m}{\Delta(z)^m}(-z_1P^n + P^1, -z_2P^n + P^2, \ldots, -z_{n-1}P^n + P^{n-1}, -z_nP^n),
\]
where \(P^i = P^i(1/z_n, z_1/z_n, \ldots, z_{n-1}/z_n)\).

The expression for \(p(X)\) in \(U_{n+1}\) is \(z_n^{m+1}(P^1, P^2, \ldots, P^n)\), where \(P^i = P^i(z_1, z_2, \ldots, z_n)\).

On the other hand, the expression for \(p(X)\) in the local chart \(V_i\) is the same as in \(U_i\) multiplied by \((-1)^{m-1}\). Notice that in \(V_i\), \(y_{n+1}^{m-1} = [-z_n/\Delta(z)]^{m-1} = (-1)^{m-1}[z_n/\Delta(z)]^{m-1}\).

The vector field \(p(X)\) allows us to study the behaviour of \(X\) in the neighbourhood of infinity, that is, in the neighbourhood of the equator \(S^{n-1} = \{y \in S^n : y_{n+1} = 0\}\). From the expressions for \(p(X)\) in the local charts \(U_i\) and \(V_i\), for \(i = 1, 2, \ldots, n+1\), we deduce that the infinity is invariant by the flow of \(p(X)\) and that \(p(X)\) has two copies of \(X\) on the northern and southern hemisphere of \(S^n\), that is, on \(U_{n+1}\) and \(V_{n+1}\), respectively.

We shall call finite (resp. infinite) critical points of \(X\) or of \(p(X)\), the critical points of \(p(X)\) which lie on \(S^n\backslash S^{n-1}\) (resp. \(S^{n-1}\)).

Notice that the integral curves in \(S^n\) are always symmetric with respect to the origin of \(R^{n+1}\), but the vector field is only symmetric when \(m\) is odd.
Furthermore, due to this symmetry, if \( y \in S^{n-1} \) is an infinite critical point then \(-y\) is another one.

**APPENDIX 2. Genericity**

Let \( \mathcal{Z}_m \) be the set of polynomial vector fields \( X = (P^1, P^2, \ldots, P^n) \) defined on \( \mathbb{R}^n \) with degree\( (P^i) = m_i \) and \( m = (m_1, m_2, \ldots, m_n) \). We can identify \( \mathcal{Z}_m \) with \( \mathbb{R}^N \), where \( N \) is the number of coefficients of all the \( P^i \), for \( i = 1, 2, \ldots, n \). Let \( \mathcal{G}_m \) be the set of all \( X \in \mathcal{Z}_m \) such that all the solutions of system \( P^i = 0 \), for \( i = 1, 2, \ldots, n \), lie on the “finite part” of \( \mathbb{R}^n \). That is, if \( \overline{P}^i \) is the homogeneous polynomial in the variables \( x_0, x_1, \ldots, x_n \) of degree \( m_i \) such that \( \overline{P}^i(1, x_1, \ldots, x_n) = P^i(x_1, x_2, \ldots, x_n) \) and degree\( (P^i) = \) degree\( (\overline{P}^i) \), then the solutions of system \( \overline{P}^i = 0 \), for \( i = 1, 2, \ldots, n \), with \( x_0 = 0 \), are in the hyperplane at infinity. So, \( X \in \mathcal{G}_m \) means that system \( P^i_{m_i} = 0 \), for \( i = 1, 2, \ldots, n \), where \( P^i_{m_i} \) is the homogeneous part of \( P^i \) of maximum degree.

We want to see that \( X \in \mathcal{G}_m \) is a “generic” condition. For this we need the concept of the resultant of two polynomials (see [S]).

Let \( A(x, y) = a_0x^m + a_1x^{m-1}y + \cdots + a_m y^m \) and \( B(x, y) = b_0x^n + b_1x^{n-1}y + \cdots + b_n y^n \) be two homogeneous polynomials associated to the points \((a_0, a_1, \ldots, a_m) \in \mathbb{R}^{m+1}\) and \((b_0, b_1, \ldots, b_n) \in \mathbb{R}^{n+1}\). We claim that there exists a polynomial \( R \) of degree \((m+1)(n+1)\) in the variables \( a_0, a_1, \ldots, a_m, b_0, b_1, \ldots, b_n \), with the following property: if \( A \) and \( B \) have some common linear factor, then \( R(A, B) = 0 \). This polynomial is known as the resultant of polynomials \( A \) and \( B \).

Assume \( A = CA \) and \( B = CB \), and let \((\overline{x}, \overline{y}) \neq (0, 0)\) be such that \( C(\overline{x}, \overline{y}) = 0 \). Multiplying \( A(x, y) \) successively by \( x^{n-1}, x^{n-2}y, \ldots, y^{n-1} \) and \( B(x, y) \) by \( x^{m-1}, x^{m-2}y, \ldots, y^{m-1} \) and renaming \( x^{m+n-1}, x^{m+n-2}y, \ldots, y^{m+n-1} \) by \( z_1, z_2, \ldots, z_{m+n} \) we obtain

\[
\begin{align*}
 a_0 z_1 + a_1 z_2 + \cdots + a_m z_{m+1} &= 0, \\
 a_0 z_2 + a_1 z_3 + \cdots + a_m z_{m+2} &= 0, \\
 \vdots \\
 a_0 z_n + a_1 z_{n+1} + \cdots + a_m z_{m+n} &= 0, \\
b_0 z_1 + b_1 z_2 + \cdots + b_n z_{n+1} &= 0, \\
b_0 z_2 + b_1 z_3 + \cdots + b_n z_{n+2} &= 0, \\
\vdots \\
b_0 z_m + b_1 z_{m+1} + \cdots + b_n z_{n+m} &= 0.
\end{align*}
\]
This is a homogeneous linear system of \( n + m \) equations with a nontrivial solution \((z_1, z_2, \ldots, z_{n+m}) = (x^{m+n-1}, x^{m+n-2}y, \ldots, y^{m+n-1})\). Hence, its determinant must be zero. We define \( R(A, B) \) to be the determinant of the above system. \( R(A, B) \) is a polynomial in the coefficients of \( A \) and \( B \) and it satisfies the claim.

**Proposition 1.** \( \mathcal{X}_m \setminus \mathcal{G}_m \) is contained in an algebraic hypersurface of \( \mathcal{X}_m \); i.e. there exists a polynomial function \( \Phi: \mathcal{X}_m \to \mathbb{R} \), such that \( \mathcal{X}_m \setminus \mathcal{G}_m \subset \Phi^{-1}(0) \).

**Proof.** Let \( X = (P^1, P^2, \ldots, P^n) \in \mathcal{X}_m \) where \( m = (m_1, m_2, \ldots, m_n) \). Consider the system:

\[
(1) \quad P^i_{m_i}(1, x_2, \ldots, x_n) = 0, \quad \text{for } i = 1, \ldots, n.
\]

We define:

\[
R_j = R(P^1_{m_1}(1, x_2, \ldots, x_n), P^j_{m_j}(1, x_2, \ldots, x_n)), \quad \text{for } j = 2, \ldots, n,
\]

when interpreting \( P^1_{m_1} \) and \( P^j_{m_j} \) as polynomials in \( x_2 \);

\[
R_{2j} = R(R_2, R_j), \quad \text{for } j = 3, \ldots, n,
\]

when interpreting \( R_2 \) and \( R_j \) as polynomials in \( x_3 \);

\[
R_{23j} = R(R_{23}, R_{2j}), \quad \text{for } j = 4, \ldots, n,
\]

when interpreting \( R_{23} \) and \( R_{2j} \) as polynomials in \( x_4 \);

\[
: \quad R_{23\cdots(n-2)j} = R(R_{23\cdots(n-3)(n-2)}, R_{23\cdots(n-3)j}), \quad \text{for } j = n-1, n;
\]

when interpreting \( R_{23\cdots(n-3)(n-2)} \) and \( R_{23\cdots(n-3)j} \) as polynomials in \( x_{n-1} \);

\[
R_{23\cdots n} = R(R_{23\cdots(n-2)(n-1)}, R_{23\cdots(n-2)j})
\]

when interpreting \( R_{23\cdots(n-2)(n-1)} \) and \( R_{23\cdots(n-2)j} \) as polynomials in \( x_n \).

Notice that \( R_{23\cdots n} \) depends only on the coefficients of \( P^i_{m_i} \), for \( i = 1, \ldots, n \). We claim that if one of the roots of the system \( P^i_{m_i}(x_1, x_2, \ldots, x_n) = 0 \), for \( i = 1, 2, \ldots, n \), is such that \( x_1 \neq 0 \), then \( R_{23\cdots n} \) must be zero. To see this, let \( \overline{y}_j \) be defined by \( \overline{y}_j = x_j/x_1 \), for \( j = 1, 2, \ldots, n \), where \( (x_1, x_2, \ldots, x_n) \) is a solution of the system \( P^i_{m_i}(x_1, x_2, \ldots, x_n) = 0 \). From the homogeneity of \( P^i_{m_i} \) we obtain that \( P^i_{m_i}(1, \overline{y}_2, \ldots, \overline{y}_n) = 0 \), for \( i = 1, 2, \ldots, n \). So, the polynomials \( P^i_{m_i}(1, x_2, \overline{y}_3, \ldots, \overline{y}_n) \) have the root \( x_2 = \overline{y}_2 \) in common. Then

\[
R_j(\overline{y}_3, \ldots, \overline{y}_n) = 0, \quad \text{for } j = 2, \ldots, n.
\]

Consider now the system \( R_j(x_3, \overline{y}_4, \ldots, \overline{y}_n) = 0 \). Since the polynomials \( R_j \) have the root \( x_3 = \overline{y}_3 \) in common, we have that \( R_{2j} = R(R_2, R_j) = 0 \). In a similar way we obtain that \( R_{23\cdots n} \) must be zero. We shall call \( \Phi_1 \) the polynomial \( R_{23\cdots n} \).
Following the same procedure but beginning with systems

\[ P_{m_j}^j(x_1, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_n) = 0, \quad \text{for } j = 1, 2, \ldots, n; \]

we can construct the polynomials \( \Phi_1, \Phi_2, \ldots, \Phi_n \). Now set \( \Phi = \Phi_1 \Phi_2 \cdots \Phi_n \). We claim that \( \mathcal{G}_m \mathcal{G}_m \subset \Phi^{-1}(0) \). Let \( X \in \mathcal{G}_m \mathcal{G}_m \); i.e. assume that there exists a solution \((x_1, x_2, \ldots, x_n)\) of system \( P_{m_1}^i(x_1, x_2, \ldots, x_n) = 0 \), for \( i = 1, 2, \ldots, n \), where \( x_j \neq 0 \) for some \( j \in \{1, 2, \ldots, n\} \). Then, \( \Phi(X) = 0 \) and consequently \( \Phi(X) = 0 \). □
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