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ABSTRACT. Let $E$ be a nuclear graded Fréchet space such that the norms satisfy inequalities $\| x \|^2 \leq C_k \| x_{k-1} \| \| x_{k+1} \|$ for all $k$, let $F$ be a graded Fréchet space such that the dual (extended real valued) norms satisfy inequalities $\| x \|^2 \leq D_k \| x_{k-1} \| \| x_{k+1} \|$ for all $k$, and let $A$ be a tame (resp. linearly tame) linear map from $F$ to $E$. Then there exists a tame (resp. linearly tame) factorization of $A$ through a power series space $A_\infty^2(\alpha)$. In the case of a tame quotient map, $E$ is tamely equivalent to a power series space of infinite type. This applies in particular to the range of a tame (resp. linearly tame) projection in a power series space $A_\infty^2(\alpha)$. In this case one does not need nuclearity. It also applies to the tame spaces in the sense of the various implicit function theorems. If they are nuclear, they are tamely equivalent to power series spaces $A_\infty^2(\alpha)$.

The question whether certain Fréchet spaces have isomorphic representations as Köthe sequence spaces has become more and more important. On one hand, by examples of Mityagin-Zobin [28], Djakov-Mityagin [2] and others, it has become clear that in general, even for the nuclear case, a representation is not possible. On the other hand, the theory of operators in Fréchet spaces has developed tools which are more or less connected to such representations. An important open problem is, for instance, whether complemented subspaces of nuclear Köthe spaces always have a basis, i.e., whether they are again isomorphic to Köthe spaces (see Pelczyński [15]). This is not even clear for the complemented subspaces of the space $(s)$ or, more generally, of a power series space $A_\infty^2(\alpha)$ of infinite type (except for special cases; see [4, 5, 10, 23, 27]). Moreover, in this case it is of interest to determine the continuity estimates of isomorphisms, in particular, to determine whether there are tame or linearly tame isomorphisms (see [6]).

In the case of finite type power series spaces any complemented subspace is again a finite type power series space (see Mityagin [12] and Mityagin-Henkin [13]). The consequence of this for questions on the linearization of the basic constructions of complex analysis are presented in Mityagin-Henkin [13]. Extensions and generalizations of the method of Mityagin-Henkin have also been given in Dubinsky [3] and Krone [8, 9].
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In the present note we treat the infinite type case in view of the fact that complemented subspaces of spaces $\Lambda_\infty(\alpha)$ can be characterized by topological invariants $(DN)$ and $(\Omega)$. We start with a somewhat more general problem and show by use of interpolation methods, that under certain conditions a continuous linear map $A$ from a Fréchet space $F$ to a Fréchet space $E$ factors through a power series space, and the characteristic of continuity can be estimated. These conditions are satisfied, for instance, if $A$ is a tame (resp. linearly tame) linear map from an $(\Omega)$-space $F$ in standard form, which means that the dual norms for the given fundamental system of seminorms satisfy inequalities $\|\|_k^2 \leq D_k \|\|_{k-1}^* \|\|_{k+1}^*$ for all $k$, to a nuclear $(DN)$-space in standard form, i.e., a space with norms satisfying inequalities $\|\|_k^2 \leq C_k \|\|_{k-1} \|\|_{k+1}$ for all $k$. In this case the factorization is tame (resp. linearly tame) for the standard norms in a power series space $\Lambda^2_\infty(\alpha)$. If in particular $A$ is a tame quotient map, this means that $E$ is tamely equivalent to a power series space of infinite type. This applies in particular to the ranges of tame projections in power series spaces $A_\infty(\alpha)$ (cf. [4, 5, 23]). Here we do not need nuclearity.

The conditions are also satisfied for the identity in a nuclear space $E$ admitting a family of smoothing operators in the sense of Moser [14]. The result shows that these spaces are tamely equivalent to power series spaces $\Lambda^2_\infty(\alpha)$. In particular the nuclear tame spaces in the sense of Hamilton [6] or Sergeraert [18] are tamely equivalent to power series spaces (cf. [23]).

To prove the basic factorization result we use (in §1) an extension and generalization of the interpolation method used by Mityagin-Henkin [13] for the finite type case. We use it in the form presented in [21, §1] (i.e., using only invariants of $(DN)$- and $(\Omega)$-type). The generalization gives, by avoiding nuclearity (cf. Mityagin [11]), an improvement, compared with [21, §1], even in the finite type case, which allows it to give a characterization of all subspaces and quotient spaces of a given finite type power series space $\Lambda^2_0(\alpha)$ also in the nonnuclear case (cf. [3, 20, 21, 25, 26]). This will be contained in a forthcoming paper.

**Preliminaries**

We use common notation concerning Fréchet spaces (see [7, 17]) and tameness [6]. If $a = (a_{n,k})_{n,k \in \mathbb{N}}$ is an infinite matrix with $0 \leq a_{n,k} \leq a_{n,k+1}$, $\sup_k a_{n,k} > 0$ for all $n, k$, then we define

$$\lambda^2(a) = \left\{ x = (x_1, x_2, \ldots); \|x\|_k^2 = \sum_n |x_n|^2 a_{n,k}^2 < +\infty \text{ for all } k \right\}.$$ 

Equipped with the seminorms $\|\|_k$, $k \in \mathbb{N}$, this is a hilbertizable Fréchet space. Hilbertizable means that there is a fundamental system of seminorms defined by semiscalar products.

A graded Fréchet space is a Fréchet space with a fixed fundamental system $\|\|_1 \leq \|\|_2 \leq \cdots$ of seminorms. For a given matrix $a$, $\lambda^2(a)$ is considered a
graded Fréchet space with the above seminorms. In particular, for any increasing sequence $\alpha_1 \leq \alpha_2 \leq \cdots$ tending to infinity, we define $\Lambda^2_\infty(\alpha) := \sum \alpha^2_n$ with $a_{\alpha_n} = e^{\alpha_n}$. This is always regarded as a graded Fréchet space (power series space of infinite type).

More generally for any $r \in \mathbb{R} \cup \{+\infty\}$ we set

$$\Lambda^2_r(\alpha) = \left\{ x = (x_1, x_2, \ldots) : \sum |x_n|^2 e^{2\rho_n} < +\infty \text{ for all } \rho < r \right\}.$$  

Equipped with the norms $\| \|_\rho$, this is a hilbertizable Fréchet-Schwartz space. For any sequence $\rho_k \nearrow r$ the norms $\| \|_{\rho_k}$, $k = 1, 2, \ldots$, are a fundamental system of seminorms. For $r < +\infty$ (finite type power series space) we do not distinguish a special fundamental system of seminorms.

A linear map $\varphi : F \to E$ between graded Fréchet spaces is called linear-tame if there exists $a, b \in \mathbb{N}_0$ and $C_k, k \in \mathbb{N}$, such that $\|\varphi x\|_k \leq C_k \|x\|_{ak+b}$ for all $k$; it is called tame if $a$ can be chosen to be 1. A bijection is called tame equivalence (or isomorphism), if it is tame in both directions. Systems of seminorms on $E$ are called tamely equivalent if identity is a tame equivalence.

A sequence $\cdots \xrightarrow{\varphi_1} E \xrightarrow{\varphi_2} \cdots$ is called tame-exact iff $\text{im} \varphi_1 = \ker \varphi_2$ and the quotient seminorms on $\text{im} \varphi_1$ are tamely equivalent to the seminorms induced from $E$ on $\ker \varphi_2$. A map $\varphi : F \to E$ is called tame imbedding (tame quotient map) if $0 \to F \xrightarrow{\varphi} E \to \cdots$ (resp. $F \xrightarrow{\varphi} E \to 0$) is tame-exact. All these notations apply in an analogous manner to "linear-tame".

If $E$ is a linear space, $U, V$ are absolutely convex sets, and $F \subset E$ is a linear subspace, then we have

$$d(U, V ; F) = \inf\{d > 0 : U \subset dV + F\}$$  

which is in $[0, +\infty]$. We have

$$d_n(U, V) = \inf\{d(U, V ; F) : \text{dim } F \leq n\}.$$  

This is called the $n$th Kolmogorov-diameter of $U$ with respect to $V$. If $U \subset V$ are Hilbert balls and $U$ in $V$ is precompact, then the $d_n(U, V)$ are equal to the characteristic numbers of the imbedding of the associated Hilbert spaces.

For any continuous seminorm $\| \|$ on a locally convex space $E$, $\|y\|^* := \sup\{|y(x)| : \|x\| \leq 1\}$ denotes the extended real valued dual norm.

This section contains the basic construction and the main result. The formulation is somewhat technical. It will be adjusted later to the most interesting special cases.

Let $F, H, E$ be Fréchet spaces with fixed increasing fundamental systems of seminorms $\| \|_0 \leq \| \|_1 \leq \cdots$. We put $U_k = \{x : \|x\|_k \leq 1\}$ in $F, H, E$. We assume that $F$ is separable and that the seminorms in $H$ are defined by semiscalar products $\langle \cdot, \cdot \rangle_k$, i.e., $\|x\|^2_k = \langle x, x \rangle_k$ for all $x \in H$. We call $F_k$ (resp. $H_k, F_k$) the Banach spaces defined by $\| \|_k$. $H_k$ is a Hilbert space for all $k$.
Let $A_1: F \to H$, $A_2: H \to E$ be continuous linear maps such that $\|A_j x\|_k \leq \|x\|_k$ for $j = 1, 2$ and all $k$. We put $A = A_2 \circ A_1$. We assume that there is a $q_0$ such that the map $F_{q_0} \to H_0$ induced by $A_1$ is compact, or equivalently that $A_1 U_{q_0}$ is $U_0$-precompact. This is satisfied for instance if $F$ or $H$ is a Schwartz space.

It does not mean an additional restriction on $A$ to assume, as we will do from now, that $A_2$ is injective. Moreover we make the following assumptions:

\begin{itemize}
  \item[$(\alpha)$] For all $k$ and $K \gg k$ there exists $\mu > 0$ and $M > 0$ such that for all $x \in E$
  \[ \|x\|_{k+1}^{\mu+1} \leq M \|x\|_0^{\mu} \|x\|_K. \]
  \item[$(\omega)$] There exists $q_0$ such that for all $Q$ we have $\nu > 0$ and $D > 0$ such that for all $y \in F'$
  \[ \|y\|_{q_0}^{\nu+1} \leq D \|y\|_0^{\nu} \|y\|_Q. \]
\end{itemize}

We may assume without loss of generality that the $q_0$ in $(\omega)$ and the $q_0$ mentioned above is the same.

For all $k$, $K \gg k$ and $q \geq q_0$, $Q$ we put $\mu_0(K, k) = \sup$ of all $\mu$ such that with some $M$ the inequality in $(\alpha)$ holds for all $x \in E$, and $\nu_0(Q, q) = \inf$ of all $\nu > 0$ such that with some $D$ the inequality in $(\omega)$ holds for all $y \in F'$ (with $q$ instead of $q_0$).

Then $\mu_0(K, k)$ and $\nu_0(Q, q)$ are increasing in the first variable and decreasing in the second variable. We make the following crucial assumption:

\begin{itemize}
  \item[$(\tau)$] For every $k$ there exist $q = q(k)$ such that
  \[ \limsup_{Q \to +\infty} \frac{\nu_0(Q + 2, q) + 1}{\mu_0(Q, k) + 1} < 1. \]
\end{itemize}

Obviously the condition does not change if we replace $Q + 2$ by $Q + 1$. However we have to use $q(k)$ as defined in $(\tau)$.

Well-known arguments (cf. [19, 24]) show that the inequalities in $(\alpha)$ and $(\omega)$ can be written as

\begin{itemize}
  \item[$(\alpha)$] $\|x\|_k \leq \|x\|_0 + M' \|x\|_K^{\mu}$ for $r > 0$, \(U_q \subset r' U_Q + D' U_0/r\) for $r > 0$,
  \item[$(\omega)$] $\|x\|_k \leq \|x\|_0 + \|x\|_K^{\mu}$ for $r \geq R(K, k)$, \(U_q \subset r' U_Q + U_0/r\) for $r \geq R(Q, q)$.
\end{itemize}
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We shall use a generalization of an interpolation argument of Mityagin and Henkin [13] (cf. Introduction). Basic for this is Lemma 1.3, which provides us with the "dead-end space" together with the information needed in the interpolation. It needs a preparation, which uses only that \( A_1 U_{q_0} \) is \( U_0 \)-precompact in \( H \).

We assume, without loss of generality, that \( U_0 \supset U_1 \supset \cdots \) is a basis of neighborhoods of zero.

1.1. Lemma. For any sequence \( (A(k))_{k \geq q_0} \) of positive numbers and any sequences \( (\varphi_k)_{k \geq q_0} \), \( (\psi_k)_{k \geq q_0} \) of positive real valued functions on \( \mathbb{R}_+ \) there exist a strictly increasing sequence \( (C(k))_{k \geq q_0} \) with \( C(K) \geq A(K) \) and \( C(K + 1) \geq \psi_K(C(K)) \) for all \( K \geq q_0 \) and a total (= linear span dense) null-sequence \( (x_n)_n \) in \( F \) such that with \( B_0 = \{x_n : n \in \mathbb{N}\} \):

1. \( A_1 U_k \subset A_1 B_0 + U_0 / \psi_K(C(K)) \),
2. \( B_0 \subset C(K) U_K \)

for all \( K \geq q_0 \).

Proof. Since \( F \) is separable we have a countable total subset \( \{\xi_n : n \in \mathbb{N}_0\} \). We may assume \( \xi_n \in U_{q_0+n} \) for all \( n \). We determine inductively finite sets \( N_q \subset U_q \) in \( F \) and constants \( C(q) \geq 1 \), \( q \geq q_0 \). We start with \( C(q_0) \) according to the (then noninductive) definition below.

Assume \( N_{q_0}, \ldots, N_{K-1}, C(q_0), \ldots, C(K-1) \) are chosen. Put

\[
C(K) = \max\{\|x\|_K, x \in N_q, q_0 \leq q \leq K - 1; \psi_{K-1}(C(K-1)) ; \ C(K-1) + 1; A(K); 1\}.
\]

Then there exists a finite set \( N_K \subset U_K \) in \( F \) with \( \xi_{K-q_0} \in N_K \) and

\[
(3) \quad A_1 U_K \subset A_1 N_K + U_0 / \varphi_K(C(K)).
\]

We put \( B_0 = \bigcup_{q \geq q_0} N_q \). Then \( B_0 = \{x_n : n \in \mathbb{N}\} \) where \( (x_n)_n \) is a null-sequence. Inclusion (1) follows immediately from (3). For (2) we prove \( N_q \subset C(K)U_K \). For \( q = q_0, \ldots, K - 1 \) we have \( N_q \subset C(K)U_K \) by definition of \( C(K) \), and for \( q \geq K \) we have \( N_q \subset U_q \subset U_K \) and the inclusion follows from \( C(K) \geq 1 \).

The next lemma is true for any hilbertizable Fréchet space \( H \).

1.2. Lemma. Let \( (b_n)_n \) be a null-sequence in \( H \), \( \sup_k \|b_n\|_K \leq C(K) \) for all \( K \geq q_0 \), and \( \sum_{K=q_0}^{\infty} \varepsilon_K \leq 1 \). Then there exists a compact Hilbert ball \( B \subset H \) such that \( \{b_n : n \in \mathbb{N}\} \subset B \subset C(K)U_K / \varepsilon_K \) for all \( K \geq q_0 \).

Proof. We may assume without restriction of generality that \( \{b_n : n \in \mathbb{N}\} \) is total. We fix \( K \) and a sequence \( (\bar{b}_n)_n = 1, 2, \ldots \) such that \( \{\bar{b}_n : n = 1, 2, \ldots\} = \{b_n : n \in \mathbb{N}, \|b_n\|_K > 0\} \) and \( d_n = \|\bar{b}_n\|_K \) is decreasing. We apply the Gram-Schmidt orthogonalization method to the sequence \( \bar{b}_1, \bar{b}_2, \ldots \) and obtain an
orthonormal system $h_1, h_2, \ldots$ such that
$$\hat{b}_n = \sum_{k=1}^{n} \langle \hat{b}_n, h_k \rangle_K h_k,$$

hence
$$d_n^2 = \sum_{k=1}^{n} |\langle \hat{b}_n, h_k \rangle_K|^2$$

for all $n$. We put
$$(x, y)_K := \sum_{k} \frac{1}{d_k} \langle x, h_k \rangle_K \langle h_k, y \rangle_K$$

and, using $|x|_K^2 = \langle x, x \rangle_K$, we obtain
$$|\hat{b}_n|_K^2 = \sum_{k=1}^{n} \frac{1}{d_k^2} |\langle \hat{b}_n, h_k \rangle_K|^2 \leq 1$$

for all $n$, hence $|b_n|_K \leq 1$ for all $n$. Certainly \{ $x: |x|_K \leq 1$ \} is compact in $H_K$ and $\|x\|_K \leq d_1 |x|_K \leq C(K) |x|_K$.

We put
$$(x, y)_B = \sum_{K=q_0}^{\infty} e_K (x, y)_K, \quad \|x\|_B^2 = \langle x, x \rangle_B.$$ 

Then $B = \{x: \|x\|_B \leq 1\}$ is compact in $H$ and satisfies the assertion of the lemma.

We now choose functions $\mu(K, k) < \mu_0(K, k)$ and $\nu(Q, q) > \nu_0(Q, q)$ increasing in the first variable and decreasing in the second variable such that with suitable $\delta(k) > 0$ we have

\[
(\tau') \quad \nu(Q + 2, q(k)) + 1 < (1 - \delta(k))(\mu(Q, k) + 1) \text{ for large } Q.
\]

1.3. **Lemma.** There exists a compact Hilbert ball $B \subset H$ and an increasing integer valued function $Q(r)$ such that:

1. $Q(e^r) \leq Q(r) + 1$ for large $r$.
2. With $h_k(r) = \mu(Q(r), k)^{+1}$ and suitable constants $C_k$ we have
$$\|A_2 x\|_k \leq C_k \left( r^2 \|x\|_0 + \frac{r}{h_k(r)} \|x\|_B \right)$$

for all $k \geq q_0$ and $r > 0$.
3. With $g_q(r) = \nu(Q(r) + 1, q)^{+1}$ and suitable $C_q$ we have
$$A_1 U_q \subset C_q \left( \frac{1}{r} U_0 + \frac{g_q(r)}{r} B \cap \text{im } A_1 \right)$$

for all $q \geq q_0$ and $r > 0$.
4. $A_1^{-1} H_B$ is dense in $F$.
5. $H_B \cap \text{im } A_1$ is dense in the Hilbert space $H_B$. 
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Proof. We choose a decreasing sequence \( e(Q) \) such that for any \( k \) the inequality
\[
\mu(Q, k) + e(q) < \mu_0(Q, k)
\]
holds for large \( Q \). We determine \( R(Q, k) \) such that \((\alpha')\) and \((\omega')\) hold for \( \mu = \mu(Q, k) + e(Q) \) and \( \nu = \nu(Q, k) \).

We chose increasing sequences \( S(l) > 0 \) and \( \alpha(Q) > 0 \) tending to infinity such that
\[
\lim_{l \to +\infty} \frac{R(l + 1, q)}{S(l)} = \lim_{q \to +\infty} \frac{\nu(Q + 1, q)}{\alpha(Q)} = 0
\]
for all \( q \).

We apply Lemma 1.1 with \( \varphi_K(x) = x^{2\alpha(K)/e(K)} \), \( \psi_K(x) = e^{e(K+1)x^{2/e(K)}} \), and \( A(K) = \max \{2^{K+1}, S(K)^{e(K)/2} \} \) and obtain \( B_0 \subset F \) according to 1.1. By application of Lemma 1.2 with \( e_K = 2^{-K} \) to \( A_1B_0 \) we obtain a compact Hilbert ball \( B \subset H \) with \( A_1B_0 \subset B \) (hence assertion (4)) and
\[
A_1U_k \subset B + C(K)^{-2\alpha(K)/e(K)}U_0,
\]
for all \( K \geq q_0 \), where \( B_1 = B \cap \text{im} A_1 \).

For large \( r \) there exists one and only one \( Q = Q(r) \) with
\[
C(Q)^{2/e(Q)} \leq r < C(Q + 1)^{2/e(Q+1)}.
\]
This implies \( S(Q) \leq r \). Since \( Q(r) \) is increasing and \( \lim_{r \to +\infty} Q(r) = +\infty \), we have from (1) that \( R(Q(r) + 1, q) \leq r \) for large \( r \). Then \((\omega')\), (2), and (4) give us for large \( r \) with \( Q = Q(r) \):
\[
\begin{align*}
A_1U_q & \subset r^{\nu(Q+1,q)}B_1 + \left( r^{\nu(Q+1,q)}C(Q + 1)^{-2\alpha(Q+1)/e(Q+1)} + \frac{1}{r} \right) U_0 \\
& \subset r^{\nu(Q+1,q)}B_1 + \left( r^{\nu(Q+1,q)+\alpha(Q+1)} + \frac{1}{r} \right) U_0 \\
& \subset r^{\nu(Q+1,q)}B_1 + \frac{2}{r}U_0.
\end{align*}
\]
From \((\alpha')\), (3), and (4) we obtain for large \( r \) with \( Q = Q(r) \):
\[
\|A_2x\|_k \leq r\|x\|_0 + \frac{C(Q)^2}{r^{\mu(Q,k)+e(Q)}}\|x\|_B
\]
\[
\leq r\|x\|_0 + \frac{1}{r^{\mu(Q,k)}}\|x\|_B.
\]
This proves (2) and (3) of the assertion for large \( r \), hence for all \( r > 0 \) with suitable constants. Assertion (1) follows from
\[
e^{C(Q)^{2/e(Q)}} \leq C(Q + 1)^{2/e(Q+1)}
\]
if one applies it to \( Q = Q(e') - 1 \) and uses (4).

Finally we replace \( B \) by \( B \cap \text{im} A_1^{H_0} \) if necessary and so fulfill (5) in the assertion, without destroying (1)-(4).

We shall use the following modification of the fundamental lemma of interpolation theory (cf. [1, p. 45]).
1.4. **Lemma.** Let $G, L$ be linear spaces, $\|\|_0 \leq \|\|_1 \leq \|\|_2$ seminorms on $G$ (resp. on $L$) and $A : G \to L$ a linear map with $\|Ax\|_j \leq C_j \|x\|_j, \ j = 0, 2$. Let $\varphi$ and $\psi$ be increasing positive real-valued functions on $R_0$ such that $s \leq \varphi(s) \leq \psi(s) h(s)$, where $h$ is a function with $\sum_{n=1}^{\infty} h(2^n) \leq C < +\infty$. We assume that

$$\|x\|_1 \leq C \left( r \|x\|_0 + \frac{r}{\psi(r)} \|x\|_2 \right) \quad \text{for all } r > 0, \ x \in L,$$

$$U_1 \subseteq C \left( \frac{1}{r} U_0 + \frac{\varphi(r)}{r} U_2 \right) \quad \text{for all } r > 0,$$

where $U_j = \{x \in G : \|x\|_j \leq 1\}, \ j = 0, 1, 2, \ C$ a constant, $C \geq \varphi(1)$. Then with $D = 4C^3(C_0 + C_2)$ we have $\|Ax\|_1 \leq D \|x\|_1$ for all $x \in G$.

**Proof.** Let $x \in U_1$. For every $n \in N_0$ we have $x_n \in C2^{-n}\varphi(2^n)U_2, \ y_n \in C2^{-n}U_0$ with $x = x_n - y_n$. Since $x_n - x_{n+1} = y_n - y_{n+1}$ we obtain

$$\|Ax_n - Ax_{n+1}\|_1 \leq C \left( rC_2C2^{-n} + \frac{r}{\psi(r)} C_2^2C2^{-n}\varphi(2^{n+1}) \right)$$

$$= C2^{-n+1} r \left( C_0 + \frac{C_2 \varphi(2^{n+1})}{\psi(r)} \right)$$

$$\leq 4C^2(C_0 + C_2)h(2^{n+1})$$

with $r = 2^{n+1}h(2^{n+1})$. Since $C \geq \varphi(1) \geq 1$ we may assume $x_0 = 0$ and obtain

$$\sup_n \|Ax_n\|_1 \leq 4C^3(C_0 + C_2) = D.$$

Using $\|y_n\|_2 \leq C2^{-n}\varphi(2^n) + \|x\|_2$ we get

$$\|Ay_n\|_1 \leq C \left( rC_0 C2^{-n} + \frac{r}{\psi(r)} C_2^2C2^{-n}\varphi(2^n) + \frac{r}{\psi(r)} C_2 \|x\|_2 \right)$$

$$\leq C(C_0 C + C_2^2 + C_2 \|x\|_2)h(2^n)$$

with $r = 2^n h(2^n)$, hence $\|Ax\|_1 \leq D + \text{const} \cdot h(2^n)$, which yields the result.

**Remark.** If $(2^{-n}\varphi(2^n))$ is unbounded the last estimate is unnecessary, since we may assume $y_n = 0$ for some $n$, i.e., $x_n = x$.

We come back to the functions $g_q(r)$ and $h_k(r)$ defined in Lemma 1.3. Using $(\tau')$ we obtain

$$g_q(r) = r^{\mu(Q(r)+1,q)+1} \leq r^{(1-\delta)(\mu(Q(r)-1,k)+1)}$$

$$\leq r^{(1-\delta)(\mu(Q(r^{1-\delta}),k)+1)} = h_k(r^{1-\delta})$$

for large $r$ with $\delta = \delta(k)$ and $q = q(k)$.

Hence we can find an increasing function $\beta_k(r) > 1$ and $\epsilon = \epsilon(k)$ such that with $\gamma_k(r) = r^{\beta_k(r)}$ we have $g_q(r) \leq \gamma_k(r^{1-\epsilon})$ and $\gamma_k(r) \leq h_k(r^{1-\epsilon})$ for large $r$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Let $a_n$ be the $n$th characteristic number (cf. [16, 8.3.2]) of the imbedding $H_B \to H_0$. We put $a_{n,k} = \gamma_k^{-1}(1/a_n)$, where for an increasing function $\gamma$ we define $s = \gamma^{-1}(t)$ by $\gamma(s-) \leq t \leq \gamma(s+)$, and obtain with $a = (a_{n,k})$:

1.5. **Theorem.** There are linear maps $S: F \to \lambda^2(a)$ and $T: \lambda^2(a) \to E$ such that $A = T \circ S$, $\text{im } S$ is dense in $\lambda^2(a)$, $T$ is injective on $\text{im } S$, and

$$
\|Sx\|_k \leq C_k \|x\|_{q(k)}, \quad \|Tx\|_k \leq C_k \|x\|_k
$$

for $k \geq q_0$ with suitable constants $C_k$.

**Proof.** We apply the spectral theorem (see [16, 8.3.1]) to the compact imbedding $H_B \to H_0$ and obtain orthonormal systems $(b_n)$ in $H_B$ and $(f_n)$ in $H_0$ such that

$$x = \sum_{n=0}^{\infty} a_n \langle x, b_n \rangle_B f_n$$

for every $x \in H_B$, where the series converges in $H_0$. $(b_n)$ is complete.

For $x \in H_B$ we put $x_n = \langle x, f_n \rangle_0$ and

$$|x|^2_k = \sum_{n=0}^{\infty} a_{n,k}^2 |x_n|^2.$$  

The series converges, since $a_{n,k} \leq 1/a_n$ and

$$\sum_{n=0}^{\infty} \frac{1}{a_n^2} |x_n|^2 = \|x\|^2_B < +\infty$$

for all $x \in H_B$. $| \cdot |_k$ is a norm since $(b_n)$ is complete in $H_B$.

For these norms we have

$$|x|^2_k \leq \gamma_k^{-1} \left( \frac{1}{a_m} \right)^2 \sum_{n=0}^{m} |x_n|^2 + a_{m+1}^2 \gamma_k^{-1} \left( \frac{1}{a_{m+1}} \right)^2 \sum_{n=m+1}^{\infty} \frac{1}{a_n^2} |x_n|^2$$

$$\leq r^2 \|x\|^2_0 + \left( \frac{r}{\gamma_k(r)} \right)^2 \|x\|^2_B$$

for large $r$ and choosing $m$ such that $1/a_m \leq \gamma_k(r) \leq 1/a_{m+1}$. We have used that $\gamma^{-1}(r)/r$ is decreasing. Using suitable $C'_k$ we obtain

$$|x|_k \leq C'_k \left( r \|x\|_0 + \frac{r}{\gamma_k(r)} \|x\|_B \right)$$

for all $x \in H_B$ and $r > 0$.

For $x \in V_q = \{ x \in H_B : |x|_q \leq 1 \}$, large $r$, and $m$ such that $1/a_m \leq \gamma_k(r) \leq 1/a_{m+1}$, we have

$$\xi = \sum_{k=0}^{m} x_n f_n = \sum_{k=0}^{m} \frac{1}{a_n} x_n b_n \in H_B, \quad \eta = x - \xi \in H_B,$$
and obtain
\[ \|\xi\|_{B} = \left( \sum_{k=0}^{m} \frac{1}{a_{n}^{2}} |x_{n}|^{2} \right)^{1/2} \leq \frac{1}{a_{m} \gamma_{q}^{-1}(1/a_{m})} \leq \frac{\gamma_{q}^{-1}(r)}{r}, \]
\[ \|\eta\|_{0} = \left( \sum_{k=m+1}^{\infty} |x_{n}|^{2} \right)^{1/2} \leq \frac{1}{\gamma_{q}^{-1}(1/a_{m+1})} \leq \frac{1}{r}. \]

Again we used that \( \gamma_{q}^{-1}(r)/r \) is decreasing. We proved for all \( r > 0 \) with suitable \( C_q' \):
\[ V_q \subset C_q' \left( \frac{1}{r} V_0 + \frac{\gamma_{q}^{-1}(r)}{r} B \right). \]

From Lemmas 1.4 (set \( h(r) = r^{-\varepsilon} \)) and 1.3 we obtain
\[ \|A_2 x\|_k \leq D_k |x|_k \]
for all \( x \in H_B \) and \( k \geq q_0 \), and with suitable constants \( D_k \). Also, with \( q = q(k) \), (then \( q \geq q_0 \))
\[ |x|_k \leq D_k \|x\|_{A_1 U_q} \]
for all \( x \in H_B \cap \text{im} A_1 \), hence
\[ |A_1 x|_k \leq D_k \|x\|_q \]
for all \( x \in A_1^{-1}(H_B) \) which is dense in \( F \) (by 1.3(4)).

We denote \( H_B \) equipped with the norms \( \| \cdot \|_k \) by \( G \) and its completion by \( \hat{G} \). \( \hat{G} \) can be identified with \( \{ x \in H_0 : (x_n) \in \lambda^2(a) \} \). Since \( A_1 \) maps \( A_1^{-1}(H_B) \) continuously into \( G \), it maps \( F \) into \( H \cap \hat{G} \). \( A_2 \) can be extended into a continuous linear map \( \hat{A}_2: \hat{G} \to E \). Clearly \( A = \hat{A}_2 \circ A_1 \) and \( \hat{A}_2 \) is injective on \( H \cap \hat{G} \supset \text{im} A_1 \). Since \( H_B \cap \text{im} A_1 \) is dense in \( H_B \), hence in \( G \), \( \text{im} A_1 \) is dense in \( \hat{G} \).

By \( x \sim (x_n) \) we identify \( \hat{G} \) with \( \lambda^2(a) \) and obtain from \( A_1 \) (resp. \( \hat{A}_2 \)) maps \( S \) (resp. \( T \)) with the desired properties.

**Remark.** If we put \( e_n = A_2(f_n) = T((\delta_j, n)) \) and \( \varphi_n(x) = (A_1 x, f_n)_0 \), i.e.,
\[ Sx = (\varphi_n(x))_n, \]
then
\[ Ax = \sum_{n} \varphi_n(x) e_n \quad \text{for all } x \in F. \]

Hence every \( \xi \in \text{im} A \) can be expanded into a series \( \xi = \sum_n \xi_n e_n \). If there is an estimate \( \|x\|_0 \leq C_0 \|A_2 x\|_{k_0} \) for some \( k_0 \), then the coefficients are uniquely determined and therefore \( \text{im} A \) has a basis.

In the most important cases either \( A_2 \) or \( A_1 \) is identity (after our standardization of a quotient map), i.e., \( E \) or \( F \) is properly hilbertizable. We formulate the above remark for the first case.
1.6. **Corollary.** If \( A_2 \) is an isomorphism, then \( \text{im} A \) has a basis.

If \( A \) is surjective, then certainly \( A_2 \) is an isomorphism, and we obtain

1.7. **Theorem.** If \( A \) is surjective and \( \varepsilon_k U_{\tau(k)} \subset AU_k \) for suitable \( \varepsilon_k > 0 \) and all \( k \), then \( T : \lambda^2(a) \to E \) is an isomorphism with \( \|Tx\|_k \leq C_k|x|_k \) and \( |T^{-1}x|_k \leq C_k\|x\|_{\tau(k)}/\varepsilon_k \) for \( \tau(k) \geq q_0 \), where the \( D_k \) are the constants from Theorem 1.5.

**Proof.** The inclusion \( 1 : G \hookrightarrow H \) can be written as \( A_2^{-1} \circ (A_2|G) \) and is therefore continuous. Hence \( \hat{G} \subset H \) and, since \( A_2|\hat{G} \) is also surjective, even \( \hat{G} = H \). Therefore \( T \) is a topological isomorphism. The rest follows from 1.5.

Finally we want to look at special forms of \( g_k \) and \( h_k \) and the isomorphic type of \( \lambda^2(a) \). In many cases we have \( \mu(K, k) + 1 = \mu_0(K)/\mu(k) \) for certain increasing functions \( \mu_0(\cdot) \) and \( \mu(\cdot) \). Then for large \( r \) with \( \delta = \delta(k) \), assuming \( \mu(k) \geq 1 \), we obtain

\[
 g_k(r) = r^{\nu(Q(r)+1,q)+1} \leq r^{(1-\delta)(\mu(Q(r)-1,k)+1)} \leq r^{(1-\delta)(\mu(Q(r^{1-\delta}/\mu(k)),k)+1)} = (r^{1-\delta}/\mu(k))^{\nu_0(Q(r^{1-\delta}/\mu(k)))} \leq r^{1-\delta}.
\]

Therefore, with \( \gamma(r) = r^{\nu_0(Q(r))} \) and \( \rho(k) = 2\mu(k)/(2 - \delta(k)) \) we can choose \( \gamma_k(r) = \gamma(r^{1/\rho(k)}) \) for large \( r \).

Similarly we get the same form of \( \gamma_k(r) \) with \( \gamma(r) = r^{\nu_0(Q(r)+2)} \) and \( \rho(k) = (1-\delta(k)/2)^{\nu(q(k)))} \) if we assume \( \nu(Q, q)+1 = \nu_0(Q)/\nu(q) \) for some increasing functions \( \nu_0(\cdot) \) and \( \nu(\cdot) \).

In both cases we get \( \lambda^2(a) = \Lambda_p^2(\alpha) \) with \( \alpha_n = \log^{-1}(1/a_n) \) and \( p = \sup_k \rho(k) \), and for the canonical norms \( || \) in \( \Lambda_p^2(\alpha) \) we have

\[
 |Sx|_{\rho(k)} \leq C_k\|x\|_{\tau(k)} \quad \text{and} \quad \|T^i x\|_k \leq C_k\|x\|_{\rho(k)}
\]

for the maps \( S, T \) of Theorem 1.5.
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In this section we assume that \( E \) is a nuclear \((DN)\)-space in standard form, i.e., \( E \) is nuclear and a fundamental system of norms \( \|0 \leq \|1 \leq \cdots \) is given such that, with suitable constants \( C_k \),

\[
 \| \|_k \leq C_k\| \|_{k-1} \| \|_{k+1}
\]

for all \( k \in \mathbb{N} \). We may assume \( C_k = 1 \) for all \( k \).

2.1. **Lemma.** There exist \( p \) and a system of scalar products \( \langle \ , \rangle_k \) such that, with \( |x|^2_k = \langle x, x \rangle_k \) and certain constants \( D_k \), we have

\[
 \| \|_k \leq \| \|_k \leq D_k\| \|_{k+p} \quad \text{for all} \quad k \in \mathbb{N}.
\]
Proof. The assumption can be written as
\[ \| x \|_k \leq \frac{1}{2} (r \| x \|_{k-1} + \frac{1}{r} \| x \|_{k+1}) \quad \text{for all } r > 0, \]
which is equivalent to
\[ B_k \subset \frac{1}{2} (r B_{k-1} + \frac{1}{r} B_{k+1}) \quad \text{for all } r > 0, \]
with \( B_k = \{ y \in E' : \| y \|_k^* \leq 1 \} \).

This follows from the bipolar theorem (see [17, p. 126]) since for \( x \in E \) the norms on both sides of the inequality are the suprema of \( x \), considered as a function on \( E' \), over the sets on the respective sides of the set inclusion.

For \( F \subset E' \) and \( d > d(B_{k-1}, B_{k+1}; F) \) we obtain
\[ B_k \subset \frac{1}{2} (rd + \frac{1}{r})B_{k+1} + F \quad \text{for all } r > 0, \]
hence taking the infima over the \( d \)'s and \( r \)'s
\[ d(B_k, B_{k+1}; F)^2 \leq d(B_{k-1}, B_{k+1}; F) \]
\[ \leq d(B_{k-1}, B_k; F)d(B_k, B_{k+1}; F). \]
Cancelling equal terms on both sides and taking \( \inf \) over all subspaces \( F \) with \( \dim F \leq n \) we have
\[ d_n(B_k, B_{k+1}) \leq d_n(B_{k-1}, B_k) \quad \text{for all } k \text{ and } n. \]

We choose \( p \) such that \( d_n(B_0, B_p) = O(n^{-3}) \) and apply the previous construction to the norm system \( (\| \|_{l_p})_l \). We obtain that \( d_n(B_{l_p}, B_{(l+1)p}) = O(n^{-3}) \) for all \( l \), hence \( d_n(B_k, B_{k+2p}) \leq d_n(B_{l_p}, B_{(l+1)p}) = O(n^{-3}) \) for all \( k \) (where \( l = [k/p] + 1 \)).

By [23] there is a Hilbert ball \( \tilde{B}_k \) and a constant \( C_k \) for each \( k \) such that \( B_k \subset \tilde{B}_k \subset C_k B_{k+2p} \). Setting \( \| x \|_k = \sup \{ \| y(x) \| ; y \in \tilde{B}_k \} \) gives the result (with \( 2p \) instead of \( p \)).

We assume that \( F \) is an \( (\Omega) \)-space in standard form, i.e., there is given a fundamental system of seminorms such that, with suitable constants \( D_k \),
\[ \| x \|_k^* \leq D_k \| x \|_{k-1} \| x \|_{k+1} \quad \text{for all } k \in \mathbb{N}. \]

Let \( A : F \to E \) be a continuous linear map with \( \| A x \|_k \leq C_k \| x \|_{\sigma(k)} \) for all \( k \). Then we can apply the theory of §1 to \( E, H = E \), equipped with the norms \( \| x \|_k \) of Lemma 2.1, and to \( F \) equipped with the seminorms \( C'_k \| x \|_{\sigma(k+p)} \), \( C_k' \) a suitable constant, \( p \) as in Lemma 2.1.

We have
\[ \mu(K, k) + 1 = \frac{K}{k}, \quad \nu(Q, q) + 1 = \frac{\sigma(Q + p) - \sigma(p)}{\sigma(q + p) - \sigma(p)} \]
and it can easily be seen that condition \((\tau)\) means: \( \lim_Q \sup \sigma(Q)/Q < +\infty \). Therefore we can restrict our attention to maps \( A \) with \( \sigma(k) = ak + b \), i.e., to linear tame maps. In this case \( \nu(Q, p) + 1 = Q/q \) and we obtain condition \((\tau)\) with \( q(k) = k + 1 \).
From Corollary 1.6 we immediately obtain

2.2. Theorem. If $E$ is a nuclear $(DN)$-space in standard form, and $F$ a separable $(\Omega)$-space in standard form, then the range of any linear tame map has a basis.

This applies in particular to linear-tame operators in nuclear power series spaces of infinite type. In this case a direct proof is given in [5].

More detailed information can easily be obtained by evaluations the data in Theorem 1.5. We do this in the case where $A$ is even surjective. In this case separability is not a restriction on $F$, since we may replace $F$ by $F/\ker A$ with the quotient norms, which is separable since it is isomorphic to $E$.

The function $\rho(k)$ at the end of §1 can be chosen such that $k \leq \rho(k) \leq k + 1$ for all $k$. Hence we obtain, with the canonical norms $|.|_l$ on $\Lambda^2_\infty(\alpha)$,

$$|Sx|_k \leq C_k \|x\|_{a(k+p+1)+b}, \quad \|Tx\|_k \leq C_k \|x\|_{k+1}$$

and, using the notation of Theorem 1.7, we have

$$|T^{-1}x|_k \leq \frac{C_k \|x\|_{a(\tau(k)+p+1)+b}}{\epsilon_k}.$$  

Assuming $\tau(k) = a'k + b$, we obtain

2.3. Theorem. Let $E$ be a nuclear $(DN)$-space in standard form, and $F$ an $(\Omega)$-space in standard form, where $F \xrightarrow{A} E \rightarrow 0$ is tame (resp. linear-tame) exact. Then $E$ is tamely (resp. linearly-tamely) equivalent to a power series space $\Lambda_\infty(\alpha)$.

Again this applies to tame (resp. linear-tame) operators in a power series space of infinite type (cf. [5] and, for a projection which includes tameness estimates, [23]). In particular the range of any tame (resp. linear-tame) projection in a space $\Lambda_\infty(\alpha)$ is tamely (resp. linear-tamely) equivalent to a power series space.

An interesting special case of 2.3. is

2.4. Corollary. Every nuclear $E$ which is tame in the sense of Hamilton [6] or belongs to the category $\mathcal{L}$ of Sergeraert [18] is tamely equivalent to a power series space $\Lambda_\infty(\alpha)$.

Proof. In the Sergeraert case we may take $q = \text{id}$, since $E$ is a $(DN)$-space in standard form and an $(\Omega)$-space in standard form. For the $(DN)$ case see [18, Theorem 2.2.2], and for the $(\Omega)$ case use the same argument, applied to $S^r_\theta$.

In the Hamilton case $E$ is tamely equivalent to a subspace of a space $\Sigma(B)$ (see [6]), hence to a $(DN)$-space in standard form $E_0$. Moreover we have a tame exact sequence $\Sigma(B) \xrightarrow{A} E_0 \rightarrow 0$.

In this section we continue and extend the last example. Let $E$ be a nuclear graded Fréchet space admitting a family $(S^r_\theta)_{\theta > 0}$ of smoothing operators, i.e.,
continuous linear operators such that, with suitable constants \( C_{k,m} \),
\[
\| S_{\vartheta} x \|_k \leq C_{k,m} \vartheta^{k+p-m} \| x \|_m \quad \text{for all } m < k + p, \vartheta > 0, \ x \in E,
\]
\[
\| x - S_{\vartheta} x \|_k \leq C_{k,m} \vartheta^{k+p-m} \| x \|_m \quad \text{for all } m \geq k + p, \vartheta > 0, \ x \in E.
\]
This is a family of smoothing operators in the sense of [14]. It is easily seen that
this class of graded Fréchet spaces includes both classes considered in Corollary 2.4.

We introduce the norms \( \| x \|_k = D_k \| x \|_k^{2p} \) on \( E \). Then we have
\[
\| S_{\vartheta} x \|_k \leq C_k \vartheta^{2kp} \| x \|_k^{2p},
\]
\[
\| \text{id} - S_{\vartheta} x \|_k \leq C_k \vartheta^{-2kp} \| x \|_k^{2p+1}
\]
for all \( k \) and \( \vartheta \geq 1 \). Therefore
\[
\| x \|_k \leq C_k (r \| x \|_k^{2p} + \frac{1}{r} \| x \|_k^{2p+1})
\]
for all \( r \geq 1 \), and even (by proper choice of \( C_k' \)) for all \( r > 0 \). Hence \( E \),
equipped with the norms \( \| \|_k \), is a \((DN)\)-space in standard form.

According to Lemma 2.1, assuming \( p \) chosen large enough and by proper
choice of \( D_k \), there are scalar products \( \langle , \rangle_k \) on \( E \) such that with \( |x|_k = \langle x, x \rangle_k \) we have
\[
\| x \|_k \leq |x|_k \leq \| x \|_k^{2p}
\]

We apply §1 to the identity maps between \( F = (E, \| \|_{k+1}) \), \( H = (E, | \|_k) \),
and \( E = (E, \| \|_k) \). Conditions (\( \alpha \)) and (\( \omega \)) are satisfied with
\[
\mu(K, k) + 1 = \frac{K^2}{k^2 + 1},
\]
\[
\nu(Q, q) + 1 = \frac{(Q + 1)^2 p + p - (q + 1)^2 p}{(q + 1)^2 p - 2 p} + 1 = \frac{Q^2 + 2Q}{q^2 + 2q - 1}.
\]

Hence (\( \tau \)) is fulfilled with \( q = q(k) \) such that \( k^2 + 1 < q^2 + 2q - 1 \). We may choose
\( q(k) = k \) for \( k = 2, 3, \ldots \).

The \( \rho(k) \) at the end of §1 can be chosen such that \( k^2 + 1 < \rho(k) < k^2 + 2 \).
We choose (different from §1) \( \alpha_n = p^{-1} \log \gamma^{-1}(1/a_n) \). From Theorem 1.5 we obtain
linear maps \( S: E \to \Lambda^2_{\infty}(\alpha) \) and \( T: \Lambda^2_{\infty}(\alpha) \to E \) such that
\[
|Sx|_{(k^2+1)p} \leq C_k \| x \|_k^{(k+1)^2p},
\]
\[
\| Tx \|_k^{2p} \leq C_k \| x \|_k^{(k^2+2)p},
\]
where \( \| \|_k \) denotes the canonical norms in \( \Lambda^2_{\infty}(\alpha) \) and \( \| \|_k \) denotes the original
norms in \( E \).

We denote Lemma 1.4 on interpolation first to \( S: E \to \Lambda^2_{\infty}(\alpha) \) with respect
to the norms \( \| \|_p \leq \| \|_k \leq \| \|_{(k^2+1)p} \) (for \( p < k \) and large \( K \)) on \( \Lambda^2_{\infty}(\alpha) \) and
\[
\| \|_p \leq \| \|_q \leq \| \|_{(k+1)^2p} \) on \( E \), with \( \psi(r) = r^{\mu+1} \), \( \varphi(r) = r^{\nu+1} \), \( \mu + 1 =
\]
\((K^2 + 1)p - p)/(k - p), \nu + 1 = (K + 1)^2 p/(q - 2p), \text{ and } q = k + p + 1\). It yields a constant \(D_k\) such that \(\|x\|_k \leq D_k \|x\|_{k+p+1}\) for all \(x \in E\).

Next we apply Lemma 1.4 to \(T: \Lambda^2_{\infty}(\alpha) \to E\) with respect to the norms \(\|\|_0 \leq \|\|_k \leq \|\|_{K^2p}\) (for \(0 < k\) and large \(K\)) on \(E\) and \(\|\|_p \leq \|\|_q \leq \|\|_{(K^2+2)p}\) on \(\Lambda^2_{\infty}(\alpha)\) with \(\psi, \varphi\) as above, \(\mu + 1 = K^2 p/(k+p), \nu + 1 = ((K^2+2)p - p)/(q - p), \) and \(q = k + 2p + 1\).

We obtain

3.1. **Theorem.** A nuclear graded Fréchet space admitting a family of smoothing operators (as defined in the beginning of this section) is tamely isomorphic to a power series space of infinite type.

This clearly contains the result of Corollary 2.4. It should also be remarked that we needed only that

\[
\|x\|_k \leq C(\partial^{k+p-m} \|x\|_m + \partial^{k+p-K} \|x\|_K),
U_q \subset C(\partial^{m+p-q} U_m + \partial^Q + p - q U Q)
\]

for \(m < k + p < K\) (resp. \(m < q - p < Q\)), \(\vartheta > 0\), and \(C = C_{m,k,K}\) (resp. \(C = C_{m,q,Q}\)).

If the norms \(\|\|_k\) are already given by scalar products, we can take \(E = H = F\) and \(A_1 = A_2 = \text{id}\), and have \((\alpha)\) with \(\mu(K, k) + 1 = K/(k + p)\), \((\omega)\) with \(\mu(Q, q) + 1 = Q/(q - p)\), and \((\tau)\) with \(q(k) = q + 2p + 1\). In this case we only need that \(E\) is a Schwartz space.
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We show now that the results of §1 also include cases which are connected with finite type power series spaces. In particular they contain and improve [21, Satz 1.1], which is crucial for the structure theory of nuclear power series spaces of finite type. Therefore they also contain the results of Mityagin-Henkin [13, Theorem 1.1] (cf. Mityagin [12]) and Mityagin [11].

The following properties \((DN)\) and \((\Omega)\) characterize in the (strongly) nuclear case the subspaces and the quotient spaces of power series spaces of finite type (see [4, 20, 21, 25, 26]). \(E\) denotes a Fréchet space with a fundamental system \(\|\|_0 \leq \|\|_1 \leq \cdots\) of seminorms.

\((DN)\) There exists \(p\) such that for every \(k\) there are \(K, \mu > 0\) and \(M > 0\) such that for all \(x \in E\)

\[
\|x\|_k^{\mu+1} \leq M\|x\|_p^\mu \|x\|_K.
\]

\((\Omega)\) For every \(p\) there exists \(q\) such that for all \(Q\) we have \(D > 0\) such that for all \(y \in E'\)

\[
\|y\|_q^* \leq D\|y\|_p^* \|y\|_Q^*.
\]
It is easy to see that both properties are independent of the fundamental system of seminorms and that \((\Omega)\) is equivalent to the following conditions:

\[
\begin{align*}
\forall p, \nu > 0 \quad &\exists q \quad \forall Q \quad \exists D > 0 \quad \forall y \in E^p \quad \left\{ \left\| y \right\|_q^{1+\nu} \leq D \left\| y \right\|_p \left\| y \right\|_Q \right\} \\
\forall \nu > 0 \quad &\forall p \quad \exists q \quad \forall Q \quad \exists D > 0 \quad \forall y \in E^p \end{align*}
\]

\(E\) is called hilbertizable if it admits a fundamental system of seminorms defined by semiscalar products.

4.1. **Theorem.** If \(E\) is a hilbertizable Schwartz space with properties \((DN)\) and \((\Omega)\) then \(E \cong \Lambda^2_0(\alpha)\) for suitable \(\alpha\).

**Proof.** Since \((DN)\) and \((\Omega)\) are independent of the fundamental system of seminorms, we may assume that \(\| \|_k\) is defined by a semiscalar product. Moreover, we may assume that \(p = 0\) in the definition of \((DN)\). We apply §1 to \(E = H = F\). Then \((DN)\) gives \((\alpha)\) and \((\Omega)\) gives \((\omega)\). The first of the equivalent forms of \((\Omega)\) implies that \(\lim_q \sup_Q \nu_0(Q, q) = 0\). This shows \((\tau)\). Hence Theorem 1.7 tells us that \(E \cong \Lambda^2(a)\) and Wagner [26] tells us that \(\Lambda^2(a) \cong \Lambda^2_0(\alpha)\).

The latter also follows by proper choice of \(\gamma_k\). Assuming \(E\) is not Banach, setting \(\beta_q = (1+q)(\sup_Q \nu_0(Q, q) + 1)/q\), and choosing \(q = q(k)\) such that \(\beta_q < k(\mu_0(Q, k) + 1)/(1+k)\), \(Q = Q(k)\) large enough, we may put \(\gamma_k(r) = r^{\beta_q(k)}\) and obtain \(a_{n,k} = (1/a_n)^{1/\beta_q(k)}\). Hence with \(\rho_k = 1/\beta_q(k) \neq 1\) and \(\alpha_n = -\log a_n\) we have \(E \cong \Lambda^2_1(\alpha) \cong \Lambda^2_0(\alpha)\).

The previous theorem generalizes Theorem 1.1 in [21] and leads to a structure theory of power series spaces of finite type in nonnuclear cases (in analogy to [21, §2]). This will be carried out elsewhere. It should also be remarked that for hilbertizable \(E\) or \(F\), one of them a Schwartz space such that \(E\) has property \((DN)\) and \(F\) has property \((\Omega)\) (see [22]), \(q(k)\) in \((\tau)\) can be chosen independent of \(k\). Hence in this case every continuous linear operator from \(F\) to \(E\) is compact. However, the method of [22, §6] gives a better result.
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We close this paper by briefly showing the consequences of §1 to endomorphisms of power series spaces of infinite type. The results should be compared with those in [5, 23]. The advantage is that we do not need nuclearity.

Let \(A\) be a linear map in \(\Lambda^2_\infty(\alpha)\) with \(\|Ax\|_k \leq C_k \|x\|_{ak+b}\). Then we may argue as in the proof of Theorem 2.2 and obtain the following theorem from Corollary 1.6, Theorem 1.7, and the open mapping theorem (cf. [5]).

5.1. **Theorem.** The range of \(A\) has a basis. If the range is closed, then it is isomorphic to a space \(\Lambda^2_\infty(\beta)\).

In Theorem 2.3 we may replace the assumptions on \(E\) by the assumption that it is closed subspace of \(\Lambda^2_\infty(\alpha)\). This leads in the case of a projection to (cf. [5, 23])
5.2. **Theorem.** The range of a tame (resp. linear tame) projection in $\Lambda^2_{\infty}(\alpha)$ is tamely (resp. linear tamely) equivalent to a power space $\Lambda^2_{\infty}(\beta)$.

It should be noticed that in the nuclear case $\Lambda^2_{\infty}(\alpha)$ is tamely equivalent to $\Lambda_{\infty}(\alpha)$.
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