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ABSTRACT. This paper studies projective scaling trajectories, which are the trajectories obtained by following the infinitesimal version of Karmarkar's linear programming algorithm. A nonlinear change of variables, projective Legendre transform coordinates, is introduced to study these trajectories. The projective Legendre transform mapping has a coordinate-free geometric interpretation in terms of the notion of "centering by a projective transformation." Let \( \mathcal{H} \) be a set of linear programming constraints \( \{(a_j, x) \geq b_j : 1 \leq j \leq m\} \) on \( \mathbb{R}^n \) such that its polytope of feasible solutions \( P_H^\circ \) is bounded and contains \( \mathbf{0} \) in its interior. The projective Legendre transform mapping \( \psi_H \) is given by

\[
\psi_H(x) = \frac{\phi_H(x)}{m + \langle \phi_H(x), x \rangle}, \quad \text{where} \quad \phi_H(x) = -\sum_{j=1}^{m} \frac{a_j}{(a_j, x) - b_j}.
\]

Here \( \phi_H(x) \) is the Legendre transform coordinate mapping introduced in part II. \( \psi_H(x) \) is a one-to-one and onto mapping of the interior of the feasible solution polytope \( \text{Int}(P_H^\circ) \) to the interior of its polar polytope \( \text{Int}(P_H^\circ) \). The set of projective scaling trajectories with objective function \( \langle c, x \rangle - c_0 \) are mapped under \( \psi_H \) to the set of straight line segments in \( \text{Int}(P_H^\circ) \) passing through the boundary point \( -c/c_0 \) of \( P_H^\circ \). As a consequence the projective scaling trajectories (for all objective functions) can be interpreted as the complete set of "geodesics" (actually distinguished chords) of a projectively invariant metric geometry on \( \text{Int}(P_H^\circ) \), which is isometric to Hilbert geometry on the interior of the polar polytope \( P_H^\circ \).

1. INTRODUCTION

This series of papers studies curves arising as trajectories of the infinitesimal analogue of two interior-point linear programming algorithms. One of these algorithms is the projective scaling algorithm (Karmarkar's algorithm), and the associated curves are called projective scaling trajectories or \( P \)-trajectories. The other is the affine scaling algorithm [B, VMF], and the associated curves are called affine scaling trajectories or \( A \)-trajectories. Part I showed that there is a simple relationship between \( P \)-trajectories for one linear program and the \( A \)-trajectories of a related linear program. Part II specified a nonlinear change of variables, Legendre transform coordinates, which linearize \( A \)-trajectories. The
Legendre transform mapping is given by rational functions, which implies that each $A$-trajectory is part of a real algebraic curve. Another consequence is that the set of all $A$-trajectories forms the complete set of geodesics of a metric geometry defined on the relative interior of the polytope of feasible solutions of the linear problem, and this geometry is isometric to Euclidean geometry.

This paper studies $P$-trajectories. The main tool used is a second nonlinear change of variables, projective Legendre transform coordinates. The projective Legendre transform coordinate mapping is given by rational functions, and it depends only on the constraints $H$ of the linear program and not on the objective function. The main result of the paper is that the projective Legendre transform mapping linearizes $P$-trajectories. This leads to an interpretation of the set of $P$-trajectories as "geodesics" (actually distinguished chords, see §7) of a metric geometry on the relative interior $\text{Rel-Int}(P_H)$ of the polytope $P_H$ of feasible solutions to $H$, which is isometric to Hilbert geometry on the dual polytope $P_H^d$. (The dual polytope $P_H^d$ is defined in §2B.) The projective Legendre transform coordinate mapping has a simple algebraic relation to the Legendre transform coordinate mapping, which is stated in (1.4) below.

The projective Legendre transform mapping has a natural coordinate-free geometric interpretation in terms of the concept of "centering by a projective transformation," which we now explain.

Consider a set $H$ of linear programming constraints on $\mathbb{R}^n$ in inequality form:

\begin{equation}
\langle a_j, x \rangle \geq b_j; \quad 1 \leq j \leq m.
\end{equation}

Let $P_H$ denote the polytope of feasible solutions of the set of constraints $H$. Throughout the paper we assume that $P_H$ is full-dimensional, i.e. its interior $\text{Int}(P_H)$ is nonempty. (The case of lower-dimensional $P_H$ can always be reduced to the full-dimensional case by an affine change of variable.) Associated to $H$ the logarithmic barrier function $f_H(x)$ given by

\[ f_H(x) = -\sum_{j=1}^{m} \log(\langle a_j, x \rangle - b_j). \]

The constraints $H$ are said to have a center if $f_H(x)$ has a minimum on $\text{Int}(P_H)$. This occurs if and only if $P_H$ is bounded, and in that case there is a unique minimum $x_H \in \text{Int}(P_H)$ of $f_H(x)$, which we call the center of $H$. (This concides with the concept of "analytical center" of Sonnevend [So1, So2].) The center may be thought of as a kind of "balanced" point far away from the boundary of $P_H$. It is an affine invariant in the sense that if $J : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is an invertible affine transformation, and if $J(H)$ denotes the transformed set of constraints

\[ \langle a_j, A^{-1}(y) \rangle \geq b_j; \quad 1 \leq j \leq m, \]

then

\begin{equation}
 x_{J(H)} = J(x_H).
\end{equation}
The concept of “centering by a projective transformation” is roughly as follows. Let $\Phi$ be a projective transformation. The transformed set of constraints $\Phi(H)$ is obtained from:

$$\langle a_j, \Phi^{-1}(y) \rangle \geq b_j; \quad 1 \leq j \leq m,$$

by clearing denominators to get a set of linear inequalities. We say that $\Phi$ is admissible for $H$ if the polytope $P_{\Phi(H)}$ is bounded. We say that $\Phi$ centers $x$ if $\Phi$ is admissible for $\Phi(H)$ and $\Phi(x)$ is the center of $\Phi(H)$. (The precise definition that $\Phi$ centers $x$ requires a sign condition on the denominator of $\Phi$, in order to avoid reversing inequalities, see §3.) The notion of centering by a projective transformation is illustrated in Figure 1.1, where $H_\Phi$ denotes the hyperplane sent to infinity by $\Phi$.

The points near the hyperplane $H_\Phi$ are “stretched” more than the points far away from $H_\Phi$ by $\Phi$, and when $\Phi$ is properly chosen this can be done so that $\Phi(x)$ is the center of $\Phi(H)$. The idea of “centering by a projective transformation” is due to Karmarkar [K], though he treats only a special case, and does not give a general definition of center. This paper is apparently the first to give explicit formulae for “centering by a projective transformation” for linear programming constraints in inequality form.

The invariance property of the center under affine transformations (given by (1.2)) implies that if $\Phi$ centers $x$ then so does $J \circ \Phi$, where $J$ is any invertible affine transformation. In §3 we prove that every point $x \in \text{Int}(P_H)$ can be centered by a suitable projective transformation $\Phi$ and that the set of all projective transformations centering $x$ is exactly:

$$[\Phi] = \{ J \circ \Phi : J \text{ an invertible affine transformation} \},$$

which is a left coset of the affine group acting on the group of projective transformations. The hyperplane $H_\Phi$ mapped to the hyperplane at infinity by $\Phi$ is an invariant of the coset $[\Phi]$. The (abstract) projective Legendre transform mapping $\psi_\mu(x)$ maps $x$ to this hyperplane $H_\Phi$, where $H_\Phi$ is regarded as a point in dual projective space (see §2A). This is the coordinate-free geometric interpretation of the projective Legendre transform coordinate map.
For computations in affine space \( \mathbb{R}^n \) it is convenient to use a coordinatized version of the (abstract) projective Legendre transform mapping. We choose coordinates that identify projective duality with the classical notion of polarity, as explained in §2C. In this formulation the point \( 0 \) is distinguished, and we require that the constraint set \( H \) have \( 0 \in \text{Int}(P_H) \). A hyperplane \( H \) not containing \( 0 \) satisfies a unique linear equation of the form: \( 1 - \langle a, x \rangle = 0 \), and is labelled \( H_a \). The set of all such hyperplanes is thereby identified with the dual space \( (\mathbb{R}^n)^* \), and \( a = 0 \) corresponds to the “hyperplane at infinity.”

With this labelling the dual polytope \( P_H^d \) (defined in §2B) is identified with the polar polytope \( P_H^o \), where the polar body \( C^o \) to a convex body \( C \) containing \( 0 \) in its interior is defined by

\[
C^o = \{ y : \langle x, y \rangle \leq 1 \text{ for all } x \in C \}.
\]

The polar polytope \( P_H^o \) is a polytope combinatorially dual to \( P_H \) containing \( 0 \) in its interior.

The *projective Legendre transform coordinate mapping* \( \psi_H(x) \) is the abstract mapping \( \psi_H \) written using these coordinates. In §3 we show that it is given by

\[
\psi_H(x) = \frac{\phi_H(x)}{m + \langle \phi_H(x), x \rangle}
\]

where

\[
\phi_H(x) = \nabla f_H(x) = - \sum_{j=1}^{m} \frac{a_j}{\langle a_j, x \rangle - b_j}
\]

is the Legendre transform coordinate mapping studied in part II. This formula for \( \psi_H(x) \) shows that it is a scaled version of the Legendre transform coordinate mapping. (The scale factor \( (m + \langle \phi_H(x), x \rangle)^{-1} \) is positive for all \( x \in \text{Int}(P_H) \).)

In §3 we prove that \( \Psi_H(x) \) is a one-to-one and onto mapping from \( \text{Int}(P_H) \) to \( \text{Int}(P_H^o) \).

In §4 we show that the abstract projective Legendre transform mapping is compatible with projective transformations. Let \( \Phi^{PA} \) denote the *polar adjoint projective transformation* to \( \Phi \), a notion defined in §2D. We prove that if the projective transformation \( \Phi \) is admissible for \( H \) then the following diagram commutes.

\[
\begin{align*}
\text{Int}(P_H) & \xrightarrow{\Phi} \text{Int}(P_{\Phi(H)}) \\
\psi_H & \downarrow \quad \downarrow \psi_{\Phi(H)} \\
\text{Int}(P_H^o) & \xrightarrow{\Phi^{PA}} \text{Int}(P_{\Phi(H)})
\end{align*}
\]

All maps in this diagram are one-to-one and onto. This result should be compared with the set-to-set duality between polarity and adjoint projective transformation obtained by Klee [K1].

The main application of these results, proved in §6, is that the projective Legendre transform coordinate mapping linearize \( P \)-trajectories. More precisely, assume that \( 0 \in \text{Int}(P_H) \) and that the linear program has the objective
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function

$$\text{minimize } \langle c, x \rangle - c_0.$$  

An objective function is normalized for a set of constraints $H$ if $\langle c, x \rangle \geq c_0$ for all $x \in P_H$ and $\langle c, x \rangle = c_0$ for some $x \in P_H$. Karmarkar's algorithm applies only to normalized objective functions, but it is possible to define $P$-trajectories for all objective functions, whether normalized or not, see part 1. We prove that the set of $P$-trajectories for this objective function are mapped by $\psi_H$ to a set of line segments in $\text{Int}(P_H^\circ)$. If $c_0 \neq 0$ this is the set of line segments which pass through the point $-c/c_0$ in $(\mathbb{R}^n)^*$ which corresponds to the hyperplane $H = \{x: \langle c, x \rangle = c_0\}$, while if $c_0 = 0$ it is a family of parallel line segments in the direction $c$. If the objective function is normalized, then the point $c/c_0$ is on the boundary $\partial P_H^\circ$ of the polar polytope $P_H^\circ$. The main result for a normalized objective function is pictured in Figure 1.2.

This result has several consequences. First, since the projective Legendre transform coordinate mapping is a rational mapping, it directly implies that each $P$-trajectory is part of a real algebraic curve, since algebraic mappings map algebraic curves to algebraic curves, and the mapping $\psi_H^{-1}$ is algebraic.

A second consequence is that there is a natural geometric interpretation of $P$-trajectories as "geodesics," which is discussed in §7. The geometry is a metric geometry pulled back using $\psi_H$ from Hilbert geometry on the interior of the polar polytope $\text{Int}(P_H^\circ)$. The Hilbert metric $d_C$ for a bounded convex body $C$ in $\mathbb{R}^n$ is defined by

$$d_C(x_1, x_2) = \log(\chi(y_1, x_1, x_2, y_2))$$

where the line segment through $x_1$ and $x_2$ hits the boundary $\partial C$ in points
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\( y_1, y_2, \) in the order \((y_1, x_1, x_2, y_2)\), and

\[
\chi(y_1, x_1, x_2, y_2) = \frac{\|y_1 - x_2\| \|x_1 - y_2\|}{\|y_1 - x_1\| \|x_2 - y_2\|}
\]
is the cross-ratio of these points. Hilbert showed that \(d_H\) is a metric, and that
straight line segments are curves of shortest distance between two points. Such
curves are called *extremals*. In the case that \(C\) is a polytope, there are extremals
which are not straight line segments, so that geodesics are not defined in the
usual sense. Busemann [Bu2] introduced a notion of a *distinguished chord* which
generalizes the notion of geodesic to the case of non-unique extremals. The set
of straight line segments in \(C\) always form a complete set of distinguished
chords in Busemann's sense. Thus one obtains a metric \(d_H(\cdot, \cdot)\) on \(\text{Int}(P_H)\)
which is the pullback under \(\psi_H\) of the Hilbert metric on \(\text{Int}(P^\circ_H)\), for which
\(P\)-trajectories (for all normalized objective functions) form a complete set of
distinguished chords. This metric is invariant under projective transformations
in the sense that

\[
d_H(x_1, x_2) = d_{\Phi(H)}(\Phi(x_1), \Phi(x_2)).
\]

Hilbert geometry has proved useful in understanding several problems in con-
vexity and optimization, cf. [Bush 1, Bush 2, Bi, KP]. The metric \(d_H\) provides
a projective invariant with which to measure the performance of Karmarkar's
algorithm and related algorithms, and it may be useful in obtaining improved
running time bounds for such algorithms.

A third consequence is that projective Legendre transform coordinates can
be used to study the asymptotic behavior of \(P\)-trajectories. This gives an alter-
native to the approach of Shub [Sh], and has the advantage that it applies to
degenerate linear programs. Details will be given elsewhere.

The projective Legendre transform coordinate mapping uses the notion of
projective duality, which is distinct from the notion of dual linear program in
the theory of linear programming. In §8 we describe a relation between these
two concepts of duality. There is a rational mapping from the interior of the
polytope of dual feasible solutions into the interior of the polytope polar to the
primal feasible solution polytope. This mapping is compatible with the pro-
jective Legendre transform coordinate mapping for those points on the central
\(P\)-trajectory, which is the \(P\)-trajectory through the center of the primal feasible
solution polytope.

The contents of the paper are as follows. §2 reviews basic results on projec-
tive transformations, projective duality and polarity. §3 defines the notion of
centering by a projective transformation and constructs the projective Legendre
transform coordinate mapping. §4 shows that the projective Legendre trans-
form mapping is compatible with projective transformations. §5 defines the
projective scaling direction field and \(P\)-trajectories for a linear program with
inequality constraints (1.1). We remark that the definition of \(P\)-trajectory in
part I was given for linear programs in Karmarkar's canonical form, which have
equality constraints. The definition given in §5 agrees with this definition under
an affine transformation. (This equivalence is described in more detail in [BL].) 
§6 shows that $P$-trajectories are linearized in projective Legendre transform co-
ordinates. §7 discusses Hilbert geometry and the metric $d_H$. §8 establishes
relations between linear programming duality and projective duality.

2. Projective transformations, polar polytopes, and projective duality

This section describes basic facts about affine and projective transformations. Vectors in the space $\mathbb{R}^n$, $\mathbb{P}^n$ are column vectors, while vectors in the dual spaces $(\mathbb{R}^n)^*$, $\mathbb{P}^n$ are row vectors.

A. Projective space and affine space. Projective space $\mathbb{P}^n$ is the set of lines in $\mathbb{R}^{n+1}$ passing through the origin. A projective point $[x]$ is given by

\[ [x] = \{ \lambda(x_0, x_1, \ldots, x_n)^T : \lambda \neq 0 \text{ and some } x_i \neq 0 \}. \]

The coordinates $x \in \mathbb{R}^{n+1}$ are called homogeneous coordinates. Projective space $\mathbb{P}^n$ has a metrizable topology with metric

\[ d([x_1], [x_2]) = \sqrt{2 - \frac{2|x_1 \cdot x_2|}{||x_1|| ||x_2||}}, \]

which measures the shorter of the chordal distances between the points $\pm x_1/||x_1||$ and $\pm x_2/||x_2||$ on the unit sphere. With this topology $\mathbb{P}^n$ is compact.

By affine space we mean $\mathbb{R}^n$ with its usual topology, with a notion of straight line and incidence of lines, but without the Euclidean metric structure, so that there are no notions of distance or angle. We regard projective space $\mathbb{P}^n$ as being affine space with some “points of infinity” adjoined. More precisely, we imbed $\mathbb{R}^n$ in $\mathbb{P}^n$ by

\[ x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n \to [(1, x_1, x_2, \ldots, x_n)^T] \in \mathbb{P}^n. \]

Thus $\mathbb{R}^n$ is identified with the set of projective points whose first coordinate does not vanish. The set $H_\infty^p = \{ [x] \in \mathbb{P}^n : x_0 = 0 \}$ is called the (projective) hyperplane at infinity and is isomorphic to $\mathbb{P}^{n-1}$, and $\mathbb{R}^n = \mathbb{P}^n - H_\infty^p$. We call the embedding (2.2) the standard embedding of $\mathbb{R}^n$ in $\mathbb{P}^n$, and use it to regard $\mathbb{R}^n$ as a subset of $\mathbb{P}^n$.

A projective hyperplane $H$, or $p$-hyperplane, is a set of points in $\mathbb{P}^n$ satisfying a homogeneous linear equation:

\[ H^p_a = \left\{ [x] : \sum_{i=0}^n a_i x_i = 0 \right\} \]

where $a = (a_1, \ldots, a_n)^T \neq 0$. A projective hyperplane is linearly isomorphic to the projective space $\mathbb{P}^{n-1}$. Let $\mathbb{PH}^n$ denote the set of all projective hyperplanes.

There is a duality between points and hyperplanes in $\mathbb{P}^n$. We associate to the $p$-hyperplane $H_a$ the point $[a]$ in the dual projective space $(\mathbb{P}^n)^*$.
well defined since \( H_a = H_{\lambda a} \) if \( \lambda \neq 0 \). A point \([x]\) is on a p-hyperplane \( H_a \) if and only if

\[
(a, x) = \sum_{i=0}^{n} a_i x_i = 0.
\]

We use row vectors \( a \) to denote homogeneous coordinates for \((P^n)^*\), and call the correspondence

\[
(a) \in (P^n)^* \overset{d}{\leftrightarrow} H_a \in PH^n
\]

the \textit{duality correspondence}.

There is an imperfect duality between points and (affine) hyperplanes in Euclidean space \( \mathbb{R}^n \). To obtain \( \mathbb{R}^n \) from \( P^n \) one removes one (projective) hyperplane from \( P^n \), the hyperplane at infinity. This destroys the symmetry between points and hyperplanes, Sinden [S2] observes that one can restore symmetry in the affine situation by singling out a special point, which we may suppose is \( 0 \). Any hyperplane \( H \) in \( \mathbb{R}^n \) not passing through \( 0 \) has a unique expression as

\[
H_a = \left\{ x : 1 + \sum_{i=1}^{n} a_i x_i = 0 \right\},
\]

and we identify such a hyperplane \( H_a \) with the point \( a \) lying in the dual space \((\mathbb{R}^n)^*\). We represent points in the dual space \((\mathbb{R}^n)^*\) as row vectors. The dual space \((\mathbb{R}^n)^*\) is embedded in the dual projective space \((P^n)^*\) by the standard embedding

\[
(a_1, \ldots, a_n) \in (\mathbb{R}^n)^* \rightarrow [(1, a_1, \ldots, a_n)] \in (P^n)^*.
\]

A \textit{projective line} or a p-line, \( l \), is the set of all linear combinations of the distinct projective points \([x_1]\) and \([x_2]\):

\[
l = \{[\alpha_1 x_1 + \alpha_2 x_2] : \alpha_1, \alpha_2 \in \mathbb{R}, (\alpha_1, \alpha_2) \neq (0, 0)\}.
\]

A projective line is linearly isomorphic to \( P^1 \).

A \textit{projective transformation} \( \Phi : P^n \rightarrow P^n \) is defined by

\[
\Phi(x) = \Phi_A(x) = [Ax]
\]

where \( x \mapsto Ax \) is an invertible homogeneous linear mapping on \( \mathbb{R}^{n+1} \). This is well defined, and \( \Phi_A = \Phi_{\lambda A} \) for any \( \lambda \neq 0 \). A projective transformation is a homeomorphism (for the usual topology on projective space) and maps p-lines to p-lines. All projective transformations are invertible, with \textit{inverse} given by \( \Phi^{-1}(x) = [A^{-1}x] \). The set \( GP(n, \mathbb{R}) \) of all projective transformations forms a group under composition of operations. One can easily show that \( \Phi_A \equiv \Phi_B \) implies that \( B = \lambda A \) for some nonzero scalar \( \lambda \), so that

\[
GP(n, \mathbb{R}) \cong GL(n+1, \mathbb{R})/\mathbb{R}^*
\]

where \( \mathbb{R}^* = \mathbb{R} - \{0\} \).
By a projective transformation $\Phi$ on affine space $\mathbb{R}^n$ we mean the restriction to $\mathbb{R}^n$ of a projective transformation on $\mathbb{P}^n$. Let $\Phi(x) = Ax$ be the projective transformation on $\mathbb{P}^n$ with

$$A = \begin{bmatrix} a_{00} & a_{01} & \cdots & a_{0n} \\ \vdots & \vdots & & \vdots \\ a_{n0} & a_{n1} & \cdots & a_{nn} \end{bmatrix} = \begin{bmatrix} a_{00} & a_0 \\ a_{10} & a_1 \\ \vdots & \vdots \\ a_{n0} & a_n \end{bmatrix}.$$  

This projective transformation $\Phi$ with domain $\mathbb{R}^n$ has the form

$$\Phi((x_1, \ldots, x_n)^T) = \left( \frac{a_{10} + \langle a_1, x \rangle}{a_{00} + \langle a_0, x \rangle}, \ldots, \frac{a_{n0} + \langle a_n, x \rangle}{a_{00} + \langle a_0, x \rangle} \right)$$

to infinity by $\Phi$, and that $\mathbb{R}^n - H_\Phi$ is the domain of $\Phi$ (regarded as a projective transformation on $\mathbb{P}^n$). In the case that the denominator of $\Phi$ is a nonzero constant, i.e. $a_{00} \neq 0$ and $a_0 = 0$, then we define $H_\Phi$ to be the hyperplane at infinity $H^\infty$.  

We say that $\Psi$ is an affine transformation if $\Psi$ is a projective transformation whose denominator is constant, i.e. a projective transformation that leaves the hyperplane at infinity fixed. Affine transformations $\Psi: \mathbb{R}^n \rightarrow \mathbb{R}^n$ have the form

$$\Psi(x) = Ax + b$$

where $A$ is an $n \times n$ matrix and $b$ is a column vector. Written as a projective transformation on $\mathbb{P}^n$ it has the form

$$\Psi([x]) = [\tilde{A}x]$$

where

$$\tilde{A} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ b_1 & & & \vdots \\ \vdots & & & \tilde{A} \\ b_n & & & 1 \end{bmatrix}.$$  

The set $GA(n, \mathbb{R})$ of all invertible affine transformations forms a subgroup of the projective group $GP(n, \mathbb{R})$. It is not a normal subgroup of $GP(n, \mathbb{R})$; this corresponds to the fact that the choice of hyperplane at infinity is arbitrary.

**B. Projective convexity and duality of projectively convex sets.** There is a concept of convexity for sets in projective space $\mathbb{P}^n$ which is compatible with the duality of lines and hyperplanes. It associates to a (projectively) convex body $C$ in $\mathbb{P}^n$ a dual body $C^d$ in the space of hyperplanes $\mathbb{PH}^n$ such that $C^{dd} = C$. This notion of convexity in projective space $\mathbb{P}^n$ differs slightly from that in affine...
space \( \mathbb{R}^n \); it was worked out by E. Steinitz [St, part II], and is described in W. Fenchel [F2, pp. 52–56] and in Sinden [S2]. A set \( C \) is \textit{projectively convex} if:

1. The interior \( \text{Int}(C) \) of \( C \) is not empty.
2. The closure \( \overline{C} \) of \( C \) is not all of \( \mathbb{P}^n \).
3. \( C \) is connected.
4. Through each point \( p \) not in \( C \) there is a projective hyperplane disjoint from \( C \).

The concept of projective convexity coincides with the usual (affine) notion of convexity for \textit{bounded} sets in \( \mathbb{R}^n \): A bounded set in \( \mathbb{R}^n \) is convex if and only if it is projectively convex. However it differs from the affine notion of convexity for some unbounded sets in \( \mathbb{R}^n \). For example a half-space \( C = \{ x : \langle c, x \rangle \geq 0 \} \) in \( \mathbb{R}^n \) is not a projectively convex set, because \( \overline{C} \) includes the entire projective hyperplane at infinity and one can check that all projective hyperplanes meet \( \overline{C} \). In fact, a projectively convex set in \( \mathbb{P}^n \) is exactly the image under a projective transformation of a bounded convex set in \( \mathbb{R}^n \) that has nonempty interior.

The \textit{dual set} \( C^d \) in \( \mathbb{P}^n \) is the set of all projective hyperplanes in \( \mathbb{P}^n \) that have no points in common with \( C \). We may view \( C^d \) as a subset of \( (\mathbb{P}^n)^* \) using the duality correspondence (2.3). The definition of a projectively convex set \( C \) implies that \( C^d \) is nonempty and furthermore that \( C^d \) is an open set in \( (\mathbb{P}^n)^* \). The duality theory for convex bodies in projective space consequently applies to \textit{open} projectively convex sets.

\textbf{Theorem 2.1.} Let \( C \) be an open projectively convex set in \( \mathbb{P}^n \). Then \( C^d \) is an open projectively convex set in \( (\mathbb{P}^n)^* \) and \( C^{dd} = C \).

\textit{Proof.} The proof in [Fe2, p. 54] carries over to this situation. See also [S2]. \( \square \)

We may complete this projective duality theory of convex sets by defining the empty set in \( \mathbb{P}^n \) to be dual to the set \( (\mathbb{P}^n)^* \) and the set \( \mathbb{P}^n \) to be dual to the empty set in \( (\mathbb{P}^n)^* \).

We say that a set \( C \) in \( \mathbb{P}^n \) is \textit{projectively bounded} if there is a \( p \)-hyperplane in \( \mathbb{P}^n \) that does not meet \( \overline{C} \), the closure of \( C \). This is a natural extension of the notion of bounded set in \( \mathbb{R}^n \), in two ways:

1. A set \( C \) in \( \mathbb{R}^n \) is projectively bounded if and only if it is bounded.
2. A set \( C \) in \( \mathbb{P}^n \) is projectively bounded if and only if it is the image \( \Phi(\hat{C}) \) of a bounded set \( \hat{C} \) in \( \mathbb{R}^n \) under a projective transformation \( \Phi : \mathbb{R}^n \rightarrow \mathbb{P}^n \).

The definition of a projectively convex set \( C \) requires that \( C \) (and \( C^d \)) be projectively bounded. This boundedness condition is necessary in order that \( C \) and \( C^d \) \textit{both} be full-dimensional sets in \( \mathbb{P}^n \). It is possible to use a modified definition of projectively convex set that applies to some lower-dimensional sets in \( \mathbb{P}^n \) as well, for example the notion of \textit{p-convexity} defined in Fenchel [Fe2]. The definition then is

\( (1') \) \( C \) is nonempty.
(2') \( C \) is not all of \( \mathbb{P}^n \).
(3') \( C \) is connected.
(4') Through each point \( p \) not in \( C \) there is a projective hyperplane disjoint from \( C \).

This is a more general notion than the one we use.

C. Polarity. The notion of projective duality for projectively convex sets is completely symmetrical; the corresponding notion for affine spaces is not. The removal of the hyperplane at infinity from \( \mathbb{P}^n \) to give \( \mathbb{R}^n \) must be counterbalanced by the selection of a distinguished point in \( \mathbb{R}^n \) to obtain a duality for convex sets. We take this special point to be 0, and the projective duality of projectively convex sets is then closely related to polarity. (More precisely, this is polarity with respect to a sphere in the terminology of Fenchel [Fe2].)

The polar set \( C^\circ \) to a convex set \( C \) in \( \mathbb{R}^n \) is defined by

\[
C^\circ = \{ a \in (\mathbb{R}^n)^*: \langle a, x \rangle \leq 1 \text{ for all } x \in C \}.
\]

This definition makes sense for any convex set, and one always has \( 0 \in C^\circ \) and

\[
\text{Int}(C^\circ) = \{ a \in (\mathbb{R}^n)^*: \langle a, x \rangle < 1 \text{ for all } x \in C \}.
\]

Using this fact one can verify for convex sets that

\[
\text{Int}(\text{Int}(C)) = \text{Int}(C^\circ).
\]

The polarity relation involves a different correspondence between points in \( (\mathbb{P}^n)^* \) and hyperplanes in \( \mathbb{P}^n \) than the duality correspondence. It uses the \((n+1) \times (n+1)\) diagonal matrix

\[
S = \text{diag}(1, -1, \ldots, -1, \ldots, -1) = \\
\begin{bmatrix}
1 & -1 & \cdots & -1 \\
-1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & -1 \\
-1 & \cdots & -1 & -1
\end{bmatrix}
\]

which satisfies \( S^2 = I \). The polarity correspondence between points and hyperplanes is

\[
a \in (\mathbb{P}^n)^* \mapsto H^a_\circ \in \mathbb{P}H^n.
\]

Using the polarity correspondence applied to points \( a \in C^\circ \) we obtain

\[
a \in C^\circ \mapsto H^a_\circ = \{ [x]: x_0 = 0 \},
\]

and for \( a \neq 0 \) that

\[
a \in C^\circ \mapsto H^a_- = \{ [x]: 1 - \sum_{i=1}^n a_i x_i = 0 \}.
\]

The polarity relation for bounded convex sets \( C \) in \( \mathbb{R}^n \) coincides up to a sign with projective duality in the case that 0 is in the interior of \( C \).
Theorem 2.2. Let $C$ be an open bounded convex set in $\mathbb{R}^n$ containing $0$. The sets $C^d$ and $C^o$ viewed as subsets of $(\mathbb{R}^n)^*$ are related by

\begin{equation}
-C^d = \text{Int}(C^o) = \{a \in (\mathbb{R}^n)^*: \langle a, x \rangle < 1 \text{ for all } x \in C\}.
\end{equation}

Proof. By definition of $C^d$ viewed in $(\mathbb{R}^n)^*$ we have

\[-C^d = \left\{(-a_1, \ldots, -a_n): 1 + \sum_{i=1}^n a_i x_i \neq 0 \text{ for all } x \in C\right\}.
\]

We check that $-C^d \subseteq \text{Int}(C^o)$. Since $C$ is bounded the hyperplane at infinity is in $C^d$, which yields $0 \in -C^d$ viewed in $(\mathbb{R}^n)^*$. If $-a \in -C^d$ and $0 \in C$ the condition

\begin{equation}
1 + \sum_{i=1}^n a_i x_i \neq 0 \quad \text{for all } x \in C
\end{equation}

implies that

\[1 - \sum_{i=1}^n a_i x_i > 0 \quad \text{for all } x \in C.
\]

Hence $a \in \text{Int}(C^o)$.

Conversely if $a \in \text{Int}(C^o)$ then (2.13) holds so $1 - \sum_{i=0}^n a_i x_i \neq 0$ for all $x \in C$ and so $\text{Int}(C^o) \subseteq C^d$. □

The correspondence between polar sets and projectively dual convex sets breaks down if $0$ is not in $C$.

In the sequel we will use polarity only in the case that $C$ is a closed bounded polytope containing $0$ in its interior. In that case the following facts hold.

Theorem 2.3. Let $P$ be a closed bounded polytope containing $0$ in its interior and $P^o = P$. The polytope $P^o$ is combinatorially dual to $P$, i.e., its face lattice is dual to the face lattice of $P$. The points on the boundary $\partial P^o = P^o - \text{Int}(P^o)$ correspond to the supporting hyperplanes of $P$.

Proof. All statements except the last are proved in [SW, pp. 76–77]. The last fact follows by observing that $a \in \partial P^o \iff a \in P^o$ and there exists $x \in P$ with $\langle a, x \rangle = 1$. It is clear from the definition (2.6) that $H_a = \{x: \langle a, x \rangle = 1\}$ is a supporting hyperplane of $C$. □

D. Adjoint projective transformations and polarity. There is a relation between adjoint projective transformations and polarity formulated by V. Klee [K1]. We describe a version of it adapted to the projective duality correspondence and then state Klee’s version of it for the polarity correspondence.

Associate to each projective transformation $\Phi: P^o \to P^o$ defined by $\Phi([x]) = [Ax]$ its adjoint projective transformation $\Phi^A: (P^o)^* \to (P^o)^*$ defined by

\begin{equation}
\Phi^A([a]) = [aA].
\end{equation}
It is clear that

\[(2.15) \quad (\Phi^A)^d = \Phi.\]

The duality correspondence between points \(a\) in \((\mathbb{P}^n)^*\) and hyperplanes in \(\mathbb{P}^n\) is compatible with projective transformations in the following sense.

**Lemma 2.4.** Let \(\Phi([x]) = [Ax]\) be a projective transformation and \(\Phi^A\) its adjoint. Then the following diagram commutes:

\[
\begin{array}{ccc}
H^p_a & \xrightarrow{\Phi} & H^p_{aA^{-1}} \\
\downarrow d & & \downarrow d \\
[a] & \xrightarrow{\Phi^A} & aA^{-1}
\end{array}
\]

\[(2.16)\]

**Proof.** If \(\Phi([x]) = [Ax]\) then \(\Phi^{-1}([y]) = [A^{-1}y]\) hence

\[
\Phi(H^p_a) = \{\Phi([x]): \langle a, x \rangle = 0\} = \{y: \langle a, A^{-1}y \rangle = 0\} = \{y: \langle aA^{-1}, y \rangle = 0\} = H^p_{aA^{-1}}.
\]

Hence \(\Phi^d(aA^{-1}) = [(aA^{-1}), A] = [a]\). \(\Box\)

This result has an immediate consequence for projectively dual convex sets.

**Theorem 2.5.** Let \(C\) be an open, projectively convex set, and let \(\Phi: \mathbb{P}^n \to \mathbb{P}^n\) be a projective transformation. Then \(\Phi(C)\) is an open projectively convex set and

\[
(2.17) \quad \Phi^d(\Phi(C)^d) = C^d.
\]

This result asserts that the following diagram commutes in the sense given by (2.17), where the vertical arrows indicate projective duality for projectively convex sets

\[
\begin{array}{ccc}
C & \xrightarrow{\Phi} & \Phi(C) \\
\downarrow d & & \downarrow d \\
C^d & \xrightarrow{\Phi^d} & \Phi(C)^d
\end{array}
\]

**Proof.** Let \(a \in C^d\). Then \(H_a \cap \overline{C} = \emptyset\) so that \(H_a' = \Phi(H_a)\) has \(H_a' \cap \overline{\Phi(C)} = \emptyset\). Hence \(a' \in \Phi(C)^d\) and by (2.16) \(\Phi^d(a') = a\). Hence \(C^d \subseteq \Phi^d(\Phi(C)^d)\). If \(a' \in \Phi(C)^d\) then \(H_a' \subseteq \Phi(C) = \emptyset\) so \(H_a' \cap \overline{C} = \emptyset\) where \(H_a' = \Phi^{-1}(H_a)\). Thus \(a \in C^d\) and by (2.16) \(\Phi^d(a') = a\). So \(\Phi^d(\Phi(C)^d) \subseteq C^d\). \(\Box\)

There is a similar set of facts for projective transformations \(\Phi\) restricted to \(\mathbb{R}^n\), where duality is replaced by polarity. This is due to Klee [K1]. We must use a modified notion of adjoint because the polarity correspondence differs from the duality correspondence. We define the polar adjoint \(\Phi^{PA}: (\mathbb{P}^n)^* \to (\mathbb{P}^n)^*\) of a projective transformation \(\Phi([x]) = [Ax]\) by

\[
(2.18) \quad \Phi^{PA}([a]) = [aSAS],
\]
where \( S = \text{diag}(1, -1, -1, \ldots, -1) \). Viewing this in the affine space \( \mathbb{R}^n \) we consider 0 as a distinguished point and only consider projective transformations \( \Phi \) that do not send 0 to infinity. In this case the denominator of \( \Phi \) may be scaled (uniquely) to have the form \( 1 - \langle c, x \rangle \), and we may write \( \Phi(x) = [Ax] \), where

\[
A = \begin{bmatrix}
1 & -c \\
0 & A
\end{bmatrix}.
\]

Viewing this on \( \mathbb{R}^n \) we have

\[
\Phi(x) = \frac{Ax + b}{1 - \langle c, x \rangle} \quad \text{for} \quad x \in \mathbb{R}^n,
\]

and a simple computation gives

\[
\Phi^P(A)(a) = \frac{aA + c}{1 - \langle a, b \rangle} \quad \text{for} \quad a \in (\mathbb{R}^n)^*.
\]

Now define

\[
\text{domain(\( \Phi \))} = \{x \in \mathbb{R}^n : \langle c, x \rangle < 1\},
\]

\[
\text{range(\( \Phi \))} = \{y \in \mathbb{R}^n : y = \Phi(x), x \in \text{domain(\( \Phi \))}\}
\]

and similarly for \( \Phi^P \).

**Theorem 2.6.** If \( \Phi : \mathbb{R}^n \to \mathbb{R}^n \) and \( \Phi^A : (\mathbb{R}^n)^* \to (\mathbb{R}^n)^* \) are adjoint projective transformations, then

(i) For all \( x \in \text{domain(\( \Phi \))} \) and \( a \in \text{domain(\( \Phi^P \))} \)

\[
\langle a, \Phi(x) \rangle < 1 \iff \langle \Phi^P(a), x \rangle < 1.
\]

(ii) For each set \( W \subseteq \text{domain(\( \Phi \))} \)

\[
\Phi^P(\Phi(W)^\circ) \cap \text{domain(\( \Phi^P \))} = W^\circ \cap \text{range(\( \Phi^P \))}.
\]

**Proof.** This is [K1, Theorem 1]. \( \square \)

This theorem asserts that the following diagram commutes, where the mappings are all interpreted as set-to-set mappings.

\[
\begin{array}{ccc}
W & \xrightarrow{\Phi} & \Phi(W) \\
\downarrow & & \downarrow \\
W^\circ & \xleftarrow{\Phi^P} & \Phi^P(W)^\circ
\end{array}
\]

E. The left coset space \( GA(n, \mathbb{R}) \setminus GP(n, \mathbb{R}) \) and the dual projective space \( (\mathbb{P}^n)^* \).

There is a natural identification of the left coset space \( GA(n, \mathbb{R}) \setminus GP(n, \mathbb{R}) \) with the space \( \mathbb{P}H^n \) of hyperplanes in \( \mathbb{P}^n \). We regard affine space \( \mathbb{R}^n \) as embedded in projective space \( \mathbb{P}^n \) with the standard embedding. We define a mapping \( \eta_H : GP(n, \mathbb{R}) \to \mathbb{P}H^n \), which we call the hyperplane mapping, by

\[
\eta_H(\Phi) = H_\Phi \equiv \Phi^{-1}(H_\infty)
\]

where \( H_\infty \) is the projective hyperplane at infinity, i.e. \( \eta_H(\Phi) \) is the (projective) hyperplane mapped to infinity by \( \Phi \).
Theorem 2.7. For all affine transformations \( J \in GA(n, \mathbb{R}) \) and projective transformations \( \Phi \in GP(n, \mathbb{R}) \) the hyperplane mapping \( \eta_H \) satisfies

\[
(2.24) \quad \eta_H(J \circ \Phi) = \eta_H(\Phi).
\]

The quotient mapping \( \overline{\eta}_H : GA(n, \mathbb{R}) \setminus GP(n, \mathbb{R}) \to PH^n \) defined on the left coset space \( GA(n, \mathbb{R}) \setminus GP(n, \mathbb{R}) \) is one-to-one and onto.

Proof. The equality (2.24) is immediate since affine transformations leave the hyperplane at infinity fixed. This shows that \( \overline{\eta}_H \) is a well-defined mapping.

To see that \( \overline{\eta}_H \) is one-to-one, suppose that \( \Phi_1 \) and \( \Phi_2 \) map the same hyperplane to the hyperplane at infinity. Then \( \Phi_2^{-1} \circ \Phi_1 \) maps the hyperplane at infinity to itself, hence is an affine transformation, so \( \Phi_2 = J \circ \Phi_1 \) and \( [\Phi_1] = [\Phi_2] \). Since the group \( GP(n, \mathbb{R}) \) has a transitive action on hyperplanes, the mapping is onto.

In the sequel we use a coordinatized version of the hyperplane mapping \( \overline{\eta}_H \) in which \( PH^n \) is identified with \( (P^n)^* \) using the polarity correspondence (2.10). We denote the resulting map \( \overline{\eta}_{PH} : GA(n, \mathbb{R}) \setminus GP(n, \mathbb{R}) \to (P^n)^* \) and call it the polar hyperplane mapping. Theorem 2.7 implies that it is one-to-one and onto. If the projective transformation \( \Phi \) with domain \( \mathbb{R}^n \) is

\[
\Phi((x_1, \ldots, x_n)) = \left( \frac{a_{10} + (a_1, x)}{a_{00} + (a_0, x)}, \ldots, \frac{a_{n0} + (a_n, x)}{a_{00} + (a_0, x)} \right)
\]

then \( \overline{\eta}_{PH}(\Phi) \) is in the affine dual space \( (\mathbb{R}^n)^* \) if and only if \( a_{00} \neq 0 \), and in that case

\[
(2.25) \quad \overline{\eta}_{PH}([\Phi]) = -a_0/a_{00}.
\]

3. Projective centering and the projective Legendre transform coordinate mapping

Karmarkar [K] defined a notion of center of a set of linear program constraints \( H \) of a special form called canonical form, and proved that for any feasible point \( x \) there exists a suitable projective transformation \( \Phi \) of a special form such that \( \Phi(x) \) is the center of the transformed set of constraints \( \Phi(H) \). In problems in Karmarkar’s canonical form the polytope \( P_H \) of feasible solutions is always of lower dimension than the space it inhabits. In this section we derive analogues of Karmarkar’s concepts valid for linear program constraint sets in inequality form which have a bounded full-dimensional polytope of feasible solutions. We introduce appropriate notions of center and of admissible projective transformation valid for such linear programs. The notion of center we use coincides with the “analytical center” of Sonnevend [So1, So2].

We consider a set \( H \) of linear program constraints in \( \mathbb{R}^n \) in the inequality form:

\[
(3.1) \quad \langle a_j, x \rangle \geq b_j; \quad 1 \leq j \leq m.
\]
Throughout this section we assume that the polytope $P_H$ of feasible solutions is full-dimensional and bounded. The full-dimensional hypothesis is equivalent to the assertion that

$$ \text{Int}(P_H) = \{ x : \langle a_j, x \rangle > b_j \text{ for } 1 \leq j \leq m \} $$

is nonempty.

The center $x_H$ of $P_H$ is that point $x_H$ which minimizes

$$ f_H(x) = -\sum_{j=1}^{m} \log(\langle a_j, x \rangle - b_j) $$
on Int($P_H$), or equivalently, which maximizes

$$ \exp(-f_H(x)) = \prod_{j=1}^{m} (\langle a_j, x \rangle - b_j) $$
on this region. It is relatively easy to show that $f_H(x)$ is a concave function so that $x_H$ is unique if it exists, and that $x_H$ exists whenever $P_H$ is bounded. We define the Legendre transform coordinate mapping $\phi_H : \text{Int}(P_H) \rightarrow (\mathbb{R}^n)^*$ by

$$ \phi_H(x) = \nabla f_H(x) = -\sum_{j=1}^{m} \frac{a_j}{\langle a_j, x \rangle - b_j}.$$

The center $x_H$ is alternatively characterized as the unique point in $\text{Int}(P_H)$ such that

$$ \phi_H(x_H) = 0.$$

Part II shows that the center $x_H$ is an affine invariant in the sense that if $J : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is an invertible affine transformation then

$$ x_{J(H)} = J(x_H).$$

Here $J(H)$ is the set of constraints

$$ \langle a_j, J^{-1}(y) \rangle \geq b_j ; \quad 1 \leq j \leq m.$$

The center $x_H$ depends on the constraint set $H$; one can find constraint sets $H$ and $H'$ with $P_H = P_{H'}$ but $x_H \neq x_{H'}$.

We now study the effect that projective transformations have on moving the center. The concept of center is only defined for bounded polytopes $P$, so we only allow projective transformations $\Phi$ such that $\Phi(P)$ is a bounded polytope. We call such projective transformations (strictly) admissible for $P$, and denote the set of strictly admissible projective transformations for $P$ by $\text{Admiss}(P)$. (Note that $\text{Admiss}(P)$ depends only on the polytope $P$ and not on the constraints $H$ determining the polytope.) A projective transformation $\Phi$ is in $\text{Admiss}(P)$ if and only if $H_\Phi \cap P = \emptyset$ where $H_\Phi$ is the hyperplane mapped to infinity by $\Phi$. In §2E we showed that the hyperplane $H_\Phi$ is unaffected by a subsequent affine transformation, and that the hyperplane mapping
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\[ \eta_H : \mathbb{G}A(n, \mathbb{R}) \setminus \mathbb{G}P(n, \mathbb{R}) \to \mathbb{P}H^n \] with \( \eta_H([\Phi]) = H_\Phi \) is one-to-one and onto. Consequently we infer that for any bounded polytope \( P \) the set \( \text{Admiss}(P) \) is a union of left cosets in \( \mathbb{G}A(n, \mathbb{R}) \setminus \mathbb{G}P(n, \mathbb{R}) \).

Given a set of constraints \( H \), we say that an admissible projective transformation \( \Phi \) for \( P_H \) centers \( x \) for \( H \) if \( x \in \text{Int}(P_H) \) and \( \Phi(x) \) is the center of the set of constraints \( \Phi(H) \).

**Theorem 3.1.** Let \( H \) be a set of linear inequality constraints in \( \mathbb{R}^n \) having a bounded full-dimensional polytope of feasible solutions \( P_H \). For each \( x \in \text{Int}(P_H) \) there exists a projective transformation \( \Phi \in \text{Admiss}(P_H) \) that centers \( x \). The set of all projective transformations that center \( x \) is exactly the left coset

\[ [\Phi] = \{ J \circ \Phi : J \in \mathbb{G}A(n, \mathbb{R}) \} \]

in \( \mathbb{G}A(n, \mathbb{R}) \setminus \mathbb{G}P(n, \mathbb{R}) \).

This theorem provides a well-defined mapping

\[ \mu_H : \text{Int}(P_H) \to \mathbb{G}A(n, \mathbb{R}) \setminus \mathbb{G}P(n, \mathbb{R}) \]

which assigns to each point \( x \in \text{Int}(P_H) \) the coset \( [\Phi] \) in \( \mathbb{G}A(n, \mathbb{R}) \setminus \mathbb{G}P(n, \mathbb{R}) \) of projective transformations that center \( x \). The theorem asserts that this mapping is one-to-one. Its range is \( \mathbb{G}A(n, \mathbb{R}) \setminus \text{Admiss}(P_H) \), because every transformation in \( \text{Admiss}(P_H) \) gives an arrangement \( \Phi(H) \) having a center \( x_{\Phi(H)} \) and so centers \( \Phi^{-1}(x_{\Phi(H)}) \). By composing this with the polar hyperplane mapping\( \overline{\eta}_H \) we obtain a mapping.

\[ \Psi_H = \overline{\eta}_H \circ \mu_H : \text{Int}(P_H) \to \mathbb{P}H^n , \]

which we define to be the (abstract) projective Legendre transform coordinate mapping. We will later show this mapping "linearizes" \( P \)-trajectories. For explicit computations we use the related mapping obtained by identifying the space of hyperplanes of \( \mathbb{P}H^n \) with \( (\mathbb{P}^n)^* \) using the polarity correspondence and call this the projective Legendre transform coordinate mapping. It is

\[ \psi_H = \overline{\eta}_{PH} \circ \mu_H : \text{Int}(P_H) \to (\mathbb{P}^n)^* , \]

where \( \overline{\eta}_{PH} \) is the polar hyperplane mapping defined in §2E.

**Proof of Theorem 3.1.** Let \( x_0 \in \text{Int}(P_H) \) be given. Using the translation \( T(x) = x - x_0 \) we easily see that

\[ \Phi \text{ centers } x_0 \text{ for } H \Leftrightarrow \Phi \circ T^{-1} \text{ centers } 0 \text{ for } T(H) . \]

Thus it suffices to prove the theorem in the special case \( x_0 = 0 \). This is accomplished by the following lemma.

**Lemma 3.1.** Let \( H \) be a set of inequality constraints having a bounded polytope \( P_H \) of feasible solutions in \( \mathbb{R}^n \) which contains \( 0 \) in its interior. Then there exists a unique vector \( p \) in \( (\mathbb{R}^n)^* \) such that the projective transformation

\[ \Phi_p(x) = \frac{x}{1 - \langle p, x \rangle} \]
is in $\text{Admiss}(P_H)$ and centers 0 for $H$. The vector $-p$ is in the interior of the polar polytope $P_H^\circ$.

We defer the proof of the lemma and complete the proof of Theorem 3.1 assuming it is proved. The lemma proves the existence of a projective transformation $\Phi_p$ of the special form (3.9) that centers 0 for $H$. Since the center is an affine invariant every projective transformation in $\{ J \circ \Phi_p : J \in GA(n, \mathbb{R}) \}$ centers 0 for $H$. Now suppose that $\Phi_1$ centers 0 for $H$. Set

\begin{equation}
\Phi_2 = D \circ T \circ \Phi_1,
\end{equation}

where $T$ is the translation $T(y) = y - \Phi_1(0)$, and $D$ the linear transformation

\[ D(y) = [\nabla \Phi_1(0)]^{-1} y, \]

where

\[ \nabla \Phi_1(x) = \left[ \frac{\partial}{\partial x_i} \Phi_1(x)_j \right], \]

denotes the Jacobian of $\Phi_1$ at $x$. Then $\Phi_2(0) = 0$ and $\nabla \Phi_2(0) = I$, which forces the projective transformation $\Phi_2$ to have the form

\[ \Phi_2(x) = \frac{x}{1 - \langle q, x \rangle} \]

for some $q$. The uniqueness assertion of Lemma 3.1 then implies that $\Phi_2 = \Phi_p$ and (3.10) then shows $\Phi_1 \in \{ \Phi_p \}$, which completes the proof of Theorem 3.1.

It remains to prove Lemma 3.1. To do this, we first show that a projective transformation $\Phi_p \in \text{Admiss}(P_H)$ if and only if $p \in \text{Int}(P_H^\circ)$. Indeed we have $H_\Phi = \{ x : 1 - \langle p, x \rangle = 0 \}$ and the condition that $H_\Phi \cap P_H = \emptyset$ means that $1 - \langle p, x \rangle$ has a constant sign for all $x \in P_H$. Since $0 \in P_H$, this sign is positive, so that $\langle p, x \rangle < 1$ for all $x \in P_H$, which says that $p \in \text{Int}(P_H^\circ)$. Conversely, if $p \in \text{Int}(P_H)$ the reverse argument shows that $H_\Phi \cap P_H = \emptyset$.

Now suppose $H$ has the form $\langle a_j, x \rangle \geq b_j$; $1 \leq j \leq m$. The condition $0 \in \text{Int}(P_H)$ implies that

\begin{equation}
\langle a_j, x \rangle \geq b_j; \quad 1 \leq j \leq m.
\end{equation}

If $y = \Phi_p(x)$ then

\[ x = \Phi_p^{-1}(y) = \Phi_p^{-1}(0) = \frac{y}{1 + \langle p, y \rangle}. \]

The constraints of $\Phi_p(H)$ are then computed to be

\[ \langle a_j, \Phi_p^{-1}(y) \rangle \geq b_j; \quad 1 \leq j \leq m, \]

which are

\begin{equation}
\langle a_j - b_j p, y \rangle \geq b_j; \quad 1 \leq j \leq m.
\end{equation}
We have $\Phi_p(0) = 0$, and we use the fact that for $\Phi_p \in \text{Admiss}(P_H)$ the condition that 0 is the center of $\tilde{H} = \Phi_p(H)$ is that $\phi_{\tilde{H}}(0) = 0$, where
\begin{equation}
\phi_{\tilde{H}}(y) = -\sum_{j=1}^{m} \frac{a_j - b_j p}{(a_j - b_j p, y) - b_j}
\end{equation}
is the Legendre transform coordinate mapping for $\tilde{H}$. Now (3.13) gives
\begin{equation}
\phi_{\tilde{H}}(0) = -mp + \sum_{j=1}^{m} \frac{1}{b_j} a_j.
\end{equation}
The condition (3.11) guarantees that all $b_j$ are invertible. This equation shows that there is at most one vector $p$ making $\phi_{\tilde{H}}(0) = 0$, which is
\begin{equation}
p = \frac{1}{m} \sum_{j=1}^{m} \frac{1}{b_j} a_j.
\end{equation}
To prove existence we must check that $\Phi_p \in \text{Admiss}(P_H)$ for $p$ satisfying (3.15). We first show that
\begin{equation}
1 - (p, x) \geq 0, \quad \text{all } x \in P_H.
\end{equation}
Indeed
\begin{equation}
1 - (p, x) = 1 - \frac{1}{m} \sum_{j=1}^{m} \frac{1}{b_j} (a_j, x).
\end{equation}
Now if $x \in P_H$ then $(a_j, x) \geq b_j$ so the last equality implies (3.16) holds. Next we claim that
\begin{equation}
1 - (p, x) > 0 \quad \text{for all } x \in P_H,
\end{equation}
i.e. at least one $(a_j, x) > b_j$ holds if $x \in P_H$. Suppose not. Then since $\text{Int}(P_H)$ is nonempty, $P_H$ contains two points $x_0$ and $x_1$, with all $(a_j, x_i) = b_j$ for $i = 1, 2$, so that $P_H$ contains the unbounded ray $\{x_0 + \lambda (x_1 - x_0): \lambda \geq 0\}$, a contradiction. This proves (3.17) holds, so $\Phi_p$ is admissible for $p$. This proves the existence of $p$, and it is unique by (3.15). Lemma 3.1 is proved. \(\Box\)

The proof of Theorem 3.1 gives an algorithm which when given a set of constraints $H$ and a point $x \in \text{Int}(P_H)$ finds a projective transformation $\Phi$ that centers $x$ for $H$. Simply translate $x$ to 0 and find $\Phi_p$ of Lemma 3.1 using the formula (3.15).

We use this procedure to compute an explicit formula for the projective Legendre transform coordinate mapping $\psi_H$.

**Theorem 3.2.** Let $H$ be the set of constraints
\[ (a_j, x) \geq b_j; \quad 1 \leq j \leq m, \]
such that its polytope $P_H$ of feasible solutions in $\mathbb{R}^n$ is bounded with $0 \in \text{Int}(P_H)$. The projective Legendre transform mapping $\psi_H: \text{Int} P_H \to (\mathbb{P}^n)^*$ is given by
\begin{equation}
\psi_H(x) = \frac{\phi_H(x)}{m + (\phi_H(x), x)}
\end{equation}
where

$$\phi_H(x) = -\sum_{j=1}^{m} \frac{a_j}{\langle a_j, x \rangle - b_j}$$

is the Legendre transform coordinate mapping. The mapping $\psi_H$ is a one-to-one mapping with range $\text{Int}(P_H^c)$ where $P_H^c$ is the polytope polar to $P_H$.

**Proof.** Suppose $x_0 \in \text{Int}(P_H)$ is given, and we wish to compute $\psi_H(x_0)$. First, translate $x_0$ to the origin $0$ using $y = T(x) = x - x_0$. The new constraints $H = T(H)$ are given by

$$\langle a_j, T^{-1}(y) \rangle \geq b_j; \quad 1 \leq j \leq m,$$

which are

$$\langle a_j, y \rangle \geq b_j - \langle a_j, x_0 \rangle.$$  

The proof of Lemma 3.1 showed that the point $0$ is centered for $H$ by

$$\Phi_p(y) = \frac{y}{1 - \langle p, y \rangle}$$

with

$$p = \frac{1}{m} \sum_{j=1}^{m} \frac{1}{b_j - \langle a_j, x_0 \rangle} a_j$$

using (3.15). Note that

$$\phi_H(x) = \frac{1}{m} \phi_H(x_0),$$

where $\phi_H(x)$ is the Legendre transform coordinate map (3.19). Now $\Phi = \Phi_p \circ T$ centers $x_0$ for $H$, and

$$\Phi(x) = \frac{x - x_0}{1 - \langle p, x - x_0 \rangle}.$$  

We have

$$H_\Phi = \{x: 1 - \langle p, x - x_0 \rangle = 0\},$$

and using (3.21) we find that

$$H_\Phi = \left\{ x: 1 - \frac{1}{m} \langle \phi_H(x_0), x \rangle = 0 \right\}.$$  

By definition of the polarity correspondence the projective Legendre transform mapping $\psi_H(x_0)$ satisfies

$$H_\Phi = \{x: 1 - \langle \psi_H(x_0), x \rangle = 0\},$$

so that

$$\psi_H(x) = \frac{\phi_H(x_0)}{m + \langle \phi_H(x_0), x_0 \rangle}$$

which is (3.18).
Theorem 3.1 implies that the projective Legendre transform mapping \( \psi_H \) is a one-to-one mapping onto its range. This range is contained in \( \text{Int}(P_H^0) \) because under the polarity mapping it corresponds to hyperplanes \( H \) with \( H \cap P_H = \emptyset \), and all admissible projective transformations \( \Phi \) have \( H_\Phi \) with this property. The range contains \( \text{Int}(P_H^0) \) because every hyperplane \( H \) with \( H \cap P_H \neq \emptyset \) is the hyperplane sent to infinity for some projective transformation \( \Phi \), and since \( \Phi(P_H^0) \) is bounded it has a center \( x_{\Phi(H)} \) and \( \Phi \) centers \( \Phi^{-1}(x_{\Phi(H)}) \) for \( H \). Hence the range is \( \text{Int}(P_H^0) \). \( \square \)

It is possible to extend the results of this section to all sets of linear program constraints having a bounded polytope of feasible solutions of arbitrary codimension in the coordinate space. The definition of center used in this case is the one in part II. A projective transformation \( \Phi \) is admissible if it is invertible on the flat \( MP_H \) determined by \( P_H \) and if \( H_\Phi \cap P_H = \emptyset \). Let \( D_H \) denote the feasible direction subspace for \( H \), which is the subspace of \( \mathbb{R}^n \) parallel to \( MP_H \). The appropriate image space of the projective Legendre transformation mapping \( \psi_H \) in this case is the projective completion of the affine space \( (\mathbb{R}^n)^*/D_H^P \). We omit further details.

4. ADJOINT PROJECTIVE TRANSFORMATIONS AND THE PROJECTIVE LEGENDRE TRANSFORM COORDINATE MAPPING

This section shows that the projective Legendre transform mappings are compatible with projective transformations \( \Phi \) and polar adjoint transformations \( \Phi^{PA} \).

**Theorem 4.1.** Let \( H \) be a set of constraints having a bounded nonempty polytope \( P_H \) of feasible solutions in \( \mathbb{R}^n \) such that \( 0 \) is in \( \text{Int}(P_H^0) \). Let \( \Phi \in \text{Admiss}(P_H) \) be such that \( 0 \) is in \( \text{Int}(P_{\Phi(H)}) \). Then all maps in the following diagram are one-to-one and onto and the diagram commutes.

\[
\begin{array}{ccc}
\text{Int}(P_H^0) & \xrightarrow{\Phi} & \text{Int}(P_{\Phi(H)}) \\
\psi_H \downarrow & & \downarrow \psi_{\Phi,H} \\
\text{Int}(P_H^0) & \xrightarrow{\Phi^{PA}} & \text{Int}(P_{\Phi(H)})
\end{array}
\]

Here \( \psi_H \) and \( \psi_{\Phi(H)} \) are projective Legendre transform maps and \( \Phi^{PA} \) is the polar adjoint map to \( \Phi \).

Theorem 4.1 can be viewed as an extension of Klee's adjoint projective mapping correspondence. The hypotheses that \( 0 \in \text{Int}(P_H) \) and \( 0 \in \text{Int}(P_{\Phi(H)}) \) seem restrictive but are not; they arise from the use of the polarity correspondence. It is possible to prove a coordinate-free version of this theorem valid for all admissible projective transformations, which yields

\[
\begin{array}{ccc}
\text{Int}(P_H^0) & \xrightarrow{\Phi} & \text{Int}(P_{\Phi(H)}) \\
\psi_H \downarrow & & \downarrow \psi_{\Phi,H} \\
\text{Int}(P_H^0) & \xrightarrow{\Phi^{d}} & \text{Int}(P_{\Phi(H)})
\end{array}
\]
Proof of Theorem 4.1. Under the hypotheses the mappings $\psi_H$, $\psi_{\Phi(H)}$ are one-to-one and onto by Theorem 3.2, while $\Phi$ and $\Phi^P_A$ are one-to-one and onto by Theorem 2.6. So we need only verify the commutativity property (4.1) which is:

\begin{equation}
\psi_H(x) = \Phi^P_A \circ \psi_{\Phi(H)} \circ \Phi(x), \quad x \in \text{Int}(P_H).
\end{equation}

We first reduce this problem to simpler special cases. Any projective transformation $\Phi$ which does not send $0$ to infinity has a representation of the hyperplane $H_\Phi$ it sends to infinity as

$$H_\Phi = \{x: 1 - \langle p, x \rangle = 0\}$$

for a unique $p$. Any such $\Phi$ has a decomposition $\Phi = \Phi_3 \circ \Phi_2 \circ \Phi_1$ where

$$\Phi_1(x) = \frac{x}{1 - \langle p, x \rangle} \quad \text{and} \quad \Phi_2(x) = Ax$$

is an invertible linear transformation with $A = \nabla \Phi(0)$, and $\Phi_3(x) = x + x_0$ is a translation with $x_0 = \Phi(0)$. (This decomposition is unique.)

It suffices to prove the theorem for $\Phi_1$, $\Phi_3$ and $\Phi_3$ separately, because if the hypotheses of the theorem hold for $(\Phi, H)$ then they also hold for $(\Phi_1, H)$, $(\Phi_2, \Phi_1(H))$ and $(\Phi_3, \Phi_2 \circ \Phi_1(H))$. To see this, suppose that $\Phi \in \text{Admiss}(P_H)$ and $0 \in \text{Int}(P_H)$. Since $\Phi_2$, $\Phi_3$ are affine, $[\Phi] = [\Phi_1]$ in $GA(n, R) \setminus GP(n, R)$ so that $\Phi_1 \in \text{Admiss}(P_H)$ and $P_{\Phi_1(H)}$ is bounded. Then since $\Phi_2$, $\Phi_3$ are affine they are admissible for any bounded polytope, and $\Phi_2 \circ \Phi_1(H)$ is bounded. Finally since $\Phi_1(0) = 0$, $\Phi_2(0) = 0$ the hypotheses that $0 \in \text{Int}(P_{\Phi_1(H)})$ and $0 \in \text{Int}(P_{\Phi_2 \circ \Phi_1(H)})$ both hold.

We suppose that the constraints $H$ are $\langle a_j, x_j \rangle \geq b_j, \ 1 \leq j \leq m$.

Case 1. $\Phi(x) = x/(1 - \langle p, x \rangle)$. In this case, using (2.19) we have

\begin{equation}
\Phi^P_A(u) = u + p.
\end{equation}

Let $w \in \text{Int}(P_H)$ be given. Then

\begin{equation}
\hat{w} \equiv \psi_H(w) = \frac{\phi_H(w)}{m + \langle \phi_H(w), w \rangle}
\end{equation}

where $\phi_H(\cdot)$ is the Legendre transform coordinate map for $H$, i.e.

\begin{equation}
\phi_H(w) = -\sum_{j=1}^m \frac{a_j}{\langle a_j, w \rangle - b_j}.
\end{equation}

We begin computing $\Phi^P_A = \psi_{\Phi(H)} \circ \Phi(w)$ with

\begin{equation}
y = \Phi(w) = \frac{w}{1 - \langle p, w \rangle}.
\end{equation}

Next, letting $\hat{y} = \Phi(H)$, we have

\begin{equation}
\hat{y} \equiv \psi_H(y) = \frac{\phi_H(y)}{m + \langle \phi_H(y), y \rangle}.
\end{equation}
To compute \( \phi_H \) we note that the constraints \( \Phi(H) \) are
\[
\langle a_j - b_j p, y \rangle - b_j \geq 0; \quad 1 \leq j \leq m,
\]
as computed in Lemma 3.1, cf. (3.12). Hence
\[
\phi_H(y) = -\sum_{j=1}^{m} \frac{a_j - b_j p}{\langle a_j - b_j p, y \rangle - b_j}.
\]
Using (4.8) we have
\[
m + \langle \phi_H(y), y \rangle = m - \sum_{j=1}^{m} \frac{\langle a_j - b_j p, y \rangle}{\langle a_j - b_j p, y \rangle - b_j}
\]
Substituting the last two equations into (4.8) gives
\[
\hat{y} = \frac{\sum_{j=1}^{m} \frac{a_j - b_j p}{\langle a_j - b_j p, y \rangle - b_j}}{\sum_{j=1}^{m} \frac{b_j}{\langle a_j - b_j p, y \rangle - b_j}}.
\]
Now using (4.4) we have
\[
\hat{w} \equiv \Phi^{PA} \circ \psi_{\Phi(H)} \circ \Phi(w) = \Phi^{PA}(\hat{y}) = \hat{y} + p,
\]
and using (4.9) for \( \hat{y} \) gives
\[
\hat{w} = \frac{\sum_{j=1}^{m} \frac{a_j}{\langle a_j - b_j p, y \rangle - b_j}}{\sum_{j=1}^{m} \frac{b_j}{\langle a_j - b_j p, y \rangle - b_j}}.
\]
Now we substitute (4.7) into this expression and clear the denominator \( 1 - \langle p, w \rangle \) to get
\[
\hat{w} = \frac{\sum_{j=1}^{m} \frac{a_j(1 - \langle p, w \rangle)}{\langle a_j - b_j p, w \rangle - b_j(1 - \langle p, w \rangle)}}{\sum_{j=1}^{m} \frac{b_j(1 - \langle p, w \rangle)}{\langle a_j - b_j p, w \rangle - b_j(1 - \langle p, w \rangle)}} = \frac{\sum_{j=1}^{m} \frac{a_j}{\langle a_j, w \rangle - b_j}}{\sum_{j=1}^{m} \frac{b_j}{\langle a_j, w \rangle - b_j}},
\]
after cancelling \( 1 - \langle p, w \rangle \) from numerator and denominator. The numerator in (4.10) is \( -\phi_H(w) \) by (4.6) and the denominator is
\[
\sum_{j=1}^{m} \frac{b_j}{\langle a_j, w \rangle - b_j} = -m + \sum_{j=1}^{m} \frac{\langle a_j, w \rangle}{\langle a_j, w \rangle - b_j} = -m + \langle \phi_H(w), w \rangle.
\]
Hence
\[
\hat{w} = \frac{\phi_H(w)}{m + \langle \phi_H(w), w \rangle},
\]
which agrees with (4.5) and completes Case 1.
Case 2. \( \Phi(x) = Ax \). In this case (2.19) gives \( \Phi^{PA}(u) = A^T u \). Now given \( w \in \text{Int}(P_H) \) we have

\[
\hat{w} = \psi_H(w) = \frac{\phi_H(w)}{m + \langle \phi_H(w), w \rangle}.
\]

where

\[
\phi_H(w) = -\sum_{j=1}^{m} \frac{a_j}{(a_j, w) - b_j}.
\]

If \( \hat{H} = \Phi(H) \) then the constraints of \( \hat{H} \) are easily calculated to be

\[
\langle (A^{-1})^T a_j, y \rangle \geq b_j.
\]

Hence

\[
\phi_{\hat{H}}(y) = -\sum_{j=1}^{m} \frac{(A^{-1})^T a_j}{((A^{-1})^T a_j, y) - b_j}.
\]

Now taking \( y = \Phi(w) = Aw \) yields

\[
\phi_{\hat{H}}(y) = (A^{-1})^T \phi_H(w)
\]

by comparison with (4.12). Hence

\[
m + \langle \phi_{\hat{H}}(y), y \rangle = m + \langle (A^{-1})^T \phi_H(w), Aw \rangle
\]

\[
= m + \langle \phi_H(w), w \rangle.
\]

Thus

\[
\hat{w} = \Phi^{PA} \circ \psi_H \circ \Phi(w)
\]

\[
= A^T \left( \frac{\phi_H(y)}{m + \langle \phi_H(y), y \rangle} \right)
\]

\[
= \frac{\phi_H(w)}{m + \langle \phi_H(w), w \rangle},
\]

after using (4.14) and (4.15). This agrees with (4.11) and finishes Case 2.

Case 3. \( \Phi(x) = x + p \). In this case (2.19) gives

\[
\Phi^{PA}(u) = \frac{u}{1 - \langle u, p \rangle}.
\]

By definition

\[
\hat{w} = \psi_H(w) = \frac{\phi_H(w)}{m + \langle \phi_H(w), w \rangle}
\]

The constraints \( \hat{H} = \Phi(H) \) are easily computed to be

\[
\langle a_j, y \rangle \geq b_j + \langle a_j, p \rangle; \quad 1 \leq j \leq m.
\]
so that
\[ \phi_H(y) = -\sum_{j=1}^{m} \frac{a_j}{\langle a_j, y \rangle - (b_j + \langle a_j, p \rangle)}. \]

Now choose \( y = \Phi(w) = w + p \) and the last equation gives
\[ (4.17) \quad \phi_H(y) = \phi_H(w). \]

Then
\[ \hat{y} = \psi_H(y) = \frac{\phi_H(w)}{m + \langle \phi_H(w), w + p \rangle}. \]

Hence
\[ \hat{w} = \Phi^A \circ \psi_H \circ \Phi(w) = \Phi^A(\hat{y}) = \frac{\hat{y}}{1 - \langle \hat{y}, p \rangle} \]
\[ = \frac{\phi_H(w)}{(m + \langle \phi_H(w), w + p \rangle) - \langle \phi_H(w), p \rangle} = \frac{\phi_H(w)}{m + \langle \phi_H(w), w \rangle} \]
which agrees with (4.16) and finishes Case 3 and the proof.  □

5. Projective scaling direction field for full-dimensional linear programs

Karmarkar defined the projective scaling algorithm for linear programs of a special form we call canonical form. Canonical form linear programs always have a bounded polytope of feasible solutions and since they contain equality constraints, this polytope is not of full dimension. This section defines the projective scaling direction field for a linear program in \( \mathbb{R}^n \) given in inequality form:

\[ (5.1) \begin{cases} \text{minimize} & \langle c, x \rangle - c_0 \\ \langle a_j, x \rangle & \geq b_j; \quad 1 \leq j \leq m, \end{cases} \]

whose polytope \( P_H \) of feasible solutions is full-dimensional and bounded.

There are two equivalent ways to define the projective scaling direction field for such a problem. The first definition is to find an injective affine transformation \( J: \mathbb{R}^n \to \mathbb{R}^m \) that maps the inequality form linear program into a canonical form linear program in \( \mathbb{R}^m \), and then to pull back the direction specified by the projective scaling vector field for this problem using \( J^{-1} \). One can check that this direction field is well defined independent of the choice of \( J \), see part II. A suitable choice for \( J \) is the mapping \( y = J(x) \) defined by

\[ y_j = \frac{\langle a_j, x \rangle - b_j}{\langle a_j, x_H \rangle - b_j}; \quad 1 \leq j \leq m, \]

where \( x_H \) is the center of \( H \).

The second definition uses the notion of centering. Given \( x_0 \in \mathrm{Int}(P_H) \) we choose a projective transformation \( \Phi \) with \( \Phi(x_0) = 0 \) such that 0 is the center of the transformed linear program's constraints. The transformed linear program has constraints \( \hat{H} = \Phi(H) \) and the objective function \( \langle \hat{c}, x \rangle - \hat{c}_0 \) where
\( \Phi(H_{\text{opt}}) = \{ x : \langle \tilde{c}, x \rangle = \tilde{c}_0 \} \) is the transformed optimal solution hyperplane, with sign chosen so that \(-\tilde{c}_0 > 0\). Then the \textit{projective scaling direction} is the ray
\[
(5.3) \quad [v_p(x; c, H)] = \{ \lambda \tilde{v}_p(x; c, H) : \lambda > 0 \}
\]
in the direction of the vector
\[
(5.4) \quad \tilde{v}_p(x; c, H) = -\langle \Phi^{-1} \rangle_{*}((\nabla \phi_H(0))^{-1} \tilde{c}.
\]
Here \( \tilde{c} \) is the transformed objective function direction, \( \nabla \phi_H(x) \) is the Jacobian of the Legendre transform mapping \( \phi_H \). It can be checked that the direction field \([v_p(x; c, H)]\) is well defined independent of the choice of centering transformation \( \Phi \), although the vector \( v_p(x; c, H) \) is only well defined up to multiplication by a positive constant, see [BL].

The paper [BL] shows that these two definitions give the same direction field. That paper also shows that there is a natural definition of a projective scaling vector field, provided that one treats projective transformations algebraically as members of the general linear group \( GL(n + 1, \mathbb{R}) \).

Projective scaling trajectories are the curves obtained by following the projective scaling direction field. We consider them as having a \textit{directional orientation} in the direction of the direction field. The \textit{central P-trajectory} \( T_p(c, H) \) is the \( P \)-trajectory through the center \( x_H \) of \( P_H \).

**Theorem 5.1.** Suppose given an inequality form linear program (5.1) having a bounded polytope \( P_H \) of feasible solutions with nonempty interior. Any admissible projective transformation for \( P_H \) maps \( P \)-trajectories into \( P \)-trajectories of the transformed linear program. The central \( P \)-trajectory \( T_p(c, H) \) coincides with the central \( A \)-trajectory, and is given by
\[
(5.5) \quad T_p(c, H) = \{ x \in \text{Int}(P_H) : \phi_H(x) = tc \text{ for } t \in \mathbb{R} \}.
\]

**Proof.** Using the first definition, the invariance under projective transformations is proved in part I, Corollary 5.1. Using the centering definition, this invariance is proved in [BL, Theorem 2.5].

The central \( P \)-trajectory and central \( A \)-trajectory coincide for canonical form linear programs by part II, Theorem 6.1. The central \( P \)-trajectory and central \( A \)-trajectory for full-dimensional linear programs (5.1) are both defined (using the first definition) by pulling back by an affine transformation from a canonical form problem, as they are identical. By part II, Theorem 8.1 the central \( A \)-trajectory is
\[
T_A(c, H) = \{ x \in \text{Int}(P_H) : \phi_H(x) = tc \text{ for } t \in \mathbb{R} \}
\]
so (5.5) follows. \( \Box \)

6. **Projective Legendre transform coordinates**

**linearize P-trajectories**

This section considers linear programs in \( \mathbb{R}^n \) given in inequality form:
\[
(5.1) \quad \begin{cases} \text{minimize } \langle c, x \rangle - c_0 \\ \langle a_j, x \rangle \geq b_j ; \quad 1 \leq j \leq m, \end{cases}
\]
whose objective function \( \langle c, x \rangle - c_0 \) is normalized to have optimal value zero. It shows that the projective Legendre transform coordinate mapping lineairizes \( P \)-trajectories. We prove an “affine” version of this result using the polarity correspondence. There is an equivalent coordinate-free “projective” version of the result which we omit.

**Theorem 6.1.** Suppose given a linear program in \( \mathbb{R}^n \) in the inequality form (6.1) such that \( P_H \) is bounded and \( 0 \in \text{Int}(P_H) \). Then the projective Legendre transform mapping maps the \( P \)-trajectory through \( x_0 \in \text{Int}(P_H) \) onto the straight line segment in \( \text{Int}(P_H^\circ) \) passing through the two points \( \psi_H(x_0) \) and \( -c/c_0 \), where the point \(-c/c_0\) corresponds under polarity to the optimal objective function hyperplane \( H_{\text{opt}} = \{ x : \langle c, x \rangle = c_0 \} \).

**Proof.** We first prove the result in the special case that \( x_0 = 0 \) and \( 0 \) is the center of \( P_H \). By Theorem 5.1 the central \( P \)-trajectory is

\[
T_p(c, H) = \{ x \in \text{Int}(P_H) : \phi_H(x) = tc \text{ for } t \in \mathbb{R} \}.
\]

Since the projective Legendre transform mapping

\[
\psi_H(x) = \frac{\phi_H(x)}{m + \langle \phi_H(x), x \rangle}
\]

is a scaled version of \( \phi_H(x) \) one has

\[
x \in T_p(c, H) \iff \psi_H(x) = t'c \quad \text{for some } t' \in \mathbb{R}.
\]

Also \( \psi_H(0) = 0 \) and \(-c/c_0\) are on this line, and determine it. This proves the special case.

To prove the general case, observe that there exists a projective transformation \( \Phi \) with \( \Phi(x_0) = 0 \) such that \( \Phi \) centers \( x_0 \). Theorem 4.1 then gives the following commutative diagram.

\[
\begin{array}{ccc}
\text{Int}(P_H) & \xrightarrow{\Phi} & \text{Int}(P_H^\circ) \\
\psi_H \downarrow & & \downarrow \psi_{\Phi(H)} \\
\text{Int}(P_H) & \xleftarrow{\Phi^*} & \text{Int}(P_H^\circ).
\end{array}
\]

By Theorem 5.1 the \( P \)-trajectory \( T_p(x_0; c, H) \) is mapped by \( \Phi \) to the \( P \)-trajectory \( T_p(0; \hat{c}, \Phi(H)) \), where \( \Phi(H_{\text{opt}}) = \{ y : \langle \hat{c}, y \rangle = \hat{c}_0 \} \), and \(-\hat{c}_0 > 0 \). By the already proved special case this \( P \)-trajectory is mapped by \( \psi_{\Phi(H)} \) to the segment of the straight line determined by \( \psi_{\Phi(H)}(0) \) and \(-\hat{c}/\hat{c}_0\) lying in \( \text{Int}(P_H) \). The projective mapping \( \Phi^* \) maps this segment of a straight line to a segment of a straight line in \( \text{Int}(P_H^\circ) \), containing \( \psi_H(x_0) \). Finally \(-c/c_0\) is a distinct point on this line because \( \Phi^*(-\hat{c}/\hat{c}_0) = -c/c_0 \), using Theorem 2.6. The general case follows. \( \Box \)

The Legendre transform mapping thus maps the set of \( P \)-trajectories for the normalized objective function \( \langle c, x \rangle - c_0 \) to the complete set of line segments in \( \text{Int}(P_H^\circ) \) passing through the point \(-c/c_0\). The point \( c/c_0 \) is a boundary point of \( P_H^\circ \) because \( H_{\text{opt}} \) is tangent to \( P_H \). (See Figure 1.2.)
Part I observed that the projective scaling vector field and \( P \)-trajectories can also be defined for some objective functions that are not normalized. The corresponding full-dimensional version of this definition is to select a particular objective function hyperplane \( \hat{H} = \{ x : \langle e, x \rangle = c_1 \} \) and treat it as “fixed”. Then the projective scaling direction field \( [v_p(x, \hat{H}, H)] \) attached to \( \hat{H} \) is defined at \( x_0 \) by first picking a projective transformation \( \Phi \) that centers \( x_0 \) at 0, next defining \( c \) by \( \Phi(x_0) = \{ x : \langle e, x \rangle = c \} \) with \(-c > 0\) and then setting

\[
v_p(x, \hat{H}, H) = -((\Phi^{-1})^\top (\nabla \phi_H(0))^{-1})\hat{c}.
\]

It can then be shown that under the projective Legendre transform mapping \( \psi_H \), the set of associated \( P \)-trajectories are mapped into the set of straight line segments in \( \text{Int}(P^0_H) \), whose continuation as a straight line contains the point \(-c/c_1\) which corresponds under polarity to the hyperplane \( \hat{H} \). The point \(-c/c_1\) can be either inside or outside \( P^0_H \). The \( P \)-trajectories attached to \( \hat{H} \) have a directional orientation, as follows. If \( c_1 < 0 \) then the \( P \)-trajectories in projective Legendre transform coordinates all point toward \(-c/c_1\) and run towards it as \( t \to \infty \), and if \( c_1 > 0 \) then they point away from \(-c/c_1\) and run away from it as \( t \to \infty \). In particular if \(-c/c_1 \in \text{Int}(P^0_H)\) then \( \psi_H^{-1}(-c/c_1) \) is an attractive fixed point (a “sink”) of the projective scaling vector field if \( c_1 < 0 \) and is a repulsive fixed point (a “source”) if \( c_1 > 0 \).

With further analysis one can use Theorem 6.2 to show that the \( P \)-trajectories for a linear program (6.1) with a normalized objective function viewed in Legendre transform coordinates \( \phi_H(x) \) become asymptotically parallel to the central \( P \)-trajectory \( \{ tc : -\infty < t < \infty \} \) as \( t \to \infty \).

7. HILBERT GEOMETRY

In studying the foundations of geometry, Hilbert posed the question of finding all metrics \( d(\cdot, \cdot) \) defined on subsets of \( \mathbb{P}^n \) such that straight line segments give the shortest distance between two points, which is the fourth of his well-known problems [H2]. He had earlier defined a set of metrics, the Hilbert metrics, having this property, [H1, H3, Appendix I]. Let \( C \) be a closed convex body on \( \mathbb{R}^n \). The Hilbert metric \( d_c \) is defined on \( \text{Int}(C) \) by

\[
d_c(x_1, x_2) = \log \left( \frac{\|y_1 - x_2\|}{\|y_1 - x_1\|} \cdot \frac{\|y_2 - x_1\|}{\|y_2 - x_2\|} \right)
\]

where \( y_1, y_2 \) are the boundary points of the line segment in \( C \) defined by \( x_1, x_2 \), ordered so that \( (y_1, x_1, x_2, y_2) \) are in order on the line segment, and \( \| \cdot \| \) is the Euclidean norm. (See Figure 7.1.) The quantity inside the logarithm is the cross-ratio of the points \( (y_1, x_1, x_2, y_2) \).

It can be shown that \( d_c \) is a metric and that it is invariant under projective transformation \( \Phi \) in the sense that

\[
d_c(x_1, x_2) = d_{\Phi(C)}(\Phi(x_1), \Phi(x_2)) ; \quad x_1, x_2 \in C,
\]
provided $\Phi(C)$ is bounded. A curve is a chord or an extremal if that part of it between any two points $x_1$ and $x_2$ on it is a curve of shortest distance between $x_1$ and $x_2$. If there is a unique extremal connecting $x_1$ and $x_2$, it is called a geodesic. Straight line segments in $\text{Int}(C)$ are chords for the Hilbert metric. If $C$ is strictly convex, then all such straight line segments are geodesics. If $C$ is a polytope, then extremals are not always unique, so that geodesics are not defined. Busemann [Bu1, BP] has shown that one can sometimes obtain reasonable geometries, which he calls chord geometries, by treating a subset of the extremals as “geodesics”, calling them distinguished chords. In particular, when $C$ is a polytope, taking the set of straight line segments in $\text{Int}(C)$ as distinguished chords gives a chord geometry in Busemann’s sense. Hilbert geometry is the geometry on $\text{Int}(C)$ induced by the Hilbert metric with straight line segments taken as distinguished chords. Hilbert geometry is complete in the sense that distinguished chords are of infinite length in any direction in the Hilbert metric.

The Hilbert metric behaves in many aspects like a metric of constant negative curvature. In fact if $C$ is an ellipsoid then the Hilbert metric gives the usual hyperbolic metric and geometry on the interior of the ellipsoid. Hilbert geometry has constant negative curvature in the sense of Berwald (see [Bu2, p. 139]).

The projective Legendre transform coordinate mapping yields a natural interpretation of the complete set $P$-trajectories (for all objective functions) as the set of distinguished chords of a metric $d_H(\cdot, \cdot) : \text{Int}(P_H) \times \text{Int}(P_H) \to \mathbb{R}$. This metric is the pullback under $\psi_H^{-1}$ of the Hilbert metric on the interior of the dual polytope $\text{Int}(P_H^d)$, i.e.

$$(7.3) \quad d_H(x_1, x_2) \equiv d_{P_H^d}(\psi_H(x_1), \psi_H(x_2)).$$

We have the following result.

**Theorem 7.1.** Given a set $H$ of inequality constraints on $\mathbb{R}^n$:

$$\langle a_j, x \rangle \geq b_j; \quad 1 \leq j \leq m,$$
such that \( P_H \) is bounded with nonempty interior. The \( P \)-trajectories for all objective functions make up a complete set of distinguished chords for the metric \( d_H \) on \( \text{Int}(P_H) \). If \( \Phi \) is an admissible projective transformation for \( H \) then
\[
d_H(x_1, x_2) = d_{\Phi(H)}(\Phi(x_1), \Phi(x_2)).
\]

**Proof.** This is an immediate consequence of Theorem 6.1. \( \square \)

\( P \)-trajectories can equally well be interpreted as “geodesics” of a projectively invariant metric obtained as the pullback of any projectively invariant metric on \( P^d_H \) such that straight line segments are chords. Any such metric provides a projective invariant for measuring the progress of interior-point linear programming algorithms. The Hilbert metric may possibly be useful in obtaining improved running time bounds for Karmarkar's algorithm.

8. PROJECTIVE DUALITY AND LINEAR PROGRAMMING DUALITY

There is a relation between projective duality and the ordinary duality theory of linear programming.

Consider a linear program on \( \mathbb{R}^n \) given in the inequality form:
\[
(P) \left\{ \begin{array}{l}
\text{minimize } \langle c, x \rangle \\
Ax \geq b,
\end{array} \right.
\]
where \( A = [a_1, \ldots, a_m]^T \), and suppose that \( 0 \) is an interior feasible point of \( (P) \). The linear program \( (D) \) dual to \( (P) \) is
\[
(D) \left\{ \begin{array}{l}
\text{minimize } -\langle b, y \rangle \\
A^T y = c, \\
y \geq 0.
\end{array} \right.
\]
Let \( P(P), P(D) \) denote the polytope of feasible solutions to \( (P) \) and \( (D) \) respectively, and let \( P^o(P) \) denote the polytope polar to \( P(P) \). The polar polytope \( P^o(P) \) is the convex hull of the points \( a_1/b_1, a_2/b_2, \ldots, a_n/b_n \), so that
\[
P^o(P) = \left\{ \lambda: \lambda = \sum_{i=1}^m \lambda_i \frac{1}{b_j} a_i, \text{ all } \lambda_i \geq 0, \sum_{i=1}^m \lambda_i = 1 \right\}.
\]
Since the linear program \( (P) \) has full rank, \( P^o(P) \) is a full-dimensional polytope and
\[
\text{Int}(P^o(P)) = \left\{ \lambda: \lambda = \sum_{i=1}^m \lambda_i \frac{1}{b_j} a_i, \text{ all } \lambda_i > 0, \sum_{i=1}^m \lambda_i = 1 \right\}.
\]
The dual linear program polytope \( P(D) \) depends on the objective function \( \langle c, x \rangle \) of \( (P) \), while the polar polytope \( P^o(P) \) does not. There is however a natural projection map \( \pi_{P,D}: \text{Rel-Int}(P(D)) \to \text{Int}(P^o(P)) \) defined by
\[
\pi_{P,D}(y) = \sum_{j=1}^m \frac{1}{b_j} a_j \left( \frac{b_j y_j}{\langle b, y \rangle} \right).
\]
This map is neither one-to-one nor onto, in general.

Let \( H_P \) denote the constraints of \((P)\), and \( H_D \) the constraints of \((D)\). We have shown that the projective Legendre transform coordinate mapping \( \psi_H(x) \) gives a one-to-one and onto rational map from \( \text{Int}(P(P)) \) to \( \text{Int}(P^0(P)) \). In general there is no one-to-one algebraic map from \( \text{Int}(P(P)) \) to \( \text{Rel-Int}(P(D)) \), because the dimensions of \( P(P) \) and \( P(D) \) are usually different. However in part II, §10, we showed that if \( c \neq 0 \) then there is a rational map \( \delta(P) \) from the positive part \( T^+_P \) of the central trajectory for \((P)\), which is defined by

\[
T^+_P = \{ x(t) : \phi_{H_P}(x(t)) = -tc, \ 0 < t < \infty \},
\]

to the positive part \( T^+_D \) of the central trajectory for the dual linear program \((D)\), which is defined by

\[
T^+_D = \{ y(t) : \phi_{H_D}(y(t)) = t\pi_{A^*}(b), \ 0 < t < \infty \}.
\]

The map \( \delta(P) \) satisfies

\[
\delta(P)(x(t)) = y(t),
\]

and is given explicitly by

\[
\delta(P)(x(t))_j = \frac{1}{t(<a_j, x> - b_j)}; \quad 1 \leq j \leq m.
\]

The map \( \delta(P) \) is a one-to-one mapping from the subset \( T^+_P \) of \( \text{Int}(P(P)) \) to the subset \( T^+_D \) of \( \text{Rel-Int}(P(D)) \).

**Theorem 8.1.** Let \((P)\) and \((D)\) be a pair of dual linear programs such that \( 0 \) is an interior feasible point of \((P)\). If \( x(t) \) is on the positive part \( T^+_P \) of the central trajectory of \((P)\) then \( \delta(P)(x(t)) \) is in \( \text{Rel-Int}(P(D)) \) and

\[
\psi_H(x(t)) = \pi_{P,D}(\delta(P)(x(t))).
\]

**Proof.** This is a simple computation. Let \( x = x(t) \) and \( y = y(t) \) and using (8.1)–(8.3) we have

\[
\pi_{P,D}(\delta(P)(x)) = \sum_{j=1}^{n} \frac{1}{b_j} a_j \left( \frac{b_j y_j}{(b, y)} \right) = -\frac{1}{t(b, y)} \phi_H(x).
\]

Now

\[
-\frac{1}{t(b, y)} = \frac{1}{\sum_{j=1}^{m} \frac{b_j}{(a_j, x) - b_j}} = \frac{1}{m - \sum_{j=1}^{m} \frac{(a_j, x)}{(a_j, x) - b_j}} = \frac{1}{m + \langle \phi_H(x), x \rangle}.
\]

Hence the right side of (8.5) is \( \psi_H(x) \) and the theorem follows. \( \Box \)
To summarize: The projective Legendre transform coordinate mapping gives a one-to-one correspondence between the interior of a feasible solution polytope $P(P)$ and the interior of its polar (projectively dual) polytope $P(P)'$. There is no algebraic correspondence in general between the interior of $P(P)$ and its linear programming dual polytope $P(D)$ but there is a (rational) correspondence between central trajectories in $P(P)$ and $P(D)$, and this correspondence is compatible with the projective Legendre transform coordinate mapping.
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