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ABSTRACT. In this paper we establish a uniform Harnack inequality for a class of degenerate equations whose prototype is Kolmogorov's equations in $\mathbb{R}^3$: 
$$D_{yy}u - yD_zu - D_tu = 0.$$ 
Our approach is based on mean value formulas for solutions of the equation under consideration on the level sets of the fundamental solution.

1. INTRODUCTION

In its simplest form Kolmogorov's equation can be written as

$$D_{yy}u - yD_zu - D_tu = 0, \quad (y, z, t) \in \mathbb{R}^3.$$ \hspace{1cm} (1.1)

The absence of the term $D_{zz}u$ in (1.1) makes the equation very degenerate. In [K] Kolmogorov showed that under certain conditions the probability density of a system with $2n$ degrees of freedom satisfies a pde of the type

$$\sum_{i,j=1}^{n} a_{ij} D_{y_i y_j} u - \sum_{i=1}^{n} (y_i D_z u + a_i D_{y_i} u) + a u - D_t u = 0,$$ \hspace{1cm} (1.2)

where the matrix $(a_{ij})$ is symmetric and nondegenerate and $a_{ij}$, $a_i$, $a$ are functions of the variables $(y, z, t) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}$, see also [SV] and the classical monography [C]. Kolmogorov constructed an explicit fundamental solution of (1.1) smooth off the diagonal, thus proving that (1.1) is hypoelliptic. Weber [W] in 1951 and Il'in [I] in 1964 proved the existence of a fundamental solution for (1.2) by Levi's method of the parametrix.

Kolmogorov's equation belongs to the class of Hörmander's operators [H]

$$L = \sum_{j=1}^{p} X_j^2 - X_0,$$ \hspace{1cm} (1.3)

where $X_0, X_1, \ldots, X_p$ are smooth first-order differential operators in $\mathbb{R}^{n+1}$ verifying the condition: The rank of the Lie algebra generated by $X_0, X_1, \ldots$, 
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$X_p$ is $n + 1$ at every point. (1.1) is a special case of (1.3) corresponding to the choice $n = 2$, $p = 1$, $X_1 = D_y$, $X_0 = y D_z + D_t$. If $L$ in (1.3) is

$$L = \sum_{j=1}^{p} X^2_j - D_t \quad \text{in } \mathbb{R}^{n+1},$$

and if $X_1, \ldots, X_p$ depend only on the space variable $x \in \mathbb{R}^n$, the fundamental solution $\Gamma(x, \xi, t) = \Gamma(x, t; \xi, 0)$ with pole at $(\xi, 0)$ has been shown to satisfy the estimate

$$\frac{1}{M|B_d(x, \sqrt{t})|} \exp\left[ -\frac{Md(x, \xi)^2}{t} \right] \leq \Gamma(x, \xi, t) \leq \frac{M}{|B_d(x, \sqrt{t})|} \exp\left[ -\frac{d(x, \xi)^2}{Mt} \right],$$

when $t > 0$, while $\Gamma(x, \xi, t) = 0$ for $t \leq 0$, see [S, JS, and KS1]. In (1.5) $d(x, \xi)$ denotes the $\{X_1, \ldots, X_p\}$-control distance between $x$ and $\xi$, $B_d(x, \sqrt{t}) = \{ \xi | d(x, \xi) < \sqrt{t} \}$, $|B_d(x, \sqrt{t})| = n$-dimensional Lebesgue measure of $B_d(x, \sqrt{t})$, and $M > 0$ is a constant depending on $X_1, \ldots, X_p$. In [KS1, KS2] using (1.5) (which is established by suitable adapting some ideas of Nash [N], already employed by Fabes and Stroock in [FS]), the authors proved a uniform Harnack inequality of parabolic type of (1.4). By this we mean that the standard parabolic geometry $B(x_0, \sqrt{t}) \times (t_0 - r, t_0)$, where $B(x_0, \sqrt{t}) = \{ x | |x - x_0| < \sqrt{t} \}$, is in [KS1, KS2] replaced by the geometry $B_d(x_0, \sqrt{t}) \times (t_0 - r, t_0)$, where $B_d$ is the $d$-ball introduced above.

On the one hand, equation (1.1) displays a parabolic feature in that its fundamental solution with pole at $(\eta, \zeta, 0) \in \mathbb{R}^3$

$$\left\{ \begin{array}{ll}
\overset{(\sqrt{3}/2\pi)t^{-2}}{\exp[ - (y - \eta)^2/4t - (3/t^3)(z - \zeta - (t/2)(y + \eta))^2]}, & t > 0, \\
0, & t \leq 0,
\end{array} \right.$$  

is supported in the half-space $\{ t > 0 \}$. On the other hand, the variable $(y, z)$ do not play a distinguished role as do the space variables in (1.4).

In order to further emphasize the different nature of (1.1) with respect to (1.4) we show, by means of counterexample, that a parabolic type Harnack inequality may not be expected for nonnegative solution of (1.1). If the latter was true, in fact, then fixing a point $Q = (\bar{y}, 0, 0) \in \mathbb{R}^3$, for every neighborhood $W$ of $Q$ we would have for $P_t = (\bar{y}, 0, t)$, $t < 0$,

$$\lim_{|t| \to 0} \left( \sup_{u \in H^+(W)} \frac{u(P_t)}{u(Q)} \right) < +\infty,$$

where $H^+(W)$ denotes the family of all nonnegative solutions of (1.1) in $W$. The following example shows that, in general, this is not possible. We fix a point $(y_0, z_0, t_0) \in \mathbb{R}^3$, with $t_0 < 0$, and for $(y, z, t) \in \mathbb{R}^3$ let

$$u(y, z, t) = \left\{ \begin{array}{ll}
(t - t_0)^{-2} \exp[ - \frac{(y - y_0)^2}{4(t - t_0)} - \frac{3}{(t - t_0)}(z - z_0 - \frac{t - t_0}{2}(y + y_0))^2], & t > t_0 \\
0, & t \leq t_0.
\end{array} \right.$$
This function is a nonnegative solution of equation (1.1) in the open set $\mathbb{R}^3 \setminus \{(y_0, z_0, t_0)\}$. With $Q$ as above we let $P = (\bar{y}, 0, \theta t_0)$, where now $\bar{y} \neq 0$ and $\theta \in (0, 1)$. Defining

$$
\lambda = \frac{z_0}{|t_0|}, \quad a = \frac{\bar{y} - y_0}{2}, \quad b = \frac{\bar{y} + y_0}{2},
$$

we obtain

$$
\frac{u(P)}{u(Q)} = \frac{1}{\theta^2} \exp \left\{ -\frac{3}{|t_0|} \left( \frac{1}{\theta} - 1 \right) \left[ \left( \frac{1}{\theta} + 1 \right) \lambda + b \right]^2 + \frac{a^2}{3} - \frac{\lambda^2}{3} \right\}.
$$

If we now choose $y_0$ and $z_0$ in (1.9) such that

$$
\left( 1 + \frac{1}{\theta} \right) \lambda + b = 0, \quad \frac{a^2}{3} - \frac{\lambda^2}{\theta} < 0,
$$

we obtain from (1.10)

$$
\lim_{|t_0| \to 0} \frac{u(P)}{u(Q)} = +\infty.
$$

This contradicts (1.7). We note explicitly that (1.11) reads

$$
\left( 1 + \frac{1}{\theta} \right) \frac{z_0}{|t_0|} = -\frac{\bar{y} + y_0}{2}, \quad |\bar{y} - y_0| < \frac{\sqrt{3\theta}}{1 + \theta} |\bar{y} + y_0|.
$$

We remark that it is possible to choose $y_0 \in \mathbb{R}$ such that the second part of (1.12) holds if $\bar{y} \neq 0$, and that for any choice of $y_0$, $z_0$ as in (1.12), the definition (1.8) gives a one-parameter family of solutions $u = u_{t_0}$ of (1.1) in a suitably fixed neighborhood of $Q$.

This paper originates from an attempt to establish a uniform Harnack inequality for a class of degenerate equations containing (1.1) and (1.2). Our approach is inspired to the elementary proof of Harnack inequality for parabolic equations we gave in [GL2]. The underlying idea of our method is that the exact geometry of a uniform Harnack inequality is determined by the level sets of the fundamental solution. For equations as (1.1) or (1.2) this geometry is rather complicated, and the “variable coefficient” case (1.2) is not, from an intrinsic viewpoint, much more difficult than the “constant coefficient” case (1.1). For this reason, in this paper we confine ourselves to the study of a class of equations which contains (1.2), when in the latter $(a_{ij})$ is a constant matrix, and $a_i = a = 0$. We hope to come back, in a future study, to the analysis of the general case. In what follows we let $n, k, l$ be nonnegative integers such that $n = k + l$. We denote points $x \in \mathbb{R}^n$ by $x = (y_z)^T$, where $y \in \mathbb{R}^k$, $z \in \mathbb{R}^l$, and consider the following class of equations

$$
Lu = \text{div}_y (A \nabla_y u) - By \cdot \nabla_z u - D_i u = 0 \quad \text{in} \quad \mathbb{R}^{n+1}.
$$

In (1.13) $A = (a_{ij})$ is a $k \times k$ matrix, $B = (b_{mj})$, $m = 1, \ldots, l$, $j = 1, \ldots, k$, is a $l \times k$ matrix such that

$$
\begin{cases}
A \text{ is symmetric and positive definite}, \\
C = (BAB^T)^{-1} \text{ exists and is a } l \times l \text{ positive definite matrix}.
\end{cases}
$$
Points \( y \in \mathbb{R}^k, z \in \mathbb{R}^l \) are thought of as column vectors, so that \( By \) is the \( l \times 1 \) column vector obtained by usual matrix multiplication. For a given matrix \( M, M^T \) denotes its transpose. \( \nabla_y u \) and \( \nabla_z u \) respectively denote the column vectors \( (D_{y_1} u, \ldots, D_{y_k} u)^T, (D_{z_1} u, \ldots, D_{z_l} u)^T \).

Under the assumptions (1.14) the operator \( L \) in (1.13) satisfies Hörmander's condition cited above on the rank of the Lie algebra. An explicit fundamental solution for (1.13) has been constructed in [H], see also [K].

\[
\Gamma(x, t; \xi, \tau) = \Gamma(y, z, t; \eta, \zeta, \tau) = \begin{cases} \chi(t-\tau)^{-\gamma} \exp[-\frac{|y-\eta|^2_A}{4} - \frac{3}{(t-\tau)^2} |z - \zeta - \frac{(t-\tau)}{2} B(y + \eta)|^2_C], & t > \tau, \\ 0, & t \leq \tau. \end{cases}
\]

In (1.15) we have respectively denoted by \( | \cdot |^2_A \) and \( | \cdot |^2_C \) the quadratic forms

\[
|y|^2_A = A^{-1} y \cdot y, \quad y \in \mathbb{R}^k, \quad |z|^2_C = C z \cdot z, \quad z \in \mathbb{R}^l,
\]

whereas we have set

\[
\gamma = \frac{k + 3l}{2}, \quad \chi = \pi^{-n/2} 3^{1/2} \left( \frac{\det C}{\det A} \right)^{1/2}.
\]

Our proof of Harnack inequality for equation (1.13) is rather geometric in spirit. It is based on mean value formulas and a property of the level sets of the fundamental solution \( \Gamma \) in (1.15) which is reminiscent of the following elementary property of Euclidean balls: Given a ball \( B(x_0, r), x_0 \in \mathbb{R}^n, r > 0 \), for any \( x \in B(x_0, r) \) and any \( \delta \in (0, 1) \) the ball \( B(x, \delta r) \) is completely contained in \( B(x_0, 2r) \). This property, which is a simple consequence of the triangle inequality, plays a crucial role in the classical proof of Harnack inequality for harmonic functions via mean value formulas. In §2 we prove that an ad hoc version is true for the level sets of \( \Gamma \) in (1.15).

In order to be more specific we need to introduce some notation. Let \( (x, t) \in \mathbb{R}^{n+1} \), for \( r > 0 \) we set

\[
\Omega_r(x, t) = \{(\xi, \tau) \in \mathbb{R}^{n+1} | \Gamma(x, t; \xi, \tau) > \chi/r^{\gamma}\},
\]

where \( \gamma \) and \( \chi \) are as in (1.17). By analogy with the Euclidean case we call the set \( \Omega_r(x, t) \) the Kolmogorov ball "centered" at \( (x, t) \) with radius \( r \). The geometry of the set \( \Omega_r(x, t) \) changes with the position of the center \( (x, t) \), and may not be immediately obvious to the reader. It may be helpful to look at the following equivalent description

\[
\Omega_r(x, t) = \{(\xi, \tau) \in \mathbb{R}^{n+1} | \left[ |y - \eta|^2_A + \frac{3}{(t-\tau)^2} \left| z - \zeta - \frac{(t-\tau)}{2} B(y + \eta) \right|^2_C \right] < R_r(t-\tau), \quad t - r < \tau < t \},
\]
where we have set \( R_s(t - \tau) = \gamma(t - \tau) \ln(r/(t - \tau)) \). From (1.19) it is clear that the sections of \( \Omega_s(x, t) \) with hyperplanes \( \tau = t - s \), \( 0 < s < r \), are ellipsoids centered at the point \( (y, z - sBy, t - s) \). As \( s \) runs between 0 and \( r \), this point describes a segment of straight line in \( \mathbb{R}^{n+1} \) which is parallel to the time axis only when \( y = 0 \). The geometric property of the level sets of \( \Gamma \) referred to above is the following:

**Three-Balls Lemma.** Let \( (x_0, t_0) \in \mathbb{R}^{n+1} \), \( r > 0 \) be fixed. Then for any \( \varepsilon \in (0, 1) \), there exists \( \delta = \delta(\varepsilon) < 1 \) such that for every \( (x, t) \in \Omega_s(x_0, t_0) \), with \( t_0 - t \geq \varepsilon r \), we have

\[
\Omega_{\delta r}(x, t) \subset \Omega_{2r}(x_0, t_0).
\]

We emphasize that the time-lag \( t_0 - t \geq \varepsilon r \) in the above lemma is crucial to obtain (1.20). This reflects the fact that the fundamental solution of \( L \) in (1.13) is supported in a half-space. We prove the three-balls lemma in §2.

In §3 we establish some representation formulas on the Kolmogorov balls for smooth functions in \( \mathbb{R}^{n+1} \). These formulas generalize to the present degenerate setting previous results established in [GL1, GL2] for parabolic equations. In the particular case in which the smooth function is a solution of (1.13) we obtain the following mean value property:

\[
(1.21) \quad u(x_0, t_0) = \int_{\Omega_s(x_0, t_0)} u(x, t) E_s(x_0, t_0; x, t) \, dx \, dt,
\]

where

\[
(1.22) \quad E_s(x_0, t_0; x, t) = \frac{\chi}{r^\beta} \frac{A(\nabla_y \Gamma(x_0, t_0; x, t)) \cdot \nabla_y \Gamma(x_0, t_0; x, t)}{\Gamma^2(x_0, t_0; x, t)}
\]

We stress the absence of the \( \nabla_z \)-part of the gradient of \( \Gamma \) in (1.22). We mention that a surface mean-value formula for solutions of (1.13) had been obtained by Kupcov in [Ku]. Such a formula allowed him to prove a principle or propagation of maxima, yet it cannot be directly used to obtain Harnack inequality. In spite of its aesthetical appeal (1.21) cannot be used either, the reason being the unboundedness of the kernel appearing in it. (1.21) does, however, contain a redeeming feature, which can be illustrated as follows. If \( u \in C_0(\mathbb{R}^{n+1}) \) is a solution of (1.13), then for any \( h \in \mathbb{N} \), \( u \) is also a solution in \( \mathbb{R}^{n+h+1} \) of the equation

\[
(1.23) \quad L_h u = Lu + \Delta_h u = 0,
\]

where \( L \) is as in (1.13) and \( \Delta_h \) denotes the Laplacian acting on \( w \in \mathbb{R}^h \). But \( L_h \) is an operator in \( \mathbb{R}^{n+h+1} \) which belongs to the same class of \( L \) in (1.13). Therefore, \( u \) possesses in \( \mathbb{R}^{n+h+1} \) a mean value property on the level sets of the fundamental solution \( \Gamma_h \) of \( L_h \) similar to (1.21). As we will prove in §3 in this new mean value formula, the fictitious variable \( w \) can be eliminated,
thus yielding

\[ u(x_0, t_0) = \int_{\Omega_r^{(h)}(x_0, t_0)} u(x, t) E_r^{(h)}(x_0, t_0; x, t) \, dx \, dt, \]

where for every \( h \in \mathbb{N} \) we have set

\[ \Omega_r^{(h)}(x_0, t_0) = \{ (x, t) \in \mathbb{R}^{n+1} | (t_0 - t)^{-h/2} \Gamma(x_0, t_0; x, t) > \chi_h/\gamma_h \}, \]

with

\[ \gamma_h = \gamma + h/2, \quad \chi_h = (4\pi)^{-h/2}. \]

and \( E_r^{(h)}(x_0, t_0; x, t) \) is a suitable kernel, see (3.32). The nice feature of (1.24) is that the kernel \( E_r^{(h)} \) becomes less and less singular as \( h \) grows. In particular, \( E_r^{(h)} \) is bounded above on the set \( \Omega_r^{(h)}(x_0, t_0) \), provided that \( h > 2 \). We remark that, as it will be apparent from the proof, the three-balls lemma holds unchanged if in its statement we replace the Kolmogorov balls \( \Omega_r \) with the modified balls \( \Omega_r^{(h)} \).

In §4 using (1.24) and the three-balls lemma we prove the following:

**Theorem 1.1** (Harnack Inequality). Let \( (x_0, t_0) \in \mathbb{R}^{n+1}, \ r > 0, \) and \( u \) be a nonnegative solution of (1.13) in \( \Omega_r^{(h)}(x_0, t_0) \), with \( h \in \mathbb{N}, \ h > 2 \) fixed. For any \( \varepsilon \in (0, 1) \) there exists a positive constant \( C = C(\varepsilon, n, h, L) \) such that

\[ \sup_{(x, t) \in \Omega_r^{(h)}(x_0, t_0)} u(x, t) \leq C u(x_0, t_0). \]

The geometry is illustrated in Figure 1.

We close this section with an application of Theorem 1.1 to a notable class of degenerate equations. In \( \mathbb{R}^n \) we consider the equation

\[ Eu = \text{div}_y (A \nabla_y u) - B y \cdot \nabla_z u = 0, \]
where the matrices $A$ and $B$ are as in (1.13), (1.14). The operator $E$ in (1.28) is again a hypoelliptic operator of Hörmander's type. An interesting particular instance of (1.28) is given by the case $l = 1$, so that $n = k + 1$. Then $B$ is a $k$-dimensional row vector and (1.28) becomes
\[(1.29) \quad Eu = \text{div}_y(A \nabla_y u) - ByD_z u = 0 \quad \text{in } \mathbb{R}^{k+1}.
\]
(1.29) is a degenerate equation changing type along the hyperplane $H = \{(y, z) \in \mathbb{R}^{k+1} | By = 0\}$. It is forward parabolic in the half-space $H^+ = \{(y, z) \in \mathbb{R}^{k+1} | By > 0\}$, backward parabolic in the half-space $H^- = \mathbb{R}^{k+1} \setminus H^+$. Using Theorem 1.1 and the obvious observation that any solution of (1.28) can be thought of as a time-independent solution of (1.13), we obtain a uniform Harnack inequality for (1.28). In order to formulate it we introduce some notation. For $x_0 = (y_0, z_0) \in \mathbb{R}^n$, $r > 0$, $h > 2$ fixed and $\varepsilon \in (0, 1)$ we define
\[(1.30) \quad B_r^\varepsilon(x_0) = \bigcup_{\varepsilon r < s < r} \left\{ (y, z) \in \mathbb{R}^n \left| \frac{1}{4} |y - y_0|^2_A + \frac{3}{s^2} |z - z_0 + s B(y - y_0)|^2_C < \frac{s}{2} (y + y_0)^2 < \gamma_h s \ln \left( \frac{r}{s} \right) \right\},
\]
where $| |_A$, $| |_C$ are as in (1.16), and $\gamma_h$ is as in (1.26). We agree to let $B_r^0(x_0) = B_r(x_0)$.

**Theorem 1.2.** Let $x_0 \in \mathbb{R}^{n+1}$, $r > 0$, and let $u \geq 0$ be a solution of (1.28) in $B_r(x_0)$. Then for any $\varepsilon \in (0, 1)$ there exists a positive number $C = C(\varepsilon, n, h, E)$ such that
\[(1.31) \quad \sup_{B_r^\varepsilon(x_0)} u \leq C u(x_0).
\]
We note explicitly that, as previously noted, for every $s$, $\varepsilon r < s < r$, the set
\[
\left\{ (y, z) \in \mathbb{R}^n \left| \frac{1}{4} |y - y_0|^2_A + \frac{3}{s^2} |z - z_0 + s B(y - y_0)|^2_C < \gamma_h s \ln \left( \frac{r}{s} \right) \right\}
\]
is an ellipsoid centered at the point $(y_0, z_0 + s By_0)$. Therefore, if $y_0 = 0$ the center of the ellipsoid is no longer varying with $s$, and, in fact, coincides with $x_0 = (y_0, z_0) = (0, z_0)$. As a consequence of these considerations, we see that when $x_0 = (0, z_0)$ Theorem 1.2 yields an elliptic-type Harnack inequality.

**2. PROOF OF THE GEOMETRIC LEMMA**

In this section we prove the three-balls lemma stated in the introduction. In what follows we use the notation introduced in (1.19). The letters $x$, $x_0$, $\xi$ will respectively denote the points $(y, z)$, $(y_0, z_0)$, $(\eta, \zeta)$ in $\mathbb{R}^n$. Recalling (1.19) we see that the condition $(x, t) \in \Omega_r(x_0, t_0)$ can be written
\[(2.1) \quad \frac{1}{4} |y - y_0|^2_A + \frac{3}{(t_0 - t)^2} |z - z_0 + \frac{(t_0 - t)}{2} B(y - y_0)|^2_C < R_r(t_0 - t),
\]
$0 < t_0 - t < r$. 
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We pick a point \((\xi, \tau) \in \Omega_{\delta r}(x, t)\). This means
\[(2.2) \quad \frac{1}{4} |\eta - y|^2_A + \frac{3}{(t - \tau) \delta r} \left| \xi - z + \frac{(t - \tau)}{2} B(y + \eta) \right|^2_C < R_{\delta r}(t - \tau), \quad 0 < t - \tau < \delta r.
\]

We want to prove that for every \(\epsilon \in (0, 1)\) there exists \(\delta = \delta(\epsilon)\) such that if \(t_0 - t \geq \epsilon r\), then (1.20) holds, i.e.,
\[(2.3) \quad \frac{1}{4} |\eta - y_0|^2_A + \frac{3}{(t_0 - \tau) \delta r} \left| \xi - z_0 + \frac{(t_0 - \tau)}{2} B(y_0 + \eta) \right|^2_C < R_{\delta r}(t_0 - \tau).
\]

Now we set
\[u = \frac{t_0 - t}{r}, \quad v = \frac{t - \tau}{r}\]
so that from (2.1), (2.2) we have \(0 < u < 1, 0 < v < \delta\). Moreover, since we want \(t_0 - t \geq \epsilon r\), we have the further limitation \(\epsilon \leq u < 1\). Letting
\[\bar{y} = r^{-1/2} y, \quad \bar{y}_0 = r^{-1/2} y_0, \quad \bar{\eta} = r^{-1/2} \eta, \]
\[\bar{z} = r^{-3/2} z, \quad \bar{z}_0 = r^{-3/2} z_0, \quad \bar{\xi} = r^{-3/2} \xi, \]
(2.1), (2.2), and (2.3) become
\[
\begin{align*}
(2.1)' & \quad \frac{1}{4} |\bar{y} - \bar{y}_0|^2_A + \frac{3}{u^2} \left| \bar{z} - \bar{z}_0 + \frac{u}{2} B(\bar{y}_0 + \bar{y}) \right|^2_C < R_1(u), \quad \epsilon \leq u < 1, \\
(2.2)' & \quad \frac{1}{4} |\bar{\eta} - \bar{y}|^2_A + \frac{3}{v^2} \left| \bar{z} - \bar{z}_0 + \frac{v}{2} B(\bar{y} + \bar{\eta}) \right|^2_C < R_\delta(v), \quad 0 < v < \delta, \\
(2.3)' & \quad \frac{1}{4} |\bar{\eta} - \bar{y}_0|^2_A + \frac{3}{(u + v)^2} \left| \bar{z} - \bar{z}_0 + \frac{(u + v)}{2} B(\bar{y}_0 + \bar{\eta}) \right|^2_C < R_{\delta}(u + v).
\end{align*}
\]

Now we let
\[
(2.4) \quad \begin{cases} 
\bar{y} - \bar{y}_0 = Y', \\
\bar{\eta} - \bar{y} = Y'', \\
\bar{z} - \bar{z}_0 + \frac{u}{2} (\bar{y}_0 + \bar{y}) = Z', \\
\bar{\xi} - \bar{z} + \frac{v}{2} B(\bar{y} + \bar{\eta}) = Z''.
\end{cases}
\]

Simple algebraic manipulations give
\[
\bar{z} - \bar{z}_0 + \frac{(u + v)}{2} B(\bar{y}_0 + \bar{\eta}) = Z' + Z'' + B \left( \frac{u}{2} Y'' - \frac{v}{2} Y' \right).
\]

With the substitution (2.4) conditions (2.1)'-(2.3)'' then become
\[
\begin{align*}
(2.1)'' & \quad \frac{1}{4} |Y'|^2_A + \frac{3}{u^2} |Z'|^2_C < R_1(u), \quad \epsilon \leq u < 1, \\
(2.2)'' & \quad \frac{1}{4} |Y''|^2_A + \frac{3}{v^2} |Z''|^2_C < R_\delta(v), \quad 0 < v < \delta, \\
(2.3)'' & \quad \frac{1}{4} |Y' + Y''|^2_A + \frac{3}{(u + v)^2} |Z' + Z'' + B \left( \frac{u}{2} Y'' - \frac{v}{2} Y' \right)|^2_C < R_{\delta}(u + v).
\end{align*}
\]
Recalling that \( R_{\delta}(v) = \gamma v \ln(\delta/v) \) we see that letting \( \delta \to 0^+ \) in (2.2)$'' we obtain \( Y'' \to 0 \in R^k \) and \( Z'' \to 0 \in R^l \). Therefore, when \( \delta \to 0^+ \) (2.3)$'' becomes
\[
\frac{1}{4} Y''|_4^2 + \frac{3}{u^2} Z''|_C^2 < R_2(u),
\]
and this inequality is true because of (2.1)$''$. Using these observations, by an easy compactness argument we obtain for any \( \varepsilon \in (0, 1) \) the existence of a \( \delta = \delta(\varepsilon) > 0 \) such that (2.3)$''$ holds for all \( \varepsilon \leq u < 1, 0 \leq v < \delta, Y', Y'' \) for which (2.1)$''$, (2.2)$''$ hold. But (2.3)$''$ is equivalent, via the above change of variables, to (2.3), and the latter in turn is (1.20). This completes the proof.

3. MEAN VALUE FORMULAS

In this section we will prove (1.21), and, subsequently, (1.24). With \( L \) as in (1.13) we denote by
\[
L^* v = \text{div}_y(A \nabla_y v) + B y \cdot \nabla_z v + D_v v = 0
\]
the adjoint equation of (1.13). Our starting point is the formula
\[
(3.1) \quad v L u - u L^* v = \text{div}_{(x, t)}[(v A \nabla_y u - u A \nabla_y v, uv B y, -uv)],
\]
where we have denoted by \( \text{div}_{(x, t)} = \text{div}_{(y, z, t)} \) the total divergence of the vector field within brackets. If \( D \subset \mathbb{R}^{n+1} \) is a domain with smooth boundary and \( u, v \) are smooth functions on \( \bar{D} \), the divergence theorem and (3.1) yield
\[
(3.2) \quad \int_D (v L u - u L^* v) \, dx \, dt = \int_{\partial D} [(v A \nabla_y u - u A \nabla_y v) \cdot N_y + uv B y \cdot N_z - uv N_t] \, dH_n,
\]
where \( N = (N_y, N_z, N_t) \) is the outward normal to \( D \) and \( dH_n \) denotes \( n \)-dimensional Hausdorff measure. If \( u \) is such that \( Lu = 0 \), then choosing \( v \equiv 1 \) in (3.2) we obtain
\[
(3.3) \quad \int_{\partial D} [A \nabla_z u \cdot N_y + u B y \cdot N_z - u N_t] \, dH_n = 0.
\]
If instead we only let \( v \equiv 1 \) in (3.2) we have
\[
(3.4) \quad \int_{\partial D} [A \nabla_y u \cdot N_y + u B y \cdot N_z - u N_t] \, dH_n = \int_D L u \, dx \, dt.
\]
Now we fix \( (x_0, t_0) = (y_0, z_0, t_0) \in \mathbb{R}^{n+1}, r > 0 \) and consider the Kolmogorov ball \( \Omega_r(x_0, t_0) \). For \( \varepsilon \in (0, r) \) we let \( D_{\varepsilon} = \Omega_r(x_0, t_0) \cap \{(x, t) | t < t_0 - \varepsilon\} \). We set \( v(x, t) = \Gamma(x_0, t_0; x, t) \) with \( \Gamma \) as in (1.15), and note that \( L^* v = 0 \) in \( D_{\varepsilon} \). We denote by \( \psi_r(x_0, t_0) \) the Kolmogorov sphere centered at \( (x_0, t_0) \) with radius \( r \), i.e.,
\[
(3.5) \quad \psi_r(x_0, t_0) = \partial \Omega_r(x_0, t_0) = \{ (\xi, \tau) \in \mathbb{R}^{n+1} | \Gamma(x_0, t_0; \xi, \tau) = \chi/r \} \cup \{(x_0, t_0)\},
\]
and for \( \varepsilon \) as above we set \( \psi_{\varepsilon} = \psi_r(x_0, t_0) \cap \{(x, t) | t < t_0 - \varepsilon\} \), \( I_{\varepsilon} = \Omega_{r}(x_0, t_0) \cap \{(x, t) | t = t_0 - \varepsilon\} \). With this notation we have \( \partial D_{\varepsilon} = \psi_{\varepsilon} \cup I_{\varepsilon} \). Moreover, since
$\Gamma(x_0, t_0; \cdot, \cdot) \in C^\infty(\mathbb{R}^{n+1}\setminus\{(x_0, t_0)\})$, by Sard's theorem for a.e. $r > 0$ the set $\psi_\varepsilon$ is a smooth $n$-dimensional manifold for every $\varepsilon \in (0, r)$. In the sequel we suppose that an $r > 0$ has been fixed for which $\psi_\varepsilon$ is a smooth manifold. We let $u \in C^\infty(\mathbb{R}^{n+1})$ and apply (3.2) to this function, to $v$ defined above and to the set $D_\varepsilon$, obtaining

$$
\int_{D_\varepsilon} \Gamma Lu \, dx \, dt = \int_{\psi_\varepsilon \cup I_\varepsilon} \left\{ [A \nabla_y u \cdot \overline{N}_y + uB_y \cdot \overline{N}_z - uN_t] \Gamma - uA \nabla_y \Gamma \cdot \overline{N}_y \right\} dH_n,
$$

where in (3.6) we have set $\Gamma = \Gamma(x_0, t_0; \cdot, \cdot)$. Since by (3.5) $\Gamma = \chi r^{-\gamma}$ on $\psi_\varepsilon$ and $N_t = 1$ on $E_\varepsilon$, we obtain from (3.6)

$$
\int_{D_\varepsilon} \Gamma Lu \, dx \, dt = \int_{\psi_\varepsilon} \left\{ [A \nabla_y u \cdot \overline{N}_y + uB_y \cdot \overline{N}_z - uN_t] \right\} dH_n
$$

$$
- \int_{I_\varepsilon} u \Gamma dH_n - \int_{\psi_\varepsilon} uA \nabla_y \Gamma \cdot \overline{N}_y dH_n.
$$

Using the Dirac function property of $\Gamma$ we have

$$
\lim_{\varepsilon \to 0^+} \int_{I_\varepsilon} u \Gamma dH_n = u(x_0, t_0).
$$

Letting then $\varepsilon \to 0^+$ in (3.7) finally gives

$$
\int_{\Omega,\varepsilon(x_0, t_0)} \Gamma Lu \, dx \, dt = \frac{X}{r^{\gamma}} \int_{\psi_\varepsilon(x_0, t_0)} \left\{ [A \nabla_y u \cdot \overline{N}_y + uB_y \cdot \overline{N}_z - uN_t] \right\} dH_n
$$

$$
- u(x_0, t_0) - \int_{\psi_\varepsilon(x_0, t_0)} uA \nabla_y \Gamma \cdot \overline{N}_y dH_n.
$$

In virtue of (3.4) we finally obtain from (3.8)

$$
- \int_{\psi_\varepsilon(x_0, t_0)} uA \nabla_y \Gamma \cdot \overline{N}_y dH_n = u(x_0, t_0) + \int_{\Omega,\varepsilon(x_0, t_0)} Lu \left[ \Gamma - \frac{X}{r^{\gamma}} \right] \, dx \, dt.
$$

Formula (3.9) is our starting point. Changing $r$ in $\rho$ in (3.9), multiplying both sides by $\rho^{\gamma-1}$ and integrating in $\rho$ between 0 and $r$, recalling that on $\psi_\varepsilon(x_0, t_0) \setminus \{(x_0, t_0)\}$, $\overline{N}_y = -\nabla_y \Gamma / \left| (\nabla_y \Gamma, \nabla_z \Gamma, D_t \Gamma) \right|$, we have

$$
\int_0^r \rho^{\gamma} \left( \int_{\Gamma = \chi/\rho^{\gamma}} \frac{uA \nabla_y \Gamma \cdot \nabla_y \Gamma}{|\nabla_x, \Gamma|} dH_n \right) \frac{d\rho}{\rho}
$$

$$
= \frac{r^{\gamma}}{\gamma} u(x_0, t_0) + \int_0^r \rho^{\gamma-1} \left( \int_{\Omega,\varepsilon(x_0, t_0)} Lu \left[ \Gamma - \frac{X}{r^{\gamma}} \right] \, dx \, dt \right) d\rho.
$$

In (3.10) we have denoted by $\nabla_{x, \Gamma} \Gamma$ the total gradient of $\Gamma$, i.e., the $(n+1)$-dimensional vector $(\nabla_y \Gamma, \nabla_z \Gamma, D_t \Gamma)$. Also, with abuse of notation we have denoted by $\Gamma = \chi \rho^{-\gamma}$ the set $\psi_\rho(x_0, t_0)$. We recall that we have established (3.9) for a.e. $r > 0$. At this point we make the change of variable $\sigma = \chi \rho^{-\gamma}$ in
the l.h.s. of (3.10), and then use Federer's co-area formula [Fe, Theorem 3.2.12, p. 249] obtaining

\[ (3.11) \]

\[ \int_0^l \rho^y \left( \int_{\Gamma=\chi/p^y} u \frac{A \nabla_y \Gamma \cdot \nabla_y \Gamma}{|\nabla_x \chi|} \, dH_n \right) \frac{d\rho}{\rho} = \frac{\chi}{y} \int_{\Omega_\rho(x_0, t_0)} u \frac{A \nabla_y \Gamma \cdot \nabla_y \Gamma}{\Gamma^2} \, dx \, dt. \]

Replacing (3.11) in (3.10) finally gives

**Theorem 3.1.** Let \( u \in C^\infty(\mathbb{R}^{n+1}) \), \((x_0, t_0) \in \mathbb{R}^{n+1}\). Then we have

\[ (3.12) \quad \mathcal{R} \int_{\partial \Omega_\rho(x_0, t_0)} u(x, t) A(\nabla_y \Gamma(x_0, t_0; x, t)) \cdot \nabla_y \Gamma(x_0, t_0; x, t) \, dH_n \]

\[ = u(x_0, t_0) + \int_{\Omega_\rho(x_0, t_0)} u(x, t) Lu(x, t) \left[ \Gamma(x_0, t_0; x, t) - \frac{\chi}{\rho} \right] \, dx \, dt, \]

for a.e. \( \rho > 0 \). Moreover, for every \( \rho > 0 \) we have

\[ (3.13) \]

\[ \frac{\chi}{\rho} \int_{\Omega_\rho(x_0, t_0)} u(x, t) \frac{A(\nabla_y \Gamma(x_0, t_0; x, t)) \cdot \nabla_y \Gamma(x_0, t_0; x, t)}{\Gamma^2(x_0, t_0; x, t)} \, dx \, dt \]

\[ = u(x_0, t_0) + \frac{\gamma}{\rho} \int_0^\rho \mu \left( \int_{\Omega_\mu(x_0, t_0)} Lu(x, t) \left[ \Gamma(x_0, t_0; x, t) - \frac{\chi}{\rho} \right] \, dx \, dt \right) \frac{d\rho}{\rho}. \]

We stress the absence of the \( \nabla_z \)-part of the gradient of \( \Gamma \) in the l.h.s. of (3.13), a fact which reflects the degenerate nature of the operator \( L \) in (1.13). Theorem 3.1 generalizes to the degenerate setting of this paper previous results in [GL1] for parabolic equations. We note that if \( u \) is a solution of (1.13), then formula (3.13) gives (1.21). As previously pointed out, (1.21) is unsuitable for obtaining from it Harnack inequality since the kernel \( (A(\nabla_y \Gamma) \cdot \nabla_y \Gamma)/\Gamma^2 \) is quite singular.

Our next task is to obtain a family of representation formulas for \( C^\infty \) functions on \( \mathbb{R}^{n+1} \), which are well behaved from the viewpoint of Harnack inequality. The following lemma, besides being useful in the proof of Theorem 3.2 below, seems to have an independent interest.

**Lemma 3.1.** Let \( u \in C^\infty(\mathbb{R}^{n+1}) \) and for \((x_0, t_0) \in \mathbb{R}^{n+1}\) and \( \rho > 0 \) let us define (see (3.13))

\[ (3.14) \]

\[ u_r(x_0, t_0) = \frac{\chi}{r^y} \int_{\Omega_r(x_0, t_0)} u(x, t) \frac{A(\nabla_y \Gamma(x_0, t_0; x, t)) \nabla_y \Gamma(x_0, t_0; x, t)}{\Gamma^2(x_0, t_0; x, t)} \, dx \, dt. \]

Then

\[ (3.15) \quad \frac{d}{dr} u_r(x_0, t_0) = \frac{\gamma X}{r^{y+1}} \int_{\Omega_r(x_0, t_0)} Lu(x, t) \ln \left[ \frac{r^y \Gamma(x_0, t_0; x, t)}{X} \right] \, dx \, dt. \]
Proof. By (3.13) in Theorem 3.1 we have
\[ \frac{d}{dr} u_r(x_0, t_0) = -\gamma^2 r^{\gamma-1} \int_0^r \rho^{\gamma-1} \left( \int_{\Omega_\rho(x_0, t_0)} Lu \left[ \frac{\Gamma - \frac{\chi}{\rho^\gamma}}{\rho^\gamma} \right] \, dx \, dt \right) \, d\rho \]
\[ + \gamma r^{-1} \int_{\Omega_r(x_0, t_0)} Lu \left[ \frac{\Gamma - \frac{\chi}{r^\gamma}}{r^\gamma} \right] \, dx \, dt. \]  
(3.16)

Using Fubini's theorem we can exchange the order of integration in the first term on the r.h.s. of (3.16) obtaining after an integration in the \( \rho \)-variable
\[ \frac{d}{dr} u_r(x_0, t_0) = -\gamma^2 r^{\gamma-1} \int_{\Omega_r(x_0, t_0)} Lu \left[ \frac{\Gamma \rho^{\gamma}}{\rho^\gamma} \right] \left[ \frac{\Gamma - \frac{\chi}{\rho^\gamma}}{\rho^\gamma} \right] \, d\rho \, dx \, dt \]
\[ + \gamma r^{-1} \int_{\Omega_r(x_0, t_0)} Lu \left[ \frac{\Gamma - \frac{\chi}{r^\gamma}}{r^\gamma} \right] \, dx \, dt. \]  
(3.17)

A simple computation now yields (3.15) from (3.17). As a consequence of Lemma 3.1 we have the following monotonicity property of Kolmogorov averages.

Corollary 3.1. Let \( u \in C^\infty(\mathbb{R}^{n+1}) \) and suppose that \( Lu \geq 0 \). Then for every \((x_0, t_0) \in \mathbb{R}^{n+1}, 0 < r < R, \) and \( \theta \in (0, 1) \), there exists a constant \( C = C(\gamma, \chi, \theta) > 0 \) such that
\[ u_r(x_0, t_0) - u_r(x_0, t_0) \geq C \left( \frac{1}{r^\gamma} - \frac{1}{R^\gamma} \right) \int_{\Omega_\rho(x_0, t_0)} Lu(x, t) \, dx \, dt. \]  
(3.18)

Proof. (3.15) gives
\[ u_R(x_0, t_0) - u_r(x_0, t_0) = \int_r^R \frac{d}{d\rho} u_\rho(x_0, t_0) \, d\rho \]
\[ = \gamma \chi \int_r^R \rho^{\gamma-1} \left( \int_{\Omega_\rho(x_0, t_0)} Lu \ln \left[ \frac{\rho^{\gamma}\Gamma}{\chi} \right] \, dx \, dt \right) \, d\rho \]
\[ \geq \gamma \chi \int_{\Omega_\rho(x_0, t_0)} Lu \ln \left[ \frac{r^\gamma\Gamma}{\chi} \right] \, dx \, dt \int_r^R \rho^{\gamma-1} \, d\rho. \]  
(3.19)

Observing now that on the set \( \Omega_\rho(x_0, t_0) \) we have \( r^\gamma\Gamma/\chi > 1/\theta^\gamma \), (3.18) easily follows from (3.19) with \( C = (\chi/\gamma) \ln(1/\theta) \).

Let now \( u \in C^\infty(\mathbb{R}^{n+1}) \). If \( h \in \mathbb{N} \) we define a function \( u_h \in C^\infty(\mathbb{R}^{n+h+1}) \) by setting
\[ u_h(x, w, t) = u(x, t), \quad w \in \mathbb{R}^h. \]  
(3.20)

If \( L_h \) denotes the operator defined in (1.23) we obviously have for every \((x, t) \in \mathbb{R}^{n+1}, w \in \mathbb{R}^h \),
\[ L_h u_h(x, w, t) = Lu(x, t). \]
We remark explicitly that denoting by $I_h$ the identity matrix in $\mathbb{R}^h$, and by $0_{p,q}$ the $p \times q$ zero matrix, then $L_h$ can be written as follows

$$L_h v = \text{div}(y, w)(A_h \nabla_{(y, w)} v) - B_h \left(\frac{y}{w}\right) \cdot \nabla_{(z, w)} v - D_t v,$$

where we have set

$$A_h = \begin{bmatrix} A & 0 \kappa, h \\ 0_{h,k} & I_h \end{bmatrix}, \quad B_h = \begin{bmatrix} B & 0_{l,h} \end{bmatrix}.$$  

Since $B_h A_h B_h^T = B A B^T = C^{-1}$, we see that (3.21) defines in $\mathbb{R}^{n+h+1}$ an operator of the same type of $L$ in (1.13). Since

$$A_h^{-1} = \begin{bmatrix} A^{-1} & 0 \kappa, l \\ 0_{h,k} & I_h \end{bmatrix},$$

it is easily verified that, if we let

$$\left|\begin{array}{c} y \\ w \end{array}\right|_{A_h}^2 = A_h^{-1} \left(\begin{array}{c} y \\ w \end{array}\right) \cdot \left(\begin{array}{c} y \\ w \end{array}\right),$$

$$|z|_{C_h}^2 = C_h z \cdot z \quad \text{with} \quad C_h = (B_h A_h B_h^T)^{-1},$$

then

$$\left|\begin{array}{c} y \\ w \end{array}\right|_{A_h}^2 = |y|_A^2 + |w|_2^2, \quad |z|_{C_h}^2 = |z|_C^2,$$

where $|w|$ denotes the Euclidean length of $w \in \mathbb{R}^h$. These considerations and (1.15) allow us to conclude that if $\Gamma_h$ denotes the fundamental solution of $L_h$ in (3.21), then we have

$$\Gamma_h(x_0, w_0, t_0; x, w, t) = \Gamma(x_0, t_0; x, t)K_h(w_0 - w; t_0 - t)$$

where $\Gamma$ is as in (1.15) and $K_h$ denotes the Gauss-Weierstrass kernel on $\mathbb{R}^{h+1}$, i.e.,

$$K_h(w_0 - w; t_0 - t) = \begin{cases} (4\pi(t_0 - t))^{-h/2} \exp[-|w_0 - w|^2/4(t_0 - t)], & t_0 > t, \\ 0, & t_0 \leq t. \end{cases}$$

At this point we define for $r > 0$ in analogy with (1.22)

$$\mathcal{E}_r(x_0, w_0, t_0; x, w, t)$$

$$= \chi_h \frac{A_h \nabla_{(y, w)} \Gamma_h(x_0, w_0, t_0; x, w, t) \cdot \nabla_{(z, w)} \Gamma_h(x_0, w_0, t_0; x, w, t)}{\Gamma_h^2(x_0, w_0, t_0; x, w, t)}.$$
where $\chi_h$ and $\gamma_h$ are given by (1.26). In virtue of (3.23) and by the definition of $A_h$ we obtain

\[(3.26)\quad E_r^{(h)}(x_0, w_0, t_0, x, w, t) = \frac{\chi_h}{r^h} \left[ \frac{A(\nabla_y \Gamma(x_0, t_0; x, t)) \cdot \nabla_y \Gamma(x_0, t_0; x, t)}{\Gamma^2(x_0, t_0; x, t)} \right. \]
\[\left. + \frac{|\nabla_w K_h(w_0 - w)|^2}{K_h^2(w_0 - w)} \right] \frac{|w_0 - w|^2}{4(t_0 - t)^2}. \]

The last equality in (3.23) follows by a direct computation in (3.24).

If $u_h$ is as in (3.20) and $r > 0$ we denote by $(u_h)_r$ the $(n+h+1)$-dimensional Kolmogorov average of $u_h$ defined analogously to (3.14), i.e.,

\[ (u_h)_r(x_0, w_0, t_0) = \int_{\Omega_r(x_0, w_0, t_0)} u(x, w, t) E_r^{(h)}(x_0, w_0, t_0; x, w, t) \, dx \, dw \, dt, \]

where $E_r^{(h)}$ is defined by (3.25) and we have let

\[ (3.28) \quad \Omega_r(x_0, w_0, t_0) = \{(x, w, t) \in \mathbb{R}^{n+h+1} | \Gamma_h(x_0, w_0, t_0; x, w, t) > \chi_h/r^h \}. \]

Using now (3.23), (3.26), and Fubini's theorem we obtain

\[ (3.29) \quad (u_h)_r(x_0, w_0, t_0) = \frac{\chi_h}{r^h} \int_{\Omega_r(x_0, w_0, t_0)} u \left[ \frac{A(\nabla_y \Gamma) \cdot \nabla_y \Gamma}{\Gamma^2} + \frac{|w_0 - w|^2}{4(t_0 - t)^2} \right] \, dx \, dw \, dt \]
\[= \frac{\chi_h}{r^h} \int_{\Phi > \chi_r^{-\gamma_h}} u \left[ \frac{A(\nabla_y \Gamma) \cdot \nabla_y \Gamma}{\Gamma^2} \left( \int_{|w_0 - w| < R_r(t_0 - t)} \, dw \right) \right] \, dx \, dt \]
\[+ \frac{\chi_h}{r^h} \int_{\Phi > \chi_r^{-\gamma_h}} \frac{u}{4(t_0 - t)^2} \left( \int_{|w_0 - w| < R_r(t_0 - t)} |w_0 - w|^2 \, dw \right) \, dx \, dt, \]

where we have set

\[ (3.30) \quad \Phi(x_0, t_0; x, t) = (t_0 - t)^{-h/2} \Gamma(x_0, t_0; x, t), \]
\[ (3.31) \quad R_r(t_0 - t)^2 = r(t_0 - t) \ln \left[ \frac{r^h \Phi(x_0, t_0; x, t)}{\chi} \right]. \]

If we denote by $\omega_h$ the volume of the $h$-dimensional unit ball we have

\[ \int_{|w_0 - w| < R_r(t_0 - t)} \, dw = \omega_h R_r(t_0 - t)^h, \]
\[ \int_{|w_0 - w| < R_r(t_0 - t)} |w_0 - w|^2 \, dw = \frac{h}{h + 2} \omega_h R_r(t_0 - t)^{h+2}. \]
Recalling (1.25), we finally obtain from (3.29)

\begin{equation}
(u_h)_r(x_0, w_0, t_0) = \int_{\Omega_r^{(h)}(x_0, t_0)} u(x, t) E_r^{(h)}(x_0, t_0; x, t) \, dx \, dt,
\end{equation}

where we have defined for \( R_r(t_0 - t) \) as in (3.31)

\begin{equation}
E_r^{(h)}(x_0, t_0; x, t) = \frac{\omega_h \chi_h}{\rho^h} R_r(t_0 - t)^h \left[ \frac{A(\nabla_y \Gamma(x_0, t_0; x, t) \cdot \nabla_y \Gamma(x_0, t_0; x, t)}{\Gamma^2(x_0, t_0; x, t)} \right. \\
\left. + \frac{h}{h + 2} \frac{R_r(t_0 - t)^2}{(t_0 - t)^2} \right].
\end{equation}

We are now ready to use Lemma 3.1. Integrating (3.15) in \( r \) and noting that

\begin{equation}
\lim_{r \to 0^+} u_r(x_0, t_0) = u(x_0, t_0)
\end{equation}

we obtain

\begin{equation}
u_r(x_0, t_0) = u(x_0, t_0) + \gamma \chi \int_0^r \rho^{-\gamma_h} \left( \int_{\Omega_r(x_0, t_0)} Lu \ln \left[ \frac{\rho^\gamma}{x} \right] \, dx \, dt \right) \frac{d\rho}{\rho}.
\end{equation}

We apply (3.34) to deduce a \((n + k + 1)\)-dimensional representation formula for the function \( u_h \) in (3.30). Writing the \((n + k + 1)\)-dimensional version of (3.34) for \( u_h \) and using (3.32) we end up with

\begin{equation}
\int_{\Omega_r^{(h)}(x_0, t_0)} u(x, t) E_r^{(h)}(x_0, t_0; x, t) \, dx \, dt = u(x_0, t_0)
\end{equation}

\begin{equation}+ \gamma \chi_h \int_0^r \rho^{-\gamma_h} \left( \int_{\Omega_r(x_0, t_0)} L_h u_h(x, w, t) \cdot \ln \left[ \frac{\rho^\gamma \Gamma_h(x_0, w_0, t_0; x, w, t)}{x_h} \right] \, dx \, dw \, dt \right) \frac{d\rho}{\rho}.
\end{equation}

In the integral in the r.h.s of (3.35) \( \tilde{\Omega}_p(x_0, w_0, t_0) \) is as in (3.28). Now we observe that because of (1.26), (3.23), (3.30), (3.31) we have

\begin{equation}
\ln \left[ \frac{\rho^{\gamma_h} \Gamma_h}{x_h} \right] = \frac{1}{4(t_0 - t)} \left[ R_p(t_0 - t)^2 - |w_0 - w|^2 \right].
\end{equation}

Using (3.36), the fact that \( L_h u_h = Lu \), and a splitting of the integrals similar to that performed in (3.29), we finally obtain from (3.35):

**Theorem 3.2.** Let \( u \in C^\infty(\mathbb{R}^{n+1}) \) and let \((x_0, t_0) \in \mathbb{R}^{n+1}\). For any \( h \in \mathbb{N} \) we have for every \( r > 0 \)

\begin{equation}
\int_{\Omega_r^{(h)}(x_0, t_0)} u(x, t) E_r^{(h)}(x_0, t_0; x, t) \, dx \, dt
\end{equation}

\begin{equation}= u(x_0, t_0) + \frac{2\gamma + h}{h + 2} \omega_h (4\pi)^{-h/2} \chi
\end{equation}

\begin{equation}+ \gamma \chi_h \int_0^r \rho^{-\gamma_h} \left( \int_{\Omega_r^{(h)}(x_0, t_0)} Lu(x, t) \frac{R_p(t_0 - t)^{h+2}}{4(t_0 - t)} \, dx \, dt \right) \frac{d\rho}{\rho},
\end{equation}
where $Y^*_h$, $E^*_e(r)$, and $R_e(t_0 - t)$ are respectively given by (1.26), (3.33) and (3.31). In particular, if $u$ is a solution of (1.13) in the set $\Omega^*_e(x_0, t_0)$ we have

$$u(x_0, t_0) = \int_{\Omega^*_e(x_0, t_0)} u(x, t)E^*_e(r)(x_0, t_0; x, t) \, dx \, dt.$$

4. PROOF OF THEOREM 1.1

Theorem 3.2 above is the ad hoc tool for proving the uniform Harnack inequality expressed in Theorem 1.1. Our proof will closely imitate, via the three-balls lemma, the classical proof for harmonic functions. One piece of information is, however, still missing, namely, the boundedness of the kernel $E^*_e(r)$ appearing in (3.38). In what follows we let $u$ be a nonnegative solution of (1.13) in the set $\Omega^*_e(x_0, t_0)$ as in the statement of Theorem 1.1. By (3.38), the three-balls lemma and the fact that $u \geq 0$ we obtain

$$u(x_0, t_0) = \int_{\Omega^*_e(x_0, t_0)} u(\xi, \tau)E^*_e(r)(x_0, t_0; \xi, \tau) \, d\xi \, d\tau$$

$$\geq \int_{\Omega^*_e(x_0, t_0)} u(\xi, \tau) \frac{E^*_e(r)(x_0, t_0; \xi, \tau)}{E^*_e(r)(x, t; \xi, \tau)} E^*_e(r)(x, t; \xi, \tau) \, d\xi \, d\tau.$$

Suppose for a moment we could prove that for $\varepsilon \in (0, 1)$ fixed, there exists a $C = C(\varepsilon, n, h, L) > 0$ such that for any $(x, t) \in \Omega^*_e(x_0, t_0)$ for which $t_0 - t \geq \varepsilon r$

$$\sup_{(\xi, \tau) \in \Omega^*_e(x_0, t_0)} E^*_e(r)(x, t; \xi, \tau) \leq Cr^{-(\gamma + 1)},$$

$$\inf_{(\xi, \tau) \in \Omega^*_e(x_0, t_0)} E^*_e(r)(x_0, t_0; \xi, \tau) \geq Cr^{-(\gamma + 1)}.$$

Replacing (4.2), (4.3) into (4.1) we would then obtain (1.27).

In order to complete the proof of Theorem 1.1 we are therefore left with proving (4.2), (4.3). We begin with the easy part, namely, (4.3). Using again the three-balls lemma, and by (3.33), we obtain for $t_0 - t \geq \varepsilon r$

$$\inf_{(\xi, \tau) \in \Omega^*_e(x_0, t_0)} E^*_e(r)(x_0, t_0; \xi, \tau) \geq \inf_{(\xi, \tau) \in \Omega^*_e(x_0, t_0)} E^*_e(r)(x_0, t_0; \xi, \tau)$$

$$\geq \frac{h}{h + 2(3r)^{2\gamma}} \inf_{t_0 - \tau \geq \varepsilon r} \frac{(R^*_e(t_0 - r))^2}{(t_0 - \tau)^2}.$$

Recalling now the definitions (1.25), (3.30), (3.31) we have on $\Omega^*_e(x_0, t_0)$, and for $t_0 - \tau \geq \varepsilon r$

$$\frac{(R^*_e(t_0 - r))^2}{(t_0 - \tau)^2} = 4^{h/2 + 1}(t_0 - \tau)^{h/2 - 1} \ln \left[ (3r)^{2\gamma} \Phi(x_0, t_0; \xi, \tau) \right]$$

$$\geq \gamma h 4^{h/2 + 1} \ln \left( \frac{3}{2} \right) e^{h/2 - 1} r^{h/2 - 1},$$
provided that \( h \geq 2 \). Substituting (4.5) into (4.4) yields (4.3). We now examine (4.2). The first step is to estimate \( (A(\nabla_\eta \Gamma) \cdot \nabla_\eta \Gamma) / \Gamma^2 \) in the set \( \Omega_{\delta r}^{(h)}(x, t) \). By (1.25) and (3.30) we see that if \( x = (y, z) \), then \( \Omega_{\delta r}^{(h)}(x, t) \) is the set of all points \( (\xi, \tau) = (\eta, \zeta, \tau) \in \mathbb{R}^{n+1} \) such that \( 0 < t - \tau < \delta r \) and

\[
\frac{1}{4} |y - \eta|^2 + \frac{3}{(t - \tau)^2} |\zeta - z + \frac{(t - \tau)}{2} B(y + \eta)|^2 < \gamma_h(t - \tau) \ln \left( \frac{\delta r}{t - \tau} \right).
\]

From (1.15) we obtain

\[
\frac{\nabla_\eta \Gamma(x, t; \xi, \tau)}{\Gamma(x, t; \xi, \tau)} = -\frac{(\eta - y)^T A^{-1}}{2(t - \tau)} - \frac{3}{(t - \tau)^2} \left( \frac{(t - \tau)}{2} B(y + \eta) \right)^T C B.
\]

Assumption (1.14) implies the existence of two numbers \( \lambda, \mu > 0 \) such that

\[
\begin{align*}
\lambda |y|^2 &\leq |y|^2 \leq \lambda^{-1} |y|^2, & y &\in \mathbb{R}^k, \\
\mu |z|^2 &\leq |z|^2 \leq \mu^{-1} |z|^2, & z &\in \mathbb{R}^l,
\end{align*}
\]

where \( |y| \) and \( |z| \) denote Euclidean norms. (4.7) and (4.8) imply

\[
\frac{A(\nabla_\eta \Gamma) \cdot \nabla_\eta \Gamma}{\Gamma^2} \leq C \left\{ \frac{|\eta - y|^2}{(t - \tau)^2} + \frac{|\zeta - z + ((t - \tau)/2) B(y + \eta)|^2}{(t - \tau)^4} \right\}
\]

for a constant \( C = C(n, L) > 0 \). Using, at this point, (4.6) in (4.9) yields for a \( C = C(n, h, L) > 0 \)

\[
\frac{A(\nabla_\eta \Gamma) \cdot \nabla_\eta \Gamma}{\Gamma^2} \leq C \cdot \frac{1}{t - \tau} \ln \left( \frac{\delta r}{t - \tau} \right) \text{ in } \Omega_{\delta r}^{(h)}(x, t).
\]

Recalling (3.33) we see that in order to prove (4.2) we must estimate \( R_{\delta r}(t - \tau) = R_{\delta r}(x, t; \xi, \tau) \) from above in \( \Omega_{\delta r}^{(h)}(x, t) \). From (3.31) and (3.30) we have

\[
R_{\delta r}(t - \tau)^2 = 4(t - \tau) \ln \left( \frac{(\delta r)^h \phi(x, t; \xi, \tau)}{\chi} \right) \leq 4(t - \tau) \ln \left( \frac{C r}{t - \tau} \right)
\]

for a constant \( C = C(\delta, h, \chi) > 0 \). In conclusion, see (3.33),

\[
\sup_{(\xi, \tau) \in \Omega_{\delta r}^{(h)}(x, t)} R_{\delta r}(t - \tau)^h \frac{A(\nabla_\eta \Gamma) \cdot \nabla_\eta \Gamma}{\Gamma^2} \leq C(t - \tau)^{h/2 - 1} \left[ \ln \left( \frac{C r}{t - \tau} \right) \right]^{h/2 + 1},
\]

and analogously,

\[
\sup_{(\xi, \tau) \in \Omega_{\delta r}^{(h)}(x, t)} R_{\delta r}(t - \tau)^{-2} \leq C(t - \tau)^{h/2 - 1} \left[ \ln \left( \frac{C r}{t - \tau} \right) \right]^{h/2 + 1}.
\]

In (4.11), (4.12) we have denoted by \( C \) a positive constant depending on \( \epsilon, n, h, L \). Letting now \( h > 2 \) in (4.11), (4.12), and recalling (3.33) once more, we finally obtain (4.2). This completes the proof of Theorem 1.1.
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