1. INTRODUCTION

The recurrence relation

\[ xs_n(x) = \beta_n s_{n+1}(x) + \gamma_n s_n(x) + \delta_n s_{n-1}(x), \quad n = 0, 1, \ldots, \]

for a system of orthogonal polynomials gives rise to the tridiagonal (Jacobi) matrix

\[ H = [h_{ij}] = \begin{bmatrix}
\gamma_0 & \beta_0 & 0 & 0 & \cdots \\
\delta_1 & \gamma_1 & \beta_1 & 0 & \cdots \\
0 & \delta_2 & \gamma_2 & \beta_2 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots 
\end{bmatrix}. \]

The purpose of this work is to present a discrete approach to the question of monotonicity of zeros of a parameter-dependent family of orthogonal polynomials as functions of the parameter involved. One may think of the parameter dependence as a perturbation. An outline of our approach will be given in §2. When the coefficients \( \beta_n, \gamma_n, \delta_n \) in (1) depend on a parameter \( \tau \), the zeros of the \( s_n(x) \)'s will depend also on \( \tau \) and we are particularly interested in the behavior of the zeros as functions of \( \tau \). The Hellmann-Feynman theorem, Theorem 2.1, gives a formula for the derivative of a zero of \( s_N(x) \) with respect to \( \tau \). The definiteness of the derivative of the \( N \times N \) truncation of \( H \) implies the
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monotonicity of the zeros of $s_N(x)$. The question of definiteness turns out to be equivalent to the question of whether certain sequences are chain sequences in the terminology of Chihara [6]. We discuss this connection and provide alternative criteria for monotonicity of a zero in §3.

In the remaining sections, we illustrate the method of §2 by several examples: the associated Laguerre polynomials, the Al-Salam-Carlitz polynomials, the Meixner polynomials, and the Pollaczek polynomials. We also derive inequalities for zeros of Meixner and Pollaczek polynomials. As a by-product we determine the rate of convergence of zeros of Meixner polynomials $m_n(x; \beta, c)$ to the corresponding zeros of Laguerre polynomials $L_n^{(\beta-1)}(x)$ as $c \to 1^{-}$.

It is worth noting that other approaches to monotonicity of zeros of orthogonal polynomials use very special properties of the polynomials involved. For example, Markov’s theorem [21, Theorem 6.12.1; 9, p. 133, problem 15] uses the knowledge of the weight function. Sturmian arguments [21, 18, 19] use second-order differential equations. General orthogonal polynomials do not satisfy Sturmian second-order differential equations. Weight functions are not easy to compute (see the discussion in [14]) and even if the weight function is known, it may not satisfy the hypotheses of Markov’s theorem, especially if, as in the examples in [2], the measure of orthogonality has a discrete part where the location of the masses depends on the parameter.

2. Foundations

There are two basic ingredients to our approach. The first is the finite-dimensional version of the Hellmann-Feynman theorem concerning the derivative of an eigenvalue with respect to a parameter. The second is the relation between the interval of orthogonality of a system of orthogonal polynomials and the positive definiteness of certain matrices related to the tridiagonal matrix of the system.

The following formulation of the Hellmann-Feynman theorem will be sufficient for our purposes. For references to stronger versions, see [17].

**Theorem 2.1** (see, e.g., [17]). Let $H(\tau)$ be an $n \times n$ Hermitian matrix whose entries have continuous first derivatives with respect to a parameter $\tau$ for $\tau \in T := (\tau_1, \tau_2)$. Let $\lambda_1(\tau) < \lambda_2(\tau) < \cdots < \lambda_n(\tau)$ be the eigenvalues of $H(\tau)$ and let $\mathcal{U}_1, \cdots, \mathcal{U}_n$ be the corresponding eigenvectors. If $\partial H(\tau)/\partial \tau$ is the matrix formed by the derivatives of the entries of $H(\tau)$, then

$$\frac{\partial \lambda_j}{\partial \tau} = \frac{\mathcal{U}_j^T (\partial H/\partial \tau) \mathcal{U}_j}{\mathcal{U}_j^T \mathcal{U}_j}, \quad j = 1, \ldots, n.$$

An immediate consequence is the following:

**Corollary 2.2.** Let the assumptions of Theorem 2.1 hold. If $\partial H/\partial \tau$ is positive (negative) definite, then the $j$th eigenvalue of $H(\tau)$ is a strictly increasing (decreasing) function of $\tau$, $j = 1, \ldots, n$. 

Note that we can replace “positive” (“negative”) in Corollary 2.2 by “semipositive” (“seminegative”) and conclude that the eigenvalues are nondecreasing (nonincreasing) functions of $\tau$. Corollary 2.2 is Theorem V.2.3 in Atkinson’s book [4]. An equivalent assertion is that if $A$ and $B$ are Hermitian matrices and $B - A$ is positive definite then each eigenvalue of $B$ is strictly larger than the corresponding eigenvalue of $A$. Proofs of the latter assertion are in [11, Corollary 7.7.4; 20, p. 475].

Let $\{s_n(x)\}$ be a family of polynomials such that $s_n(x)$ is of precise degree $n$, $n = 0, 1, \ldots$, and

\begin{equation}
    s_0(x) = 1, \quad s_1(x) = (x - \gamma_0)/\beta_0.
\end{equation}

Recall that such a family of polynomials is orthogonal with respect to a positive measure with infinite support and finite moments if and only if it satisfies a three-term recurrence relation of the form

\begin{equation}
    x s_n(x) = \beta_n s_{n+1}(x) + \gamma_n s_n(x) + \delta_n s_{n-1}(x),
\end{equation}

with

\begin{equation}
    \beta_n \delta_{n+1} > 0, \quad n = 0, 1, \ldots.
\end{equation}

The polynomials $\{s_n(x)\}$ are orthogonal with respect to a positive measure $\mu$ which we shall normalize by

\[\int_{A} d\mu(t) = 1.\]

We associate with (2) and (3) the infinite tridiagonal matrix

\[H = [h_{ij}] = \begin{bmatrix}
\gamma_0 & \beta_0 & 0 & 0 & \cdots \\
\delta_1 & \gamma_1 & \beta_1 & 0 & \cdots \\
& \delta_2 & \gamma_2 & \beta_2 & \cdots \\
& & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots & \ddots \\
\end{bmatrix}\]

and we use the notation $H_N$ for the $N \times N$ truncation of $H$. We have

\[H_N \begin{bmatrix}
s_0 \\
s_1 \\
\vdots \\
s_{N-1} \\
\end{bmatrix} = x \begin{bmatrix}
s_0 \\
s_1 \\
\vdots \\
s_{N-1} \\
\end{bmatrix}\]

if and only if $x$ is a zero of $s_N(x)$. This identifies the zeros of the polynomials $s_N(x)$, which are real and simple, as eigenvalues of the matrix $H_N$.

In what follows we will suppose that $\{s_n(x)\}$ satisfies (2) and (3) and assume that $\beta_n$, $\gamma_n$, and $\delta_n$ are differentiable functions of a parameter $\tau$, $0 \leq n \leq N$, and we will be interested in using Theorem 2.1 to get a formula for the derivative of a zero of $s_N(x)$ with respect to $\tau$ and hence to discover conditions under which the zeros are monotonic functions of $\tau$. 

This problem has been considered by the first author [12] who used a slight generalization of Theorem 2.1 with nonsymmetric \( H(\tau) \). This gives useful information in some cases, by showing that the entries in \( \mathbb{Z}_j^T (\partial H/\partial \tau) \mathbb{Z}_j \) are all positive. Thus, for example, in the case of birth and death process polynomials \( (\gamma_n = -\beta_n - \delta_n) \) one can get information on the monotonicity of the largest and smallest zeros in this way [12, Theorems 1, 2, and 3]. In the case of a class of polynomials considered by Dickinson, Pollack, and Wannier, \( \beta_n = \delta_n \) and \( \gamma_n = 0 \), one may get information on all the zeros in this way [12, Theorem 4].

Here we do not wish to make, at the outset, any special assumptions about the coefficients in the recurrence relation. However we will symmetrize the situation by considering, instead of \( \{s_n(x)\} \), the corresponding orthonormal polynomials which are given by

\[
p_0(x) = 1, \quad p_n(x) = \left( \frac{\beta_0 \beta_1 \cdots \beta_{n-1}}{\delta_1 \delta_2 \cdots \delta_n} \right)^{1/2} s_n(x),
\]

and which satisfy

\[
(5) \quad p_0(x) = 1, \quad x p_n(x) = a_n p_{n+1}(x) + b_n p_n(x) + a_{n-1} p_{n-1}(x), \quad n \geq 0, \quad a_{-1} p_{-1}(x) := 0,
\]

where

\[
a_n = \sqrt{\beta_n \delta_{n+1}}, \quad b_n = \gamma_n, \quad n \geq 0.
\]

This identifies the zeros of the polynomial \( p_N(x) \) (or of \( s_N(x) \)) as eigenvalues of the Hermitian matrix \( \mathcal{A}_N \), the \( N \times N \) truncation of the matrix

\[
A = [a_{ij}] = \begin{bmatrix}
  b_0 & a_0 & 0 & 0 & \cdots \\
  a_0 & b_1 & a_1 & 0 & \cdots \\
  0 & a_1 & b_2 & a_2 & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots
\end{bmatrix}.
\]

Theorem 2.1 may be applied directly in this setting and will give monotonicity of the zeros as functions of \( \tau \), provided that \( \partial \mathcal{A}_N/\partial \tau \) is a definite matrix. We summarize our findings so far in the following theorem.

**Theorem 2.3.** Let \( \{s_n(x)\} \) satisfy (2) and (3) and assume that, for \( n = 0, 1, \ldots, N - 1 \), \( \beta_n \), \( \gamma_n \), and \( \delta_n \) are differentiable functions of a parameter \( \tau \), \( \tau \in (\tau_1, \tau_2) := T \). If (4) holds for \( n = 0, 1, \ldots, N - 1 \) and if the matrix

\[
\left[ \frac{\partial}{\partial \tau} \sqrt{\beta_i \delta_{i+1}} \delta_{i-1,j} + \frac{\partial}{\partial \tau} \gamma_i \delta_{ij} + \frac{\partial}{\partial \tau} \sqrt{\beta_{i-1} \delta_i} \delta_{i,j+1} \right], \quad i, j = 0, \ldots, N - 1,
\]

is positive (negative) definite, then the zeros of \( s_0(x), \ldots, s_N(x) \) are strictly increasing (decreasing) functions of \( \tau \), \( \tau \in T \).

In the application of Theorem 2.3, it is useful to have some methods of determining whether a symmetric tridiagonal matrix is positive definite. It is clear that if a symmetric tridiagonal matrix \( A \) is positive definite, then any symmetric tridiagonal matrix obtained by increasing some of the diagonal entries
and decreasing (in absolute value) some of the off-diagonal entries of $A$ is also positive definite. This is because

$$\det A_N = b_{N-1} \det A_{N-1} - a_{N-2}^2 \det A_{N-2}. \tag{6}$$

We state this formally as follows.

**Theorem 2.4.** Let $A$ and $B$ be symmetric tridiagonal $N \times N$ matrices. Let $A$ be positive definite and let

$$\frac{b_{i,i+1}^2}{b_{ii}b_{i+1,i+1}} \leq \frac{a_{i,i+1}^2}{a_{ii}a_{i+1,i+1}}, \quad i = 0, \ldots, N-2.$$ 

Then $B$ is also positive definite.

In order to have a supply of positive definite matrices, to use as comparison matrices in the foregoing theorem, it is first worth noting that the matrix

$$A_N = \begin{bmatrix} 1 & 1/2 & 0 & \cdots & 0 \\ 1/2 & 1 & 1/2 & \cdots & 0 \\ 0 & 1/2 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{bmatrix} \tag{7}$$

is positive definite. This follows from $\det A_N = (N+1)/2^N$ which can be proved by induction on $N$ on noting that $\det A_1 = 1$, $\det A_2 = 3/4$, and, on using (6), $\det A_N = \det A_{N-1} - \frac{1}{4} \det A_{N-2}$. Another source of positive definite tridiagonal matrices is the tridiagonal matrices associated with polynomial systems whose intervals of orthogonality are contained in $[0, \infty)$. To explain this we need the concept of true interval of orthogonality.

**Definition 2.5.** Let $s_n(x)$ be an infinite sequence of orthogonal polynomials and let $x_{n,1} < x_{n,2} < \cdots < x_{n,n}$ be the zeros of $s_n(x)$, $n > 0$. The true interval of orthogonality is defined as $[\xi, \eta]$ where

$$\xi = \lim_{n \to \infty} x_{n,1}, \quad \eta = \lim_{n \to \infty} x_{n,n}.$$ 

If $\{s_n(x) \mid 0 \leq n \leq N\}$ is a finite family of orthogonal polynomials, then we take

$$\xi = x_{n,1}, \quad \eta = x_{n,n}.$$ 

Both $\xi$ and $\eta$ exist in the extended real number system since $\{x_{n,1}\}$ is a strictly decreasing, and $\{x_{n,n}\}$ a strictly increasing, sequence.

**Theorem 2.6.** Let $\{s_n(x)\}$ satisfy (2) and (3) and let the positivity condition (4) hold. Then an interval $[a, b]$ contains the interval of orthogonality $[\xi, \eta]$ of $\{s_n(x)\}$ if and only if $A_N - aI$ and $bI - A_N$ are positive definite for each $N \geq 1$.

**Proof.** We have $\xi \geq a$ if and only if the eigenvalues of $A_N$ are $\geq a$, that is if and only if the eigenvalues of $A_N - aI$ are $\geq 0$, which is true if and only if
$A_N - aI$ is positive definite. Similarly, we see that $\eta \leq b$ is equivalent to the positive definiteness of $bI - A_N$ for every $N$.

Theorem 2.6 is well known and is useful in providing a supply of positive definite tridiagonal matrices to be used in Theorem 2.4. If we know that the true interval of orthogonality of the system $\{s_n(x)\}$ is contained in $[a, b]$ we will have positive definite matrices $A_N - aI$ and $bI - A_N$. We may be able to use one of these, possibly with a different value of $\tau$ with which to compare $\partial A/\partial \tau$. We will use this technique to prove Theorem 5.1 on the monotonicity of the zeros of the Al-Salam-Carlitz polynomials.

3. The connection with chain sequences

The question of the positive definiteness of infinite tridiagonal matrices is intimately connected with the concept of chain sequences in the terminology of, e.g., [6].

**Definition 3.1.** A finite or infinite sequence $\{a_n|n > 0\}$ is called a chain sequence if there exists another sequence $\{g_n|n \geq 0\}$ such that $a_n = g_n(1 - g_{n-1})$, $n > 0$, with $0 \leq g_0 < 1$ and $0 < g_n < 1$ for $n > 0$. The sequence $\{g_n\}$ is called a parameter sequence for the sequence $\{a_n\}$.

The following theorem is due to Wall and Wetzel [23]; see also [22].

**Theorem 3.2.** Let $B = [b_{i,j}]$ be an infinite real tridiagonal matrix

$$b_{i,j} = c_{i-1}\delta_{i,j+1} + d_i\delta_{i,j} + c_i\delta_{i,j-1}, \quad i, j \geq 0,$$

and assume $c_i \neq 0$, $i = 0, \ldots, N - 2$. Let $B_N$ be the $N \times N$ truncation of $B$. Then $B_N$ is positive definite if and only if $d_i > 0$, $i = 0, 1, \ldots, N - 1$, and $\{c_0^2/d_0, c_1^2/d_1, \ldots, c_{N-2}^2/d_{N-1}d_{N-2}\}$ is a chain sequence.

Thus the question of whether a symmetric tridiagonal matrix is positive definite reduces to the question of whether a certain related sequence is a chain sequence. The fact that the constant sequence $\{1/4\}$ is a chain sequence is equivalent to the positive definiteness of the matrix in equation (7). It may be useful also to record that the sequence whose $n$th element is $1/4 + 1/[16n(n+1)]$ is a chain sequence; see [6, p. 98].

We observe that Theorem 2.4 asserts that a sequence of positive numbers is itself a chain sequence if it is dominated by a chain sequence [6, Theorem 5.7, p. 97].

Our Theorem 2.3 may be rephrased as a theorem involving chain sequences in the following way:

**Theorem 3.3.** Let $\{s_n(x)\}$ satisfy (2) and (3) and assume that, for $n = 0, 1, \ldots, N - 1$, $\beta_n$, $\gamma_n$, and $\delta_n$ are differentiable functions of a parameter $\tau$, $\tau \in (\tau_1, \tau_2) := T$. If (4) holds for $n = 0, 1, \ldots, N - 1$ and if $\alpha_1, \alpha_2, \ldots, \alpha_{N-1}$ is a finite chain sequence, where

$$\alpha_i := \left[\frac{\partial}{\partial \tau} \sqrt{\beta_i^2 + 1}\right]^2 \left[\frac{\partial \gamma_i}{\partial \tau} \frac{\partial \gamma_{i-1}}{\partial \tau}\right], \quad i = 0, \ldots, N - 2,$$
and if \( \partial \gamma_i / \partial \tau > 0 \) \( (\leq 0) \), \( i = 0, 1, \ldots, N - 1 \), then the zeros of \( s_0(x), \ldots, s_N(x) \) are strictly increasing (decreasing) functions of \( \tau \), \( \tau \in T \).

Chihara [5] pointed out the connection between chain sequences and the true interval of orthogonality of a family of orthogonal polynomials. His result follows from Theorems 2.6 and 3.2 but his proof is different. Although he stated his results for infinite families of orthogonal polynomials, his proofs are applicable to the case of finite families. The reader may note that the definitions in [5 and 6, p. 29] of the true interval of orthogonality of a family of polynomials require that family to be infinite, while our Definition 2.5 allows for finite families.

4. Application to Laguerre Polynomials and Associated Laguerre Polynomials

The associated Laguerre polynomials \( \{L_n^\alpha(x; c)\} \) [10, 3] are generated by
\[
L_0^\alpha(x; c) = 1, \quad L_1^\alpha(x; c) = (\alpha + 1 - x + 2c)/(c + 1),
\]
\[
xL_n^\alpha(x; c) = -(n + c + 1)L_{n+1}^\alpha(x; c) + (2n + 2c + \alpha + 1)L_n^\alpha(x; c)
- (n + c + \alpha)L_{n-1}^\alpha(x; c), \quad n = 1, 2, \ldots.
\]
We wish to investigate the dependence of the zeros of \( \{L_n^\alpha(x; c)\} \) on the parameter \( \alpha \). The associated Laguerre polynomials provide an example of birth and death process polynomials, since \( \gamma_n = -\beta_n - \delta_n \). Theorem 1 of [12] shows that the largest zero of such a polynomial increases with \( \alpha \), \( \alpha > 0 \). We will see that this increasing property holds for all the zeros.

In the notation of §2 we have \( \beta_n = -n - c - 1 \), \( \gamma_n = 2n + 2c + \alpha + 1 \), \( \delta_n = -n - c - \alpha \), the entries of the matrix \( A_N \) are of the form
\[
a_{i,j} = \sqrt{i + c + 1}(i + c + \alpha + 1)\delta_{i,j-1}
+ (2i + 2c + \alpha + 1)\delta_{i,j} + \sqrt{(i + c)(i + c + \alpha)}\delta_{i,j+1},
\]
and so the entries of the matrix \( \partial A_N / \partial \alpha \) are of the form
\[
c_{i,j} = \frac{\sqrt{i + c + 1}}{2\sqrt{i + c + \alpha + 1}}\delta_{i,j-1} + \delta_{i,j} + \frac{\sqrt{i + c}}{2\sqrt{(i + c + \alpha)}}\delta_{i,j+1}.
\]
Now, for \( \alpha \geq 0 \) and \( c > -1 \), this matrix is clearly positive definite, by comparison with the matrix in (7), using Theorem 2.4. This shows that for \( \alpha \geq 0 \), \( c > -1 \), the zeros of the associated Laguerre polynomial increase with the parameter \( \alpha \).

In the special case \( c = 0 \), we have the classical Laguerre polynomials \( \{L_n^\alpha(x)\} \) and the result just obtained shows that their zeros increase with \( \alpha \), \( \alpha \geq 0 \). Actually the stronger result that the zeros increase with \( \alpha \), \( \alpha > -1 \), can be obtained by Markoff's theorem [21, Theorem 6.12.1], by the method of Stieltjes [21, §6.22] or, most simply, by the elegant electrostatic interpretation of the zeros [21, Theorem 6.7.3]. We point out, however, that these methods are
based on knowing the weight function or the differential equation satisfied by
the polynomials and are not obviously applicable in the case \( c \neq 0 \). We remark
that the weight function for the associated Laguerre polynomials is (see [3])
\[ x^\alpha e^{-x} |\psi(c, 1 - \alpha, xe^{-\alpha})|^{-2} \]
\( \psi \) being the Tricomi \( \psi \) function [7] and we
know of no way to express the derivative with respect to a parameter of the
Tricomi \( \psi \) function in terms of simple special functions. Furthermore, if \( c > -1, \alpha+c > -1 \) but \( 1+\alpha+2c < 0 \), the measure of orthogonality of the associated
Laguerre polynomials has a discrete mass which depends on \( \alpha \), and Markov’s
theorem is not applicable. The associated Laguerre polynomials do not satisfy
a second-order differential equation of Sturm-Liouville type. They satisfy a
fourth-order differential equation with polynomial coefficients [10] which does
not seem amenable to a Sturmian approach.

In the case of the usual Laguerre polynomials \( (c = 0) \), Theorem 2.1 may be
used to provide a compact integral representation, (8) below, for the derivative
of a zero \( \xi \) of \( L_n^\alpha(x) \) with respect to \( \alpha \). In this case
\[ \mathcal{U} = (u_0, \ldots, u_{n-1}) , \]
where
\[ u_k = (-1)^k \sqrt{k!/(\alpha+1)_k} L_k^{(\alpha)}(\xi) , \]
so the denominator in the formula given by Theorem 2.1 is, in this case,
\[ \sum_{k=0}^{n-1} [L_k^\alpha(\xi)]^2 k!/(\alpha+1)_k \]
which may be summed, using [8, p. 188, (9)], to get
\[ -\frac{n!}{(\alpha+1)_n} L_{n-1}^\alpha(\xi)[L_n^\alpha(\xi)]'. \]
The numerator is \( \mathcal{U}(\partial H/\partial \tau)\mathcal{U} , \) where the \((i, j)\)th element of \( \partial H/\partial \tau \) is
\[ \frac{\sqrt{i+1}}{2\sqrt{\alpha+i+1}} \delta_{i,j-1} + \delta_{i,j} - \frac{\sqrt{j}}{2\sqrt{\alpha+i}} \delta_{i,j+1} . \]
Thus the numerator is equal to
\[ \sum_{k=0}^{n-1} \frac{k!}{(\alpha+1)_k} L_k^\alpha(\xi)[L_k^\alpha(\xi) - L_{k-1}^\alpha(\xi)] \]
which, using [8, p. 191, (29)], gives
\[ \int_0^\infty \sum_{k=0}^{n-1} \frac{k!}{(\alpha+1)_k} L_k^\alpha(\xi) L_k^\alpha(\xi+y) e^{-y} dy . \]
Using [8, p. 188, (9)], and recalling that \( L_n^\alpha(\xi) = 0 \), we see that this last expression is equal to
\[ -\frac{n!}{(\alpha+1)_n} \int_0^\infty u^{-1} e^{-u} L_{n-1}^\alpha(\xi) L_n^\alpha(\xi+u) du , \]
so we finally obtain
\[
\frac{d\xi}{d\alpha} = \frac{1}{[L_n^\alpha(\xi)]^2} \int_0^\infty u^{-1} e^{-u} L_n^\alpha(\xi + u) \, du.
\]

It is not obvious from this formula that \( \xi \) increases with \( \alpha, \alpha > -1 \). However since we know that this is, in fact, the case we can deduce that
\[
\frac{1}{[L_n^\alpha(\xi)]^2} \int_0^\infty u^{-1} e^{-u} L_n^\alpha(\xi + u) \, du > 0,
\]
where \( \xi \) is a zero of \( L_n^\alpha(x), \alpha > -1 \). (The numerator obtained above can be shown to be positive for \( \alpha \geq 0 \) using the Cauchy-Schwarz inequality.)

5. The Al-Salam-Carlitz Polynomials

Another example illustrating the advantage of our approach is the case of the Al-Salam-Carlitz polynomials \( \{U_n(x)\} \); see Chihara [6, p. 196]. These are given by
\[
U_{-1}(x) = 0, \quad U_0(x) = 1,
\]
\[
U_{n+1}(x) = [x - (1 + a)q^n]U_n(x) + aq^{n-1}(1 - q^n)U_{n-1}(x),
\]
where \( a < 0, \ 0 < q < 1 \). Although it is not clear whether \( U_n(x) \) tends to an interesting class of orthogonal polynomials as \( q \to 1^- \), it is nevertheless true that the set \( \{U_n(x)\} \) has many of the desirable combinatorial properties of a \( q \)-analogue of the Charlier polynomials [16].

The interval \([a, 1]\) is the true interval of orthogonality of \( \{U_n(x)\} \). Hence, by Theorem 2.5, the tridiagonal symmetric matrix \( M \) with
\[
m_{nn} = 1 - (1 + a)q^n, \quad m_{n,n+1} = -\sqrt{-aq^n(1 - q^{n+1})}, \quad n = 0, 1, \ldots,
\]
is positive definite. It will be useful later to replace \( a \) by \( q^2/(4a) \) giving the positive definiteness of the tridiagonal symmetric matrix \( M \) with
\[
m_{nn} = 1 - (1 + q^2/(4a))q^n, \quad m_{n,n+1} = -\sqrt{-q^{n+2}(1 - q^{n+1})/(4a)}, \quad n = 0, 1, \ldots.
\]

Now we prove

**Theorem 5.1.** Let \( 0 < q < 1 \). The zeros of \( \{U_n(x + a/q)\} \) are strictly decreasing functions of \( a \) on the interval \( -\infty < a < -q^2[4(1-q)]^{-1} \) \((< 0)\).

**Proof.** In this case \( \beta_n = 1, \ \gamma_n = (a+1)q^n - a/q, \ \delta_n = -aq^{n-1}(1 - q^n), \ \tau = a \), so the elements of the matrix \( A \) are given by
\[
a_{nn} = (a+1)q^n - a/q, \quad a_{n,n+1} = \sqrt{-aq^n(1 - q^{n+1})}, \quad n = 0, 1, \ldots,
\]
and the elements of the matrix \(-\partial A/\partial a\) are given by
\[
c_{nn} = -q^n + 1/q, \quad c_{n,n+1} = \sqrt{q^n(1 - q^{n+1})(-a)^{-1/2}}/2, \quad n = 0, 1, \ldots.
\]
We need to show that, under the given conditions, this matrix is positive definite. We do this by comparing it with (10), using Theorem 2.4. This leads to showing that
\[
\frac{1}{(1 - q^{n+1})(1 - q^{n+2})} \leq \frac{1}{(1 - (1 + q^2/(4a))q^n)(1 - (1 + q^2/(4a))q^{n+1})}.
\]
But this is true under the given hypothesis $-\infty < a < -q^2[4(1 - q)]^{-1}$ which is equivalent to $q \leq 1 + q^2/4a$. This completes the proof of Theorem 5.1.

We remark that some restriction on $a$, though probably not as stringent as $-\infty < a < -q^2[4(1 - q)]^{-1}$, which arose in using our comparison result (Corollary 2.7), is necessary for the positive definiteness of $-\partial A/\partial a$. This can be seen by examining the positivity of the determinant
\[
\begin{vmatrix}
\frac{1}{q-1} & \frac{1}{2}\sqrt{(q-1)/a} \\
\frac{1}{2}\sqrt{(q-1)/a} & \frac{1}{q-q}
\end{vmatrix}
\]
of the first two rows and columns of $-\partial A/\partial a$.

**Theorem 5.2.** The zeros of $\{U_n^{(a)}(x\sqrt{-a})\}$ increase with $a$, $-\infty < a < 0$.

**Proof.** In view of Corollary 5.3, to be proved below, we will actually present the formula arising from Theorem 2.1, for the derivatives of the zeros with respect to $a$. It follows from (9) that the orthonormal polynomials
\[
p_n(x) := \frac{(-a)^{-n/2}q^{-n(n-1)/4}}{\sqrt{(1 - q)(1 - q^2)\cdots(1 - q^n)}} U_n^{(a)}(x\sqrt{-a})
\]
satisfy the recursion relation
\[
q^{n/2}(1 - q^{n+1})^{1/2}p_{n+1}(x) = (x - (1 + a)q^n/\sqrt{-a})p_n(x) - q^{(n-1)/2}(1 - q^n)^{1/2}p_{n-1}(x).
\]
(11)

Let $x_1 < x_2 < \cdots < x_n$ be the zeros of $p_n(x)$. For each $j$, $1 < j < n$, $x_j$ is an eigenvalue of the $n \times n$ truncation of the tridiagonal matrix associated with (11). In this matrix, only the diagonal elements depend on $a$. Furthermore, $\mathcal{H}_j = (p_0(x_j), \ldots, p_{n-1}(x_j))$ is an eigenvector corresponding to the eigenvalue $x_j$. Thus Theorem 2.1 gives
\[
\frac{\partial x_j}{\partial a} = \sum_{k=0}^{n-1} q^k p_k^2(x_j) \frac{\partial}{\partial a} \left( \frac{1 + a}{\sqrt{-a}} \right) / \sum_{k=0}^{n-1} p_k^2(x_j),
\]
(12)
which implies the required result.

**Corollary 5.3.** Let $x_1(a) < x_2(a) < \cdots < x_n(a)$ be the zeros of $U_n^{(a)}(x\sqrt{-a})$. Then
\[
0 < x_j(b) - x_j(a) \leq \frac{1 + b}{\sqrt{-b}} - \frac{1 + a}{\sqrt{-a}}, \quad a < b < 0.
\]

**Proof.** In (12), majorize $q^k$ by 1 and integrate the resulting differential inequality.
6. Meixner Polynomials

The Meixner polynomials
\[ m_n(x; \beta, c) = (\beta)_n^{-1} F_1 \left( \begin{array}{c} -n, -x \\ \beta \end{array} \Bigg| 1 - c^{-1} \right), \quad \beta > 0, \ 0 < c < 1, \]
satisfy the three-term recurrence relation
\[ cm_{n+1}(x; \beta, c) = [x(c - 1) + n(1 + c) + c\beta]m_n(x; \beta, c) - n(n + \beta - 1)m_{n-1}(x; \beta, c), \quad n > 0, \]
[6, pp. 161 and 176]. One can apply Theorem 2.3 to see that the zeros of \( m_n(x; \beta, c) \) increase with \( \beta \) when \( \beta > 1 \). The details are similar to our analysis of the associated Laguerre polynomials and will be omitted.

To study the dependence of the zeros of the Meixner polynomials on the parameter \( c \), we found it more convenient to use the renormalization
\[ M_n(x; \beta, c) := (\frac{-1}{n!(\beta)_n})^{1/2} m_n \left( \frac{x\sqrt{c}}{1 - c}; \beta, c \right). \]
The \( M_n \)'s are orthonormal polynomials generated by
\[
M_{-1}(x; \beta, c) = 0, \quad M_0(x; \beta, c) = 1,
\]
\[ xM_n(x; \beta, c) = \sqrt{(n + 1)(n + \beta)}M_{n+1}(x; \beta, c) + [\sqrt{c}\beta + (n + 1)/\sqrt{c}]M_n(x; \beta, c) + \sqrt{n(n + \beta - 1)}M_{n-1}(x; \beta, c). \tag{13} \]

As \( c \to 1^- \), the zeros of \( M_n(x; \beta, c) \) converge to the corresponding zeros of \( L_n^{(\beta - 1)}(x) \), since [6, p. 177 or 8, p. 226, (15)]
\[ \lim_{c \to 1^-} m_n \left( \frac{x\sqrt{c}}{1 - c}; \beta, c \right) = n!L_n^{(\beta - 1)}(x). \]
We wish to estimate the rate at which the zeros of \( M_n(x; \beta, c) \) tend to the corresponding zeros of \( L_n^{(\beta - 1)}(x) \), as \( c \to 1^- \).

Let
\[ m_{n,1}(\beta, c) < \cdots < m_{n,n}(\beta, c) \quad \text{and} \quad l_{n,1}(\alpha) < \cdots < l_{n,n}(\alpha) \]
be the zeros of \( m_n(x; \beta, c) \) and \( L_n^{(\alpha)}(x) \), respectively. We shall denote the zeros of \( M_n(x; \beta, c) \) by \( M_{n,j}(\beta, c) \), i.e.,
\[ M_{n,j}(\beta, c) = \frac{1 - c}{\sqrt{c}} m_{n,j}(\beta, c). \]

**Theorem 6.1.** The quantities \( M_{n,j}(\beta, c) \) increase with \( c \) on the interval \((n - 1)/(\beta + n - 1) < c < 1\) and converge to \( l_{n,j}(\beta - 1) \) as \( c \to 1^- \).

**Proof.** The \( n \times n \) truncation of the infinite tridiagonal matrix associated with (13) has eigenvalues \( M_{n,1}(\beta, c), \ldots, M_{n,n}(\beta, c) \) and an eigenvector corresponding to \( M_{n,j}(\beta, c) \) is
\[ \{M_0(M_{n,j}(\beta, c); \beta, c), \ldots, M_{n-1}(M_{n,j}(\beta, c); \beta, c)\}. \]
We then apply Theorem 2.1 and obtain
\[
\frac{\partial}{\partial c} M_{n,j}(\beta, c) = \sum_{k=0}^{n-1} \frac{\beta c + k(c-1)}{2c^k c} M_k^2(M_{n,j}(\beta, c); \beta, c)
\]
\[
\times \left[ \sum_{k=0}^{n-1} M_k^2(M_{n,j}(\beta, c); \beta, c) \right]^{-1}.
\]
(15)

The coefficients are all positive for the given range of values of \(c\). This proves Theorem 6.1.

We now obtain two-sided inequalities for the zeros of the Meixner polynomials.

**Theorem 6.2.** Let \( m_{n,j}(\beta, c) \) and \( l_{n,j}(\alpha) \) be as in (14). If \( 0 < c < 1 \), then
\[
l_{n,j}(\beta - 1) - \beta(1 - \sqrt{c}) < \frac{1-c}{\sqrt{c}} m_{n,j}(\beta, c)
\]
\[
< l_{n,j}(\beta - 1) - \beta(1 - \sqrt{c}) + \frac{(n-1)}{\sqrt{c}}(1 - \sqrt{c})^2.
\]

**Proof.** Observe that (15) holds for all \( n > 0 \) and all \( c \in (0, 1) \). Since \( \beta c \geq \beta c + k(c-1) \geq \beta c + (n-1)(c-1) \), we get
\[
\frac{\beta}{2\sqrt{c}} > \frac{\partial M_{n,j}(\beta, c)}{\partial c} > \frac{\beta c + (n-1)(c-1)}{2c^k c}.
\]

Integrating this inequality between \( c \) and 1 and using \( M_{n,j}(\beta, 1) = l_{n,j}(\beta-1) \) we get (16).

**7. POLLACZEK POLYNOMIALS**

The Pollaczek polynomials \( P_n^\lambda(x; a, b) \) satisfy the recurrence relation [6, p. 184]
\[
(n + 1)P_{n+1}^\lambda(x; a, b) = 2[(n + \lambda + a)x + b]P_n^\lambda(x; a, b)
\]
\[
- (n + 2\lambda - 1)P_{n-1}^\lambda(x; a, b).
\]

From this we see that the orthonormal Pollaczek polynomials
\[
P_n^\lambda(x) = P_n^\lambda(x; a, b) = \sqrt{\frac{n!(n + \lambda + a)}{(\lambda + a)(2\lambda)_n}} P_n^\lambda(x; a, b)
\]
satisfy
\[
xP_n^\lambda(x; a, b) = \frac{1}{2} \sqrt{\frac{(n+1)(n+2\lambda)}{(\lambda + a + n)^2}} P_{n+1}^\lambda(x; a, b)
\]
\[
- \frac{b}{n + \lambda + a} P_n^\lambda(x; a, b) + \frac{1}{2} \sqrt{\frac{n(n + 2\lambda - 1)}{(\lambda + a + n - 1)^2}} P_{n-1}^\lambda(x; a, b).
\]
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Thus if \( \{ x_{n,i}^\lambda(a, b) \} \) are the zeros of \( P_n^\lambda(x; a, b) \), then by Theorem 2.1, (17)

\[
\frac{\partial}{\partial b} x_{n,i}^\lambda(a, b) = -\sum_{k=0}^{n-1} \frac{1}{k + \lambda + a} [P_k^\lambda(x_{n,i}^\lambda(a, b))]^2 \left/ \sum_{k=0}^{n-1} [P_k^\lambda(x_{n,i}^\lambda(a, b))]^2 \right.,
\]

which implies the following theorem.

**Theorem 7.1.** If \( \lambda + a > 0 \), then the zeros of the Pollaczek polynomials decrease as \( b \) increases.

From (17), we obtain, for \( \lambda + a > 0 \),

\[
\frac{1}{\lambda + a + n - 1} < -\frac{\partial}{\partial b} x_{n,i}^\lambda(a, b) < \frac{1}{\lambda + a}.
\]

Integrating this between 0 and \( b \), we get

(18) \[
\frac{b}{\lambda + a + n - 1} < x_{n,i}^\lambda(a, 0) - x_{n,i}^\lambda(a, b) < \frac{b}{\lambda + a}, \quad \lambda + a > 0, \quad b > 0.
\]

The lower bound in (18) seems to be sharp.

We write \( x_{n,i}^\lambda(a, b) = \cos(\theta_{n,i}^\lambda(a, b)) \), where the zeros of \( P_n^\lambda(x; a, b) \) satisfy

\[
1 > x_{n,1}^\lambda(a, b) > x_{n,2}^\lambda(a, b) > \cdots > x_{n,n}^\lambda(a, b) > -1.
\]

The Pollaczek polynomials reduce to the ultraspherical ones when \( a = b = 0 \). In this case we have the limiting relation

\[
n \theta_{n,i}^\lambda(0, 0) \to j_{\lambda - 1/2, i}
\]

[21, Theorem 8.1.2]. It is of interest to discover the asymptotic behaviour of the zeros for general \( a \) and \( b \). R. Askey [1] has conjectured that

\[
n[\theta_{n,i}^\lambda(a, b)]^2 = 2a + 2b + \frac{1}{4n} j_{2\lambda-1,i}^2 + o(1/n), \quad n \to \infty.
\]

Here we are able to get some information in the case \( a = 0 \). In this case, the lower bound in (16) leads to

\[
\frac{b}{\lambda + n - 1} + 2 \sin^2 \left( \frac{1}{2} \theta_{n,i}^\lambda(0, 0) \right) < 2 \sin^2 \left( \frac{1}{2} \theta_{n,i}^\lambda(0, b) \right).
\]

Thus we have

\[
n[\theta_{n,i}^\lambda(0, b)]^2 > 4n \sin^2 \left( \frac{1}{2} \theta_{n,i}^\lambda(0, b) \right)
\]

\[
\geq \frac{2nb}{\lambda + n - 1} + 4n \sin^2 \left( \frac{1}{2} \theta_{n,i}^\lambda(0, 0) \right),
\]

leading to the asymptotic lower bound

\[
n[\theta_{n,i}^\lambda(0, b)]^2 > 2b + \frac{2b(1 - \lambda)}{n} + \frac{1}{n} j_{\lambda-1/2, i}^2 + O(1/n^2),
\]

for sufficiently large \( n \) and \( \lambda > -1/2 \).
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