ON CERTAIN PARTIAL DIFFERENTIAL OPERATORS OF FINITE ODD TYPE

A. ALEXANDROU HIMonas

Abstract. Let $P$ be a linear partial differential operator of order $m \geq 1$ with real-analytic coefficients defined in $\Omega$, an open set of $\mathbb{R}^n$, and let $\gamma$ be in the cotangent space of $\Omega$ minus the zero section. If $P$ is of odd finite type $k$ and if the Hörmander numbers are $1 = k_1 < k_2$, $k_2$ odd, then $P$ is analytic hypoelliptic at $\gamma$. These operators are not semirigid.

Introduction

In this paper we present a microlocal analytic hypoellipticity result for a class of linear partial differential operators of finite type with real-analytic coefficients. The assumption is that the type of the operator is an odd positive integer $k$ and that there are two Hörmander numbers $k_1, k_2$ with $1 = k_1 < k_2$ and $k_2$ is odd. The main difference between this result and previous results obtained by the author is that the operators here may not be semirigid. Therefore we view it as a partial result of the more general problem of giving necessary and sufficient conditions for microlocal analytic hypoellipticity of operators of finite type. For $\text{CR}$ structures a version of this problem has been recently solved by Tumanov [10] (sufficient conditions) and Baouendi-Rothschild [1] (necessary conditions). In the analytic case the necessity was proved in [2].

The condition used in [10] is a condition at a point in the base space called the minimality condition. An analytic $\text{CR}$ structure is minimal at a point if it is of finite type at this point. For $C^\infty$ $\text{CR}$ structures finite type implies minimality but not vice versa. The finite type condition used in this paper is microlocal.

The new difficulty that arises in the proof of this result is that the phase function may contain terms of degree less than $k$ which is the degree of the terms that result from the type of the operator. To make these lower degree terms negligible, we choose a special good contour and we use a more general sufficient condition than the one used in [6].
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1. Definitions and statement of result

Let $P = P(y, D)$ be a linear partial differential operator (p.d.o.) of order $m \geq 1$ with complex-valued real-analytic coefficients defined in an open neighborhood $\Omega$ of $y_0 \in \mathbb{R}^n$. We denote by $P_m(y, \eta)$ its principal symbol with $p_1(y, \eta) = \Re P_m(y, \eta)$ the real part and $p_2(y, \eta) = \Im P_m(y, \eta)$ the imaginary part. Also, let $\gamma = (y_0, \eta_0) \in T^*\Omega - 0$ be a characteristic point for $P$ and assume that $P$ is of principal type at $\gamma$, i.e., $P_m(\gamma) = 0$ and $\grad_{\eta} P_m(\gamma) \neq 0$.

If $I = (i_1, \ldots, i_j)$ is a sequence of $|I| = j$ elements which are either 1 or 2 then we denote by

$$P_I = \{p_{i_j}, \{p_{i_{j-1}}, \ldots, \{p_{i_2}, p_{i_1}\}\}\}$$

the repeated Poisson bracket of $p_1$ and $p_2$ associated to $I$.

The p.d.o. is said to be of finite type $k = k(\gamma)$ at $\gamma$ (Egorov [4], Hörmander [7], Kohn [8]) if $p_I(\gamma) = 0$ for all $I$ with $|I| < k$, and if $p_I(\gamma) \neq 0$ for all $I$ with $|I| = k$.

Now we shall recall the definition of Hörmander numbers (see also [6]) for a p.d.o. $P$ of finite type $k$, $k \geq 2$. Let $\lambda = \eta_1 \frac{\partial}{\partial \eta_1} + \cdots + \eta_n \frac{\partial}{\partial \eta_n}$ and $V_0 = \text{span}\{\lambda(\gamma)\}$ in $T_\gamma(T^*\mathbb{R}^n)$. We define

$$k_1 = k_1(\gamma) = \min\{|I| : |I| \leq k/2 \text{ and } H_{p_I}(\gamma) \notin V_0\}.$$

Here $H_{p_I}$ is the Hamilton vector field of $p_I$. We let $V_1 = \text{span}\{H_{p_I}(\gamma) : |I| \leq k_1, \lambda(\gamma)\}$, and we define the multiplicity $d_1$ of $k_1$ by $d_1 = \dim V_1 - \dim V_0$. We proceed inductively. We assume that the numbers $k_1, \ldots, k_\nu$, their multiplicities $d_1, \ldots, d_\nu$, and the spaces $V_1, \ldots, V_\nu$ have been defined and we define

$$k_{\nu+1} = \min\{|I| : |I| \leq k/2 \text{ and } H_{p_I}(\gamma) \notin V_\nu\},$$

$$V_{\nu+1} = \text{span}\{H_{p_I}(\gamma) : |I| \leq k_{\nu+1}, \lambda(\gamma)\} \quad \text{and} \quad d_{\nu+1} = \dim V_{\nu+1} - \dim V_\nu.$$

The Hörmander numbers $k_1, \ldots, k_\nu$ are the numbers defined above, counted with their multiplicities. It is easy to see that the assumption that $P$ is of principal type at $\gamma$ implies that $k_1 = 1$.

Now we shall state our result.

**Theorem 1.1.** Let $P$ be a linear p.d.o. with real-analytic coefficients defined in $\Omega$, an open set of $\mathbb{R}^n$, and $\gamma \in T^*\Omega - 0$. If $P$ is of odd finite type $k$ and if the Hörmander numbers are $1 = k_1 < k_2$, $k_2$ odd, then $P$ is analytic hypoelliptic at $\gamma$.

We recall that $P$ is analytic hypoelliptic at $\gamma$ iff $u$ is analytic at $\gamma$ whenever $Pu$ is analytic at $\gamma$. A distribution $u$ defined near $y_0 \in \mathbb{R}^n$ is said to be analytic at $\gamma$ (see Sjöstrand [9]) iff

$$\left| \int_{\mathbb{R}^n} e^{-i\eta \cdot (x - y)} \chi(x) u(x) \, dx \right| \leq ce^{-|\eta|/c}$$
for all \( y \) near \( y_0 \) and all \( \eta \) in a conic neighborhood of \( \eta_0 \). Here \( \chi \) is in \( C_0^\infty(\mathbb{R}^n) \) and equal to 1 near \( y_0 \).

The Hörmander numbers \( k_1, k_2, \) and \( k \) are invariant under a symplectic change of coordinates, since they are defined by the repeated Poisson brackets of \( p_1 \) and \( p_2 \) and since symplectic changes of coordinates preserve Poisson brackets. By straightforward computations one can show that these numbers are also invariant under a multiplication by an elliptic symbol.

If \( P \) is a vector field in \( \mathbb{R}^3 \) then a typical example that Theorem 1.1 applies is

\[
P = \frac{\partial}{\partial y_1} + i \left[ y_1^{k_2-1} \frac{\partial}{\partial y_2} + p_{k-1}(y_1, y_2) \frac{\partial}{\partial y_3} \right],
\]

where \( k \) and \( k_2 \) are positive odd integer with \( 1 < k_2 < k/2 \), and \( p_{k-1} \neq 0 \) is a homogeneous polynomial of weight \( k-1 \) for the weights \( (k_1, k_2) \). Here \( k_1 = 1 \) and it corresponds to the variable \( y_1 \), \( k_2 \) corresponds to the variable \( y_2 \), and \( k \) corresponds to the variable \( y_3 \). The point \( \gamma = (y_0, \eta_0) \), where \( y_0 = (0, 0, 0) \) and \( \eta_0 = (0, 0, \pm 1) \). By Theorem 1.1 it follows that \( P \) is analytic hypoelliptic at \( \gamma \). In fact, the vector field \( P \) above is analytic hypoelliptic at 0 since at the characteristic points of the form \( \gamma = (0, \eta_0), \eta_0 = (0, \eta_2, \eta_3) \) with \( \eta_2 \neq 0 \), \( P \) is analytic hypoelliptic by Theorem 1.4 in [6]. Note when \( \eta_0 = (0, 0, \pm 1) \) then \( P \) is not semirigid at \( \gamma \).

2. Proof of Theorem 1.1

We start by reducing the p.d.o. \( P \) microlocally near \( \gamma \) to a classical analytic pseudodifferential operator of order one, which we will denote again with \( P \), with principal symbol in the form

\[
p(y, \eta) = \eta_1 + i p_2(y, \eta'), \quad \eta = (\eta_1, \eta'),
\]

where \( p_2 \) is a holomorphic function, positively homogeneous of degree one in \( \eta' \) and

\[
(2.1) \quad \gamma = (y_0, \eta_0), \quad y_0 = (0, \ldots, 0) \in \mathbb{R}^n, \quad \eta_0 = (0, \ldots, 1) \in \mathbb{R}^n.
\]

This reduction is standard for operators of principal type (see [5]) and at the level of principal symbols it is done by using the implicit function theorem and a multiplication by an elliptic symbol.

If, in addition, the Hörmander numbers of the operator \( P \) are as in the assumptions of Theorem 1.1 then by Proposition 2.2 in [6] we obtain the following normal form for the principal symbol of our p.d.o. \( P \).

Lemma 2.1. If \( P \) is as in Theorem 1.1 then its principal symbol \( P_m \) can be reduced, after a multiplication by an elliptic symbol and a symplectic change of coordinates, to

\[
p(y, \eta) = \eta_1 + i y_1^{k_2-1} \eta_2 + p_{k-1}(y_1, y_2) \eta_n + R(y, \eta'),
\]
near \( \gamma = (y_0, \eta_0) \), \( y_0 = 0 \in \mathbb{R}^n \) and \( \eta_0 = (0, \ldots, 1) \in \mathbb{R}^n \), where \( p_{k-1} \neq 0 \) is a real homogeneous polynomial of weight \( k - 1 \) for the weights \( K = (k_1, k_2, k/2, \ldots, k/2, k) \) and the remainder \( R = O_K(-\frac{1}{2}) \).

We recall that a function \( f(y, \eta) \) is homogeneous of weight \( w \) for the weights \( K \) if, for \( t > 0 \) and \( (y, \eta) \in \mathbb{R}^{2n} \), it is
\[
f(t^{k_1}y_1, t^{k_2}y_2, t^{k/2}y_3, \ldots, t^ky_n; t^{-k_1}\eta_1, \ldots, t^{-k}\eta_n) = t^w f(y, \eta).
\]

If \( h \) is a holomorphic function defined near \( \gamma \), then we write \( h = O_K(w) \) if every term in the Taylor expansion of \( h \) is of weight greater than or equal to \( w \) for the weights \( K \).

Next, for any \( \delta \in (0, 1) \) we consider the following change of coordinates:
\[
y_1 = \delta \hat{y}_1, \\
y_2 = \delta^{k_2} \hat{y}_2, \\
y_j = \delta^{k/2} \hat{y}_j, \quad 3 \leq j \leq n - 1, \\
y_n = \delta^k \hat{y}_n.
\]

Then the symbol \( p(y, \eta) \) in (2.2) is transformed to
\[
p(\hat{y}, \hat{\eta}) = \frac{1}{\delta} [\hat{\eta}_1 + i[y_1^{k_2-1}\eta_2 + p_{k-1}(y_1, y_2)\eta_n + \delta^{1/k} R_\delta(\hat{y}, \hat{\eta})]],
\]
where \( R_\delta \) consists of all terms of \( R \) each multiplied by a positive power of \( \delta \).

If we multiply \( p \) by \( \delta \), replace \( \delta^{1/k} \) by a new \( \delta \), and drop the tildes then we obtain the following final normal form for the principal symbol of our operator \( P \):

(2.3) \[
p(y, \eta) = \eta_1 + i[y_1^{k_2-1}\eta_2 + p_{k-1}(y_1, y_2)\eta_n + \delta R(y, \eta)].
\]

**Construction of phase function.** Let \( L \) be the vector field with symbol \( L(y, \eta) = \eta_1 + i[y_1^{k_2-1}\eta_2 + p_{k-1}(y_1, y_2)\eta_n] \).

The function
\[
Z = y_2 + i\frac{1}{k_2} y_1^{k_2}
\]
satisfies the equation \( LZ = 0 \). Also we can find real homogeneous polynomials \( A(y_1, y_2) \) and \( B(y_1, y_2) \) of weight \( k \) for the weights \( (k_1, k_2) \) such that \( LW = 0 \) with
\[
W = y_n + B(y_1, y_2) + iA(y_1, y_2),
\]
where \( A \neq 0 \) and \( A \) is of the form

(2.4) \[
A(y_1, y_2) = c_0 y_1^k + c_1 y_1^{k-k_2} y_2 + \cdots + c_\lambda y_1^{k-\lambda k_2} y_2^{\lambda}, \quad k - \lambda k_2 > 0.
\]
We let
\[ \varphi_0(x, y) = iC(x_1 - y_1)^2 + \frac{i}{2}(x_2 - z)^2 \]
(2.5)

\[ + \frac{i}{2} \sum_{j=3}^{n-1} (x_j - y_j)^2 + i \frac{1}{2}(x_n - w - ax_k^{k_2})^2, \]

where \( C \) is a large constant to be chosen, \( a = 0 \) if \( k/k_2 \) is not an integer, and \( a \in \mathbb{C} \) will be chosen later if \( k/k_2 \) is an integer.

The function \( \varphi_0 \) satisfies the equation
\[ \frac{\partial \varphi_0}{\partial x_1} + L\varphi_0 = 0. \]
(2.6)

Let \((x_0, y_0) \in \mathbb{C}^{2n}, x_0 = y_0 - i\eta_0, \) and \((y_0, \eta_0) = \gamma \) be as in (2.1). By the Cauchy-Kowalevski theorem, there is a holomorphic function \( \varphi(x, y) \) defined near \((x_0, y_0) \) and such that
\[ \frac{\partial \varphi}{\partial x_1} = p \left( y_1, -\frac{\partial \varphi}{\partial y} \right) = -L\varphi + i\delta R \left( y_1, -\frac{\partial \varphi}{\partial y} \right), \]
(2.7)

\[ \varphi(0, x', y) = \varphi_0(0, x', y), \]

where \( p \) is given by (2.3). By (2.5), (2.6), and (2.7) we have
\[ \varphi(x, y) = \varphi_0(x, y) + O(\delta). \]
(2.8)

Let \[ \varphi_1(x, y) = -i\varphi(x, y), \quad y \in \mathbb{R}^n, \quad x \in \mathbb{C}^n. \]

Then by (2.5) and (2.8) we have
\[ \varphi_1(x, y) = -C(y_1 - x_1)^2 + C(\Im x_1)^2 \]
\[ - \frac{1}{2}(\Re x_2 - y_2)^2 + \frac{1}{2} \left( \Im x_2 - \frac{1}{k_2} y_1 \right)^2 \]
\[ - \frac{1}{2} \sum_{j=3}^{n-1} (\Re x_j - y_j)^2 + \frac{1}{2} \sum_{j=3}^{n-1} (\Im x_j)^2 \]
\[ - \frac{1}{2}(\Re x_n - y_n - B(y_1, y_2) - \Re[a x_k^{k/2}]^2 \]
\[ + \frac{1}{2}(\Im x_n - A(y_1, y_2) - \Im[a x_k^{k/2}]^2 + O(\delta). \]
(2.9)

The critical points of \( \varphi_1(x, y) \) as a function of \( y \in \mathbb{R}^n \) are of the form
\[ y_1 = \Re x_1 + O \left( \frac{1}{C} \right), \]
\[ y_2 = \Re x_2 - \Im x_n \frac{\partial A}{\partial y_2} (\Re x_1, \Re x_2) + \text{higher order} + O(\delta) + O \left( \frac{1}{C} \right), \]
\[ y_j = \Re x_j + O(\delta), \quad 3 \leq j \leq n - 1, \]
\[ y_n = \Re x_n + B(\Re x_1, \Re x_2) + \text{higher order} + O(\delta) + O \left( \frac{1}{C} \right). \]
(2.10)
Let $\Phi(x)$ be the critical values of $\phi_1(x, y), y \in \mathbb{R}^n$. By (2.9) and (2.10) for $x_1 = 0, x_j = 0, j = 3, \ldots, n - 1$, and $x_n = -i$ we have

$$\Phi(\Re x_1, x_2, 0, \ldots, -i) = \frac{1}{2} \left( \Im x_2 - \frac{1}{k_2} [\Re x_1]^{k_2} \right)^2 + \frac{1}{2} + A(\Re x_1, \Re x_2) + \Im [ax^{k_2}]
+ \text{higher order terms} + O(\delta) + O \left( \frac{1}{C} \right).$$

(2.11)

We let

$$\Re x_1 = (k_2 \Im x_2)^{1/k_2}.$$  

(2.12)

By (2.11) and (2.12) we have

$$\Phi(\Re x_1, x_2, 0, \ldots, -i)$$

(2.13) \par

$$= \Phi(x_0) - Q(x_2, x_2) + \text{higher order terms} + O(\delta) + O \left( \frac{1}{C} \right),$$

where

$$Q(x_2, x_2) = -A([k_2 \Im x_2]^{1/k_2}, \Re x_2) + \Im [ax^{k_2}].$$

Then by (2.4) we have

$$Q(x_2, x_2) = [\Im x_2]^{k_2 - \lambda}(d_0[\Im x_2]^i + d_1[\Im x_2]^{i-1}\Re x_2 + \cdots + d_\lambda[\Re x_2]^i)$$

$$+ \Im [ax^{k_2}].$$

(2.14)

We have the following

Lemma 2.2. Let $Q(x_2, x_2)$ be as in (2.14). Then there exists an open sector $S$ in $\mathbb{C}$ with

angle of $S \geq \frac{\pi}{k/k_2}$ and $Q(x_2, x_2) > 0$ on $S$

except possibly on a ray inside $S$, where $Q(x_2, x_2) = 0$.

Proof. Assume first that $k/k_2$ is an integer. Then we choose $a \in \mathbb{C}$ such that the polynomial $Q(x_2, x_2)$ does not have harmonic terms. Thus

$$Q(x_2, x_2) = \Im x_2^2 q(x_2, x_2), \quad \deg q = k/k_2 - 2.$$  

The polynomial $Q(x_2, x_2)$ vanishes on at most $k/k_2 - 2$ lines passing through the origin. Therefore there are at most $2(k/k_2 - 2)$ open sectors on each of which $Q$ has the same sign. Since $k$ and $k_2$ are odd integers, there exists an open sector $S$ such that

angle of $S \geq \frac{2\pi}{2(k/k_2 - 2)} > \frac{\pi}{k/k_2}$ and $Q > 0$ in $S$.

Next we assume that $k/k_2$ is not an integer. Then let $a = 0$ to get

$$Q(x_2, x_2) = (\Im x_2)^{k/k_2 - \lambda} a(x_2, x_2),$$
where \( q_\lambda \) is a polynomial of degree \( \lambda \). In this case we have that \( q_\lambda \) vanishes on at most \( \lambda \) lines passing through the origin. These lines form at most \( 2\lambda \) open sectors on each of which \( q_\lambda \) has the same sign. Taking into account the form of \( Q \) and the fact that \( k_2, k \) are odd numbers we conclude that there exists an open sector \( S \), which might contain a ray on the line \( \Im x_2 = 0 \), such that angle of \( S \geq 2\pi/2\lambda > \pi/(k/k_2) \) and \( Q > 0 \) on \( S \) except possibly on \( \Im x_2 = 0 \), where \( Q = 0 \). This completes the proof of Lemma 2.2.

The following lemma describes a condition on \( Q \) which, as we will show later, is a sufficient condition for the operator \( P \) to be analytic hypoelliptic at \( y \). It is an extension of Lemma III.1 in [3]. The proof given here was suggested by J. E. Fornaess.

**Lemma 2.3.** Let \( Q(x_2, x_3) \) be as in (2.14). Then there exist a domain \( D \subset \mathbb{C}, \) \( 0 \in \mathbb{D} \), and a holomorphic function \( f(x_2) \) on \( D \) and continuous on \( D \) with

\[
[Q(x_2, x_3) + Rf(x_2)]_{0 \subset D} > 0, \quad f(0) = 0.
\]

**Proof.** Let \( x_2 = z = x + iy \). If \( S \) is as in Lemma 2.2, then we can choose \( \mu \) such that angle of \( S > \pi/\mu > k/k_2 \). Then after a rotation we can assume that

\[
Q(z, z) > 0 \quad \text{if} \quad |\arg z| < \frac{\pi}{2\mu}, \quad z \neq 0,
\]

(2.15)

\[
Q(z, z) \geq 0 \quad \text{if} \quad \arg z = \phi \quad \text{for some} \quad \phi, \quad |\phi| < \frac{\pi}{2\mu}.
\]

Let

\[
G = \{ z \in \mathbb{C} : |\arg z| \leq \pi/2\mu, \quad |z| \leq 1 \} \cup \{0\}.
\]

For \( \varepsilon > 0 \) we let

\[
G_\varepsilon = \{ z - \varepsilon : z \in G \}.
\]

If \( \varepsilon \) is small enough then by (2.15)

\[
Q(z, z) \geq 0 \quad \text{on} \quad \{ z \in G_\varepsilon : |z + \varepsilon| = 1 \}.
\]

(2.16)

To make things clear we draw a picture (Figure 1).

The region \( G \) is enclosed by the segments \( O_1 A_1, O_1 A'_1 \) and the arc \( A_1 A'_1 \). \( G_\varepsilon \) is the region enclosed by the segments \( O_2 A_2, O_2 A'_2 \) and the arc \( A_2 A'_2 \). The polynomial \( Q(z, z) \) is nonnegative in the region \( G' \) enclosed by the segments \( O_3 A_3, O_3 A'_3 \) and the arc \( A_3 A'_3 \).

Let \( h \) be the harmonic extension of \(-Q\) from the boundary of \( G_\varepsilon \) to its interior, i.e., \( h \) is the solution to the following Dirichlet problem:

\[
\Delta h = 0, \quad h = -Q \quad \text{on} \quad \partial G_\varepsilon.
\]

We shall show that if \( \varepsilon \) is small enough then

\[
h(0) < 0.
\]

If (2.17) holds then we let \( f = u + iv \), where \( u = h - h(0) \) and \( v \) is the conjugate harmonic function of \( u \) with \( v(0) = 0 \). The function \( f \) satisfies
the required condition on the domain \( G_\varepsilon \) which we choose to be the needed domain \( D \).

We shall divide the boundary of \( G_\varepsilon \) into three parts. Let \( b_1 \) be the part of \( \partial G_\varepsilon \) with \( \Re z \leq 0 \), i.e., the two segments \( O_2 N_2 \) and \( O_2 N'_2 \), \( b_2 \) be the part of \( \partial G_\varepsilon \) that consists of the two segments \( N_2 A_2 \) and \( N'_2 A'_2 \), and \( b_3 \) be the part of the boundary that consists of the arc \( A_2 A'_2 \). By the homogeneity of \( Q \) we have that

\[
(2.18) \quad |Q(z, z)| \leq c \varepsilon^{k/k_2} \quad \text{on } b_1.
\]

Let \( N_2 M_2 \) and \( N'_2 M'_2 \) be the part of \( b_2 \) that is outside \( G' \). If \( z \) is on these two segments then \( |z| \leq c \varepsilon \) and

\[
|Q(z, z)| \leq c|z|^{k/k_2} \leq c \varepsilon |z|^{k/k_2 - 1}.
\]

Since \( Q \) is nonnegative on \( M_2 A_2 \) and \( M'_2 A'_2 \) it suffices to show the estimate (2.17) when

\[
(2.19) \quad |Q(z, z)| \leq c \varepsilon |z|^{k/k_2 - 1} \quad \text{and} \quad Q < 0 \text{ on } b_2.
\]

(Note. The constant \( c \) is different in these inequalities and it is independent from \( \varepsilon \).) Since by (2.16) \( Q \) is positive on the arc \( A_2 A'_2 \), except possibly at one point where \( Q = 0 \), we have that there exist a subarc \( \Gamma \) of the arc \( A_2 A'_2 \) with

\[
(2.20) \quad 0 < c \leq Q(z, z) \quad \text{on } \Gamma.
\]
Next we map the region $G_{\varepsilon}$ onto the half unit disc by the map $z \mapsto z + \varepsilon$ followed by the map $z \mapsto z^\mu$. This is shown in Figure 2.

The origin is mapped to the point $e^{\mu}$, $b_1$ is mapped onto the segment $NN'$ with $|N| = |N'| = c\varepsilon^\mu$, $b_2$ is mapped onto the two segments $NA$ and $NA'$, and $b_3$ is mapped onto the half unit circle $C'$. If we denote the transformed $Q$ again by $Q$ then by (2.18) we have

\begin{equation}
|Q(z, \bar{z})| \leq c\varepsilon^{k/k_2} \quad \text{on } NN'.
\end{equation}

By (2.19) we have

\begin{equation}
|Q(z, \bar{z})| \leq c\varepsilon^{(k/k_2-1)/\mu} \quad \text{and} \quad Q < 0 \quad \text{on } NA \text{ and } NA'.
\end{equation}

By (2.20) there exists an arc $\Gamma'$ of the half circle $C'$ such that

\begin{equation}
0 < c \leq Q(z, \bar{z}) \quad \text{on } \Gamma' \quad \text{and} \quad Q \geq 0 \quad \text{on } C'.
\end{equation}

We shall again denote by $h$ the harmonic extension of $-Q$ from the boundary of the half unit disc to the half unit disc. To show (2.17) it suffices to show that

\begin{equation}
h(\varepsilon^\mu) < 0.
\end{equation}

To prove (2.24) we map the half unit disc conformally to the unit disc and then we use the Poisson integral

\[ h(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{1 - |z|^2}{|\zeta - z|^2} u(\zeta) \, d\theta, \quad \zeta = e^{i\theta}, \]

for the unit disc to estimate $h(\varepsilon^\mu)$. 
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By (2.23) the contribution $I_3$ to $h(\epsilon^\mu)$ due to the values of $Q$ on the half circle $C'$ is

$$I_3 = -c\epsilon^\mu, \quad c > 0. \quad (2.25)$$

By (2.21) the contribution to $h(\epsilon^\mu)$ due to the values of $Q$ on the segment $NN'$ is $I_1$ with

$$|I_1| \leq c\epsilon^{k/k_2}. \quad (2.26)$$

Finally by (2.22) the contribution $I_2$ to $h(\epsilon^\mu)$ due to the values of $Q$ on the segments $NA$ and $NA'$ is

$$|I_2| \leq c\int_{\epsilon^\mu}^{1} \frac{\epsilon^\mu}{y^2 + \epsilon^2 \mu} \epsilon y^{(k/k_2 - 1)/\mu} dy \leq c\epsilon^{1+\mu} \int_{\epsilon^\mu}^{1} y^{(k/k_2 - 1)/\mu - 2} dy. \quad (2.26)$$

Since $\mu$ can be chosen such that $k/k_2 = \mu + \alpha$, with $0 < \alpha < 1$, the last integral is equal to

$$\int_{\epsilon^\mu}^{1} \frac{1}{y^{1+(1-\alpha)/\mu}} dy = -\frac{\mu}{1-\alpha} \left[ 1 - \frac{1}{\epsilon^{1-\alpha}} \right].$$

Therefore,

$$|I_2| \leq c_1 \epsilon^{1+\mu} + c_2 \epsilon^{\mu+\alpha}, \quad 0 < \alpha < 1. \quad (2.27)$$

By (2.25), (2.26), and (2.27) we see that $I_3$ is the dominant term for $\epsilon > 0$ and small enough. Therefore inequality (2.24) holds and this completes the proof of Lemma 2.3.

Lemma 2.3 provides a sufficient condition for the p.d.o. $P$ to be analytic hypoelliptic at $\gamma$ (see [3, 6]). In the following we give an outline of the proof of this fact.

Let $(x_0, y_0) \in \mathbb{C}^{2n}$ with

$$x_0 = y_0 - i\eta_0, \quad (y_0, \eta_0) = \gamma \text{ is given by (2.1).} \quad (2.28)$$

We can find an elliptic classical analytic symbol $a$ near $(x_0, y_0)$ (see [9]) such that the Fourier-Bros-Iagolnitzer transformation defined by

$$(Tu)(x, \lambda) = \int_{\mathbb{R}^n} e^{i\lambda\varphi(x, y)} a(x, y, \lambda) \chi(y) u(y) dy, \quad \lambda > 0,$$

with $\chi \in C^\infty_0(\mathbb{R}^n)$, $\chi = 1$ near $y_0$, and $\varphi$ given by (2.7) reduces the operator $P$, with principal symbol given by (2.3), to complex $D_{x_i}$; i.e., there exists an $\epsilon_1 > 0$ such that

$$\left| \left( \frac{1}{\lambda} D_{x_i} T - TP \right) u(x, \lambda) \right| \leq e^{\lambda(\Phi(x) - \epsilon_1)} \quad \text{near } x_0. \quad (2.29)$$
Now let $u$ be a distribution defined near $y_0$ and such that $Pu$ is analytic at $y$. By (2.29) it follows that there exists $\varepsilon_2 > 0$ such that

$$|D_{x_1} Tu(x', \lambda)| \lesssim e^{\lambda[F(x') - \varepsilon_2]} \text{ near } x_0. \tag{2.30}$$

To prove Theorem 1.1 it suffices to show that there exists $\varepsilon_3 > 0$ such that

$$|Tu(x', \lambda)| \lesssim e^{\lambda[F(x') - \varepsilon_3]} \text{ near } x_0. \tag{2.31}$$

Relation (2.31) follows from (2.30) and Lemma 2.3. In fact, by (2.13) and Lemma (2.3) we have that there exists $\varepsilon_4 > 0$ such that

$$\left| \lambda^2 \left[ \lambda^2 \sum_{k=1}^{n} x_k \right] - \lambda \sum_{k=1}^{n} x_k \right| \lesssim \lambda(|x|^2) < \lambda(|x_0|^2) - \varepsilon_4,$$

for $C$ large enough and $\delta$ small enough. Notice also that for (2.32) to hold we may need to replace $D$ by a dilation of $D$.

By (2.32) we have

$$\Phi([k_2 \sum x_2]^{1/k_2}, x') - \lambda \sum x_2 < \Phi(x_0) - \varepsilon_4/2 \tag{2.33}$$

if $x_2 \in \partial D$ and $|x'' - x_0''| < r$ for some $r > 0$, where $x'' = (x_3, \ldots, x_n)$.

By (2.30) and the fact that $f(0) = 0$ we have

$$|D_{x_1} [e^{-\lambda f(x_2)} Tu(x', \lambda)]| \lesssim e^{\lambda[F(x') - \varepsilon_3/2]} \text{ near } x_0. \tag{2.34}$$

By (2.33) we have

$$|e^{-\lambda f(x_2)} Tu([k_2 \sum x_2]^{1/k_2}, x', \lambda)| \lesssim e^{\lambda[F(x') - \varepsilon_3/2]} \tag{2.35}$$

if $x_2 \in \partial D$ and $|x'' - x_0''| < r$.

By (2.34), (2.35), and an integration along $x_1$ we have that there exists $\varepsilon_5$ such that

$$|e^{-\lambda f(x_2)} Tu(0, x', \lambda)| \lesssim e^{\lambda[F(x_0) - \varepsilon_3]}, \tag{2.36}$$

where $x_2 \in \partial D$ and $|x'' - x_0''| < r_1$, for some $r_1 > 0$.

Now we apply the maximum principle in $x_2$ in $D$ and we use (2.36) to obtain

$$|e^{-\lambda f(x_2)} Tu(0, x', \lambda)| \lesssim e^{\lambda[F(x_0) - \varepsilon_3]}, \quad x_2 \in D, \ |x'' - x_0''| < r_1. \tag{2.37}$$

By (2.34), (2.37), and an integration along $x_1$ we get

$$|e^{-\lambda f(x_2)} Tu(x', \lambda)| \lesssim e^{\lambda[F(x_0) - \varepsilon_6]} \text{ near } x_0 \text{ for some } \varepsilon_6 > 0. \tag{2.38}$$

Since $f(0) = 0$, relation (2.38) implies that

$$|Tu(x', \lambda)| \lesssim e^{\lambda[F(x_0) - \varepsilon_6/2]} \text{ near } x_0. \tag{2.39}$$

By (2.39) we obtain (2.31) which completes the proof of Theorem 1.1.
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