THE STRUCTURE OF OPEN CONTINUOUS MAPPINGS HAVING TWO VALENCES
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Abstract. The authors study open continuous functions which map the unit disc to compact Riemann surfaces and which assume each value in the range space (with a finite number of exceptions) either \(p\) or \(q\) times for some positive integers \(p, q\). Although the questions here originated in efforts to understand mapping properties of locally univalent analytic functions, the authors remove analyticity assumptions and show that the underlying issues are topological and combinatoric in nature. The mappings are studied by embedding their image surfaces in compact covering spaces, a setting which allows the consideration of fairly general ranges and which accommodates branch and exceptional points. Known results are generalized and extended; several open questions are posed, particularly regarding the higher dimensional analogues of the results.

Introduction

The work presented here is part of the effort to understand the valences associated with functions analytic on the open unit disc \(D\). The class of functions we consider, those having essentially two valences, seems to have had its beginning with Brannan and Kirwan [3], who proved that there are no locally one-to-one analytic functions on the disc which assume every value in the plane either \(p\) or \(p - 1\) times.

Some of the open questions left by Brannan and Kirwan were resolved by Lyzzaik and Styer [8], who introduced the idea of embedding the images of these functions in compact surfaces. Meromorphic functions were treated by Srebro [12] and functions between Riemann surfaces by Srebro and Wajnryb [13, 14]. In [10], Ortel and Smith considered functions with valences \(p\) and \(1\) rather than \(p\) and \(p - 1\). Meanwhile, Brannan and Lyzzaik [4] started the study of functions with valences \(p\) and \(q\) and began to allow for exceptional points with other valences. In that paper and (independently) the paper of Carne, Ortel, and Smith [5], the conjecture in [10] that the Brannan-Kirwan result was true with \(p - 1\) replaced by any \(q, 0 < q < p\), was proven. With the exception of a part of the work in [8], all these results concerned locally univalent functions.
In trying to understand the accumulated results, we were led to a broader class of mappings, the class of “(p, q)-maps” which we describe below. We allow branch points and exceptional points, and our functions take values in arbitrary compact surfaces rather than just the Riemann sphere. Working in this setting we not only establish the earlier results and others in a unified way, but in fact reduce the questions to purely combinatoric considerations. To a large extent, this is what one wants to do with all valence questions, since, despite the pathologies of the individual functions, valence questions have a definite “combinatoric” flavor. We feel, then, that this work provides the correct framework in which to address essentially all questions on two valent functions, and, at the same time, it provides some insights and techniques which may be useful in further valence studies.

Now let us define the (p, q)-maps and some of the associated terminology and then outline the organization of the paper.

**Definition.** Let p and q be integers, 0 < q < p and let \( \mathcal{H} \) be a compact Riemann surface without boundary. A continuous open mapping \( f \) of the open unit disc into \( \mathcal{H} \) which has a finite number of branch points is termed a (p, q)-map if every point in \( \mathcal{H} \), with the possible exception of a finite subset, is assumed either p or q times, counting multiplicities.

Being discrete, open, and continuous, these maps have local behavior which is topologically equivalent to that of analytic functions. In particular, the notion of branch point applies in the usual way, so we can define the valence function of \( f \), counting multiplicities at branch points, by
\[
\nu_f(x) = \text{card}(f^{-1}\{x\}), \quad x \in \mathcal{H}.
\]
In accordance with our definition, \( \mathcal{H} \) is the disjoint union
\[
\mathcal{H} = \mathcal{P} \cup \mathcal{E} \cup \mathcal{E}^*,
\]
where the points of \( \mathcal{P} \) are taken p times, those of \( \mathcal{E} \) are taken q times, and \( \mathcal{E}^* \) is the remaining exceptional set. The usual branch order is associated with each branch point of \( f \); the total branch order of \( f \), to be denoted \( \beta_f \), is the sum of these. A quantity termed the deficiency of \( f \) is associated with each exceptional point \( e \) of \( f \),
\[
\delta(e) = q - \nu_f(e);
\]
the total deficiency of \( f \) is the sum of these and will be denoted \( \delta_f \). We will show, incidently, that \( \delta(e) \geq 1 \).

The main lines of our work are reflected in three results. The first is an embedding theorem, which puts us in the geometric setting so important to our work.

**Theorem.** Given a (p, q)-map \( f: D \to \mathcal{H} \), there exists a p-fold compact covering space \( (\hat{\mathcal{H}}, \pi) \) of \( \mathcal{H} \) and an embedding \( \phi: D \to \hat{\mathcal{H}} \) so that \( f = \pi \circ \phi \).
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This gives us a quite explicit picture of the image surface of $f$ as a disc embedded in $\mathcal{X}$ which we can begin to manipulate. In particular, we introduce certain restricted homotopies within the class of $(p, q)$-maps, termed $(p, q)$-homotopies, which allow us to modify this embedded disc without changing the underlying valence structure. The term *valence structure* will be defined later, but in particular, these homotopies preserve total branch order and total deficiency. The main result of the paper is that we can replace a general $(p, q)$-map by one with the same valence structure but having the greatest possible regularity.

**Main Theorem.** Let $f : D \to \mathcal{X}$ be a $(p, q)$-map. Then $f$ is $(p, q)$-homotopic to a simplicial map $h$ between a triangulation of $\overline{D}$ and a triangulation of $\mathcal{X}$.

We exploit the combinatorics of simplicial maps—Euler characteristics, the Riemann-Hurwitz relation, etc.—to obtain information on the valence structures of general $(p, q)$-maps. For instance, we obtain this inequality.

**Theorem.** Let $f : D \to \mathcal{X}$ be a $(p, q)$-map. Then
\[ \beta_f + \delta_f \geq p + q - 1 - 2qg(\mathcal{X}), \]
where $g(\mathcal{X})$ is the genus of $\mathcal{X}$. The inequality is sharp in the case of genus 0 or 1.

To illustrate its use, consider an analytic function $f$ which assumes each value in the finite complex plane either $p$ or $q$ times, as in [3, 4, 5], or [10]. Here $g(\mathcal{X}) = 0$ since $\mathcal{X}$ is the Riemann sphere, $\infty$ is the only exceptional point, and $\delta_f = \delta(\infty) = q$. We conclude that $\beta_f + q \geq p + q - 1$, hence $\beta_f \geq p - 1$; in particular, there exist no locally univalent functions with these properties.

Now concerning the organization of the paper: Our outlook is largely geometric, so we begin with some concrete examples which may aid the reader's intuition during subsequent proofs. In §2, we present necessary preliminaries concerning topology and covering spaces. The main work begins in §3, where we prove the embedding theorem. Though the embedding technique goes back to Lyzzaik-Styer [8] and Brannan-Lyzzaik [4], our treatment is essentially self-contained and stresses the underlying topological features; particularly helpful is a certain "depth" function whose use simplifies earlier arguments. In §4 we define our first type of $(p, q)$-homotopy, with considerable effort being required to establish the requisite regularity of $\mathcal{X}$. In §5 we introduce triangulations, we apply another type of $(p, q)$-homotopy to reach the simplicial maps, and we establish the inequality given above. §6 contains applications, along with several examples which illustrate both the uses and the limitations of our techniques. For example, Srebro-Wajnryb [13] use embeddings for functions defined on multiply connected domains, but only in the case $q = p - 1$; we will point out the special nature of this situation. We conclude with some open questions and directions for further work in §7. Among the new notions we introduce in
this paper, we feel that those involving the depth function and the homotopies which preserve valence structures have the most potential for use in other valence studies.

Both authors were visitors at the Open University, Milton Keynes, England, when their collaboration started; we thank the mathematics faculty for their generous hospitality.

1. Examples

It is helpful to have some geometric images to aid the intuition in the work to follow, so we begin by constructing four examples. Example 1 will be familiar to all analysts and exemplifies a class of functions which will need to be handled separately throughout much of our work—the class $BQ$ defined in the next section.

**Example 1.** Let $b$ be a meromorphic function mapping the unit disc onto the Riemann sphere which is given as a quotient of a $p$-fold finite Blaschke product and a $q$-fold finite Blaschke product. Explicitly, suppose

$$b(z) = \frac{\prod_{j=1}^{p} \frac{z-\alpha_j}{1-\alpha_j}z}{\prod_{k=1}^{q} \frac{z-\beta_k}{1-\beta_k}z}, \quad z \in D,$$

where $\{\alpha_1, \alpha_2, \ldots, \alpha_p\}$ and $\{\beta_1, \beta_2, \ldots, \beta_q\}$ are disjoint sets of points in $D$. This function belongs to a well-known family which maps the unit circle to itself. We make the additional assumption that none of the branch values of $b$ lie on the unit circle. In this case (and only in this case) every value $w \in D$ is assumed $p$ times, and every value $w \in C^\infty \setminus D$ (including $w = \infty$) is assumed $q$ times by $b$ in $D$, counting multiplicities. That is, $\mathcal{H} = C^\infty$, $\mathcal{P} = D$, $\mathcal{E} = C^\infty \setminus D$, and $\mathcal{F} = \emptyset$. Of course, $b$ is a rational function of degree $p + q$, so it has total branch order $2p + 2q - 2$. By symmetry about the unit circle, half this branching occurs in $D$, so $\beta_b = p + q - 1$.

Typically, the domain of $b$ will look something like Figure 1, where the curves mapping to $\partial D$ are indicated and the points mapping to $\mathcal{P}$ are shaded. One can verify that $b$ maps $\partial D$ in a positive direction $p - q$ times about the unit circle and maps the curves inside $D$ a total of $q$ times about the unit circle. $\square$

**Example 2.** Suppose $\mathcal{H}$ is a torus and $\pi: C \rightarrow \mathcal{H}$ is a universal covering map with the square $\{z: 0 \leq \Re z < 1, \quad 0 \leq \Im z < 1\}$ as fundamental domain. For any integer $n \geq 2$, let $\phi$ be a conformal map of $D$ onto $\{z: 0 < \Re z < n, \quad 0 < \Im z < n\}$ and define the function

$$f \equiv \pi \circ \phi: D \rightarrow \mathcal{H}.$$

We claim that $f$ is a $(p, q)$-map: It is analytic, hence open and continuous. Let $\gamma_1$ and $\gamma_2$ be the simple closed curves

$$\pi(\{x: 0 \leq x \leq 1\}) \quad \text{and} \quad \pi(\{iy : 0 \leq y \leq 1\}),$$
respectively, and $e = \gamma_1 \cap \gamma_2 = \pi(0)$. Every point in $\mathcal{P} = \mathcal{H} \setminus (\gamma_1 \cup \gamma_2)$ is assumed $n^2$ times, every point in $\mathcal{Q} = (\gamma_1 \cup \gamma_2) \setminus \{e\}$ is assumed $n^2 - n$ times, and $\mathcal{E} = \{e\}$ is assumed $n^2 - 2n + 1$ times. $\mathcal{H} = \mathcal{P} \cup \mathcal{Q} \cup \mathcal{E}$, so $f$ is a $(p, q)$-map with $p = n^2$, $q = n^2 - n$. Note that $\delta_f = n - 1$ and $\beta_f = 0$, giving

$$\beta_f + \delta_f = n - 1 = p + q - 1 - 2qg(\mathcal{H}).$$

**Example 3.** Here, we illustrate a technique for obtaining $(p, q)$-maps for arbitrary $p$, $q$, and $g(\mathcal{H}) \geq 1$. For ease of exposition, we have chosen $p = 3$, $q = 1$, $g(\mathcal{H}) = 1$.

Let $\mathcal{H}$ be the surface in Figure 2, with a distinguished point $e$. Let $F_1$ and $F_2$ be two families of simple closed curves with base point $e$ but otherwise disjoint, each family forming a basis for the fundamental group of $\mathcal{H}$. In Figure 2, $F_1$ consists of the two loops formed by solid lines, while $F_2$, the two loops formed by dashed lines. Let $\mathcal{H}_1$, $\mathcal{H}_2$, and $\mathcal{H}_3$ be three new copies of $\mathcal{H}$, each identified with $\mathcal{H}$ in the natural way by the identity projection. We want to remove at least one curve family from each surface $\mathcal{H}_j$, while also ensuring that each curve family is removed from exactly two ($= p - q$) of the $\mathcal{H}_j$'s. In Figure 2, we have chosen to remove the two loops of $F_1$ from $\mathcal{H}_1$, the two loops of $F_2$ from $\mathcal{H}_2$, and all four loops from $\mathcal{H}_3$.

After removing the curve families, the $\mathcal{H}_j$ consist of five simply connected pieces. We will denote them by $S_k$, $k = 1, 2, \ldots, 5$, though for purposes of illustration, only $S_1$, $S_2$, and $S_3$ are labelled in the figure. We finish the construction by successively attaching these separate pieces to one another to build up a single simply connected surface $S$. This is a fairly standard "cut and paste" operation, so we will work rather informally. Start by letting $S = S_1$. Identify a point $x_2 \in S_2$ and a simple curve $\sigma_2$ from it to $e$ in $S_2$ which does not intersect any loops of our curve families. The same curve (i.e., the curve with the same projection in $\mathcal{H}$) can be found in $S$. Cut $S$ and $S_2$ along $\sigma_2$ and identify opposite edges of the cuts on the two surfaces to form
a single surface. The result becomes our new $S$: it is simply connected by
van Kampen's theorem, since we have joined two simply-connected sets along
a simply connected boundary (see [9, pp. 113–115]); it has a natural projection
to $\mathcal{E}$ inherited from the two pieces; and our pasting results in a simple branch
point at $x_2$ under this projection. We do the same with a point $x_3 \in S_3$ and
$\sigma_3$: cut $S$ and $S_3$, paste them together with a simple branch point at $x_3$,
and obtain yet a new simply-connected surface $S$. Continuing in this way, we
find that we have built a simply connected surface $S$ which incorporates all 5
surface fragments. Under the natural projection, call it $\pi: S \to \mathcal{E}$, each point
of $\mathcal{E}\setminus(F_1 \cup F_2)$ is covered 3 times; each point of $(F_1 \cup F_2) \setminus\{e\}$ is covered once;
and $e$ is omitted. Since $S$ is simply connected, there is a homeomorphism
$\phi: D \to S$. The map $f = \pi \circ \phi: D \to \mathcal{E}$ has image surface $S$ and is the
desired $(3, 1)$-map. Observe that $\beta_f = 4$ and $\delta_f = 1$, giving $\beta_f + \delta_f = 5$.
Incidently, we will be referring back to this construction and adding features to
the accompanying picture when we introduce fattened $q$-sets. ⊓
Example 4. In this example, as in the previous one, we obtain \( f \) by explicitly constructing its image surface. Here \( \mathcal{H} \) is the Riemann sphere, \( p = 3 \), \( q = 2 \), \( \mathcal{H} \) contains the north and south poles, and \( \mathcal{H} \) has two points \( a \) and \( b \). The image surface \( S \) is constructed from the open set \( S_1 \subseteq C^\infty \) pictured in Figure 3 and two additional copies of \( C^\infty \), denoted \( S_2 \), \( S_3 \). Points in \( S_1 \) are the \( p \)-set, while the remaining points of \( C^\infty \), aside from the north and south poles, comprise the \( q \)-set. Slit \( S_1 \) and \( S_2 \) along the arc from \( a \) to the north pole; cross connect them along this arc, introducing a simple branch point above \( a \). Do the same thing with \( S_1 \) and \( S_3 \) along the arc from \( b \) to the south pole. The resulting surface is simply connected. If \( f : D \to \mathcal{H} \) is a function with image surface \( S \), its total branch order is \( \beta_f = 2 \). The north and south poles are each covered only once, giving \( \delta_f = 2 \). □

2. Notation and preliminaries

We will be working with open continuous maps of finite valence, \( f : D \to \mathcal{H} \), where \( D \) is the open unit disc and \( \mathcal{H} \) is a compact Riemann surface. Since orientation is not an issue, we make the assumption throughout the sequel that all maps are orientation preserving. They will be treated as ramified covering maps in the spirit of Ahlfors and Sario [1], where the notions one usually associates with analytic functions are still available: branch points, local inverses, the monodromy theorem, path liftings, etc. (Indeed, by a theorem of Stoïlow [15], \( f \) will actually be analytic if we put an appropriate conformal structure on \( D \). However, with analyticity we would lose some useful flexibility.)

We assume familiarity with the concepts of covering surfaces as defined in Chapter I, §§1–3 of Ahlfors and Sario [1] and use that notation and terminology whenever possible. In particular, suppose \((\tilde{F}, f)\) is a covering surface for \( F \). If \( \tilde{\Omega} \) is an open subset of \( \tilde{F} \), then \( \tilde{\Omega} \) is a complete covering for \( \Omega \subseteq F \) if each point \( x \in \Omega \) has a compact neighborhood \( N \), all of whose preimages
$f^{-1}(N) \cap \tilde{\Omega}$ are compact in $\tilde{\Omega}$. Such a complete covering has some number $n$ of "sheets", meaning each point in $\Omega$ is covered the same number $n$ of times by $\tilde{\Omega}$, counting multiplicities. Paths in $\Omega$ lift uniquely and completely to paths in $\tilde{\Omega}$ if one specifies the starting location and if the lift does not encounter any branch points.

Suppose $(\tilde{F}, f)$ is a covering surface of a Riemann surface $F$. The valence function associated with $f$ is defined as follows, where multiplicities are counted,

$$\nu_f(x) = \text{card}(f^{-1}\{x\}), \quad x \in F,$$

and is known to be lower semicontinuous. (Note that the valence 0 is allowed.) We would like to introduce a companion notion: Let $\rho(\cdot, \cdot)$ be a Riemannian metric on $F$. For $x \in F$ and $r > 0$, denote by $\Delta(x, r)$ the open disc $\{y \in F : \rho(x, y) < r\}$. Since $f$ is a covering map, one can show that any precompact component (i.e., a component having compact closure) of $f^{-1}(\Delta(x, r))$ is a complete covering of $\Delta(x, r)$.

**Definition.** Suppose $n$ is a positive integer. Define the $n$-depth function $r_n(x)$ at a point $x \in F$ to be the supremum of those $r > 0$ such that $f^{-1}(\Delta(x, r))$ contains complete coverings of $\Delta(x, r)$ having a total of at least $n$ sheets.

It is not difficult to see that $r_n(x)$ is nonnegative, Lipschitz in $x$, and monotone decreasing in $n$. Moreover, $r_n(x) > 0$ if and only if $f^{-1}\{x\}$ has cardinality at least $n$, counting multiplicities; indeed, $\nu_f(x) = \sup\{n : r_n(x) > 0\}$.

We will use this depth function several times to obtain a certain metric uniformity in sets we consider, always assuming that the metric $\rho$ is the spherical, Euclidean, or hyperbolic metric appropriate to $F$.

**Proposition 1.** Let $(\tilde{F}, f)$ be a covering surface of a Riemann surface $F$, and let $S$ be a subset of $F$ consisting of points which are covered by $f$ the same finite number of times $n$, counting multiplicities. Then $S$ has an open neighborhood $\mathcal{U}$ in $F$ such that for every component $V$ of $\mathcal{U}$ the set $f^{-1}(V)$ contains complete coverings of $V$ whose total number of sheets is $n$. If $S$ is open, then $\mathcal{U}$ may be chosen as $S$ itself.

**Proof.** Define the open set $\mathcal{U}$ as the union of discs

$$\mathcal{U} = \bigcup_{y \in S} \Delta(y, \frac{r_n(y)}{3}).$$

Each disc in this union has precompact components of its preimage containing $n$ sheets. Let $\mathcal{V}$ be the union of these precompact open sets in $\tilde{F}$. Let $V$ be a component of $\mathcal{V}$ and $\tilde{V}$ a component of $\mathcal{V}$ for which $f(\tilde{V}) \cap V \neq \emptyset$. We will show that $(\tilde{V}, f)$ is a complete covering surface of $V$. Since values in $S$ are taken only $n$ times, the complete coverings of $V$ in $f^{-1}(V)$ must have exactly $n$ sheets.

Since $f(\tilde{V})$ is connected and contained in $\mathcal{V}$, it lies in $V$; so $(\tilde{V}, f)$ is a covering surface of $V$. To prove completeness, it is only necessary to show
that every point \( y \in V \) has a neighborhood \( N \) with the property that each component of \( f^{-1}(N) \cap \tilde{V} \) is compact. For \( y \in F \), let \( \Delta_y = \Delta(y, r_n(y)/3) \) and \( \Delta_y' = \Delta(y, r_n(y)) \). Now fix a \( y_0 \in V \). Let \( N \subseteq \Delta_{y_0} \) be a closed neighborhood. If \( f^{-1}(N) \cap \tilde{V} = \emptyset \), there is nothing to prove; so assume \( C \) is a nonempty component of \( f^{-1}(N) \cap \tilde{V} \). By our construction, there is \( y_1 \in V \) and a precompact preimage of \( \Delta_{y_1} \) in \( \tilde{V} \), which we denote by \( \tilde{\Delta}_{y_1} \), intersecting \( C \). Then \( \Delta_{y_0} \cup \Delta_{y_1} \subseteq \tilde{\Delta}_{y_j} \) for either \( j = 0 \) or \( j = 1 \). Now, a slightly smaller disc in \( \Delta_{y_j} \) has \( n \) precompact preimages in \( \tilde{F} \) which are complete covers of it; let \( \tilde{\Delta}_{y_j} \) be the one which contains \( \tilde{\Delta}_{y_j} \). This contains only precompact preimages of \( \Delta_{y_0} \), hence only compact preimages of \( N \). The precompact preimage of \( \Delta_{y_0} \) which intersects \( C \) is one of the discs going into the definition of \( \tilde{\beta} \) and hence will be in \( \tilde{V} \). We conclude that \( C \) is compact. Therefore, \((\tilde{V}, f)\) is a complete covering surface of \( V \), as desired.

In case \( S \) is open, then the \( n \) preimages of \( S \) in the set \( \tilde{\mathcal{V}} \) will be complete coverings of \( S \) under \( f \), so we may replace \( \mathcal{V} \) by \( S \) itself. This completes the proof. \( \Box \)

We will make use of the Riemann-Hurwitz relation, which on compact bordered surfaces takes the following form (see [9, pp. 33-34]). Here and in the sequel, \( g(\cdot) \) denotes genus.

**Lemma 1.** Let \( F \) and \( \tilde{F} \) be compact bordered orientable surfaces with \( m \) and \( n \) boundary components, respectively. Suppose that \((\tilde{F}, f)\) is a \( k \)-sheeted complete covering of \( F \) which has branch points with total order \( \beta_f < \infty \) in \( \tilde{F} \) and no branch points on \( \partial \tilde{F} \). Then

\[
\beta_f = 2[(g(\tilde{F}) - 1) - k(g(F) - 1)] + n - km.
\]

In particular, if \( \tilde{F} \) is planar, then \( F \) is planar and

\[
\beta_f = (n - 2) - k(m - 2) \leq 2k - 2.
\]

We will work frequently with path liftings. First, note that a simple closed curve \( \gamma \) in a Riemann surface \( \mathcal{X} \) will bound a topological disc if and only if it is null homotopic in \( \mathcal{X} \). For later reference, we have this lemma.

**Lemma 2.** If \( \gamma \) is a null homotopic simple closed curve in a compact surface \( \mathcal{X} \), then \( \mathcal{X} \setminus \gamma \) has exactly two components, a topological disc and an open surface of genus \( g(\mathcal{X}) \), and \( \gamma \) is the boundary of each.

Suppose now that \((D, f)\) is a covering surface of a compact Riemann surface \( \mathcal{X} \) and let \( \gamma \subseteq \mathcal{X} \) be a simple closed curve which avoids the branch values of \( f \). Standard lifting arguments establish the following dicotomy regarding components of \( f^{-1}(\gamma) \): Either the component is compact, in which case it is (the trace of) a simple closed curve \( \tilde{\gamma} \), and the restriction of \( f \) to \( \tilde{\gamma} \) is a \( k \)-fold
smooth covering of \( \gamma \) for some integer \( k \); or the component is not precompact, in which case it accumulates at points of the unit circle \( \partial D \).

Let us establish some notation which we use in the next proposition and at several points in the sequel. With \( f, \mathcal{E}, \) and \( \gamma \) as above, assume \( f^{-1}(\gamma) \) has \( 0 \leq s < \infty \) compact components in its preimage, to be denoted \( \tilde{\gamma}_1, \tilde{\gamma}_2, \ldots, \tilde{\gamma}_s \). For each \( j = 1, 2, \ldots, s \) let \( k_j \) be the number of times \( \tilde{\gamma}_j \) covers \( \gamma \); write \( k = \sum_{j=1}^{s} k_j \). Being disjoint and closed, the \( \tilde{\gamma}_j \)'s separate \( D \) into \( s + 1 \) components, \( C_0, C_1, \ldots, C_s \). We will agree to denote by \( C_0 \) the one having the unit circle in its boundary.

**Proposition 2.** Let \( f, \mathcal{E}, \) and \( s \) be as described above and assume \( s > 0 \). Then

(a) \( \mathcal{E} \setminus \gamma \) has two components, \( \Omega_1, \Omega_2 \), of which at least one is a topological disc.

(b) Each \( (C_j, f) \), \( j = 1, 2, \ldots, s \), is a complete covering surface of either \( \Omega_1 \) or \( \Omega_2 \).

(c) If \( g(\mathcal{E}) > 0 \), then only one, say \( \Omega_1 \), is a topological disc; the components \( C_j \), \( j = 1, 2, \ldots, s \), are topological discs; and \( \Omega_1 \) has the property that each of its points has exactly \( k \) preimages in \( \bigcup_{j=1}^{s} C_j \), counting multiplicities.

(d) If \( g(\mathcal{E}) = 0 \), then both \( \Omega_1 \) and \( \Omega_2 \) are topological discs. With the added hypothesis that \( f(C_0) \subseteq \Omega_2 \), \( \Omega_1 \) has the property that each of its points has exactly \( k \) preimages in \( \bigcup_{j=1}^{s} C_j \), counting multiplicities.

**Proof.** (a) If \( s > 0 \), then \( f^{-1}(\gamma) \) has at least one compact component, \( \tilde{\gamma}_1 \). This is null homotopic in \( D \), so \( \gamma^k \) is null homotopic in \( \mathcal{E} \). There are no nontrivial nilpotents in the fundamental group of a surface, so \( \gamma \) is itself null homotopic. By Lemma 2, we see that \( \gamma \) separates \( \mathcal{E} \) and that one of its complementary components, say \( \Omega_1 \), is a disc, while the other has \( g(\mathcal{E}) = g(\mathcal{E}) \).

(b) All noncompact components of \( f^{-1}(\gamma) \) lie in \( C_0 \), since they have accumulation points in \( \partial D \). Thus each of the connected sets \( f(C_j) \), \( j = 1, 2, \ldots, s \), lies entirely in \( \Omega_1 \) or \( \Omega_2 \). Fix \( j \) and assume \( f(C_j) \subseteq \Omega_n \). \( (C_j, f) \) is clearly a covering map of \( \Omega_n \); it extends continuously to \( \partial C_j \); and it carries the boundary to the boundary of \( \Omega_n \). In particular, \( f \) is a proper mapping of \( C_j \) to \( \Omega_n \), so the preimages in \( C_j \) of compact subsets of \( \Omega_n \) are compact. We conclude that \( (C_j, f) \) is a complete covering surface of \( \Omega_n \). Note that \( \partial C_j \) consists of certain of the curves \( \tilde{\gamma}_j \), say \( \tilde{\gamma}_{j_1}, \tilde{\gamma}_{j_2}, \ldots, \tilde{\gamma}_{j_m} \). This means \( f \) is an \( M \)-to-1 map of \( \partial C_j \) onto \( \gamma \), where \( M = \sum_{i=1}^{m} k_{j_i} \). We conclude that \( (C_j, f) \) is an \( M \)-sheeted covering of \( \Omega_n \).

(c) When \( g(\mathcal{E}) > 0 \), \( g(\Omega_2) = g(\mathcal{E}) > 0 \), so \( \Omega_2 \) is not planar. This means it is not a disc, but it also implies by the last part of Lemma 1 that the images \( f(C_j) \), \( j = 1, 2, \ldots, s \), must lie in \( \Omega_1 \). If two of these sets where contiguous, they would not map to the same component of \( \mathcal{E} \setminus \gamma \); therefore the components...
$C_j$ are simply connected. By the note at the end of the previous paragraph, each point of $\Omega_1$ has $k = \sum_{j=1}^{b} k_j$ preimages in $\bigcup_{j=1}^{b} C_j$.

(d) When $g(\mathcal{H}) = 0$, $\mathcal{H}$ is the Riemann sphere, so both $\Omega_1$ and $\Omega_2$ are discs by the Jordan curve theorem. Assume that $f(C_0) \subseteq \Omega_2$. Along with the observation that contiguous components $C_j$ cannot be mapped to the same component of $\mathcal{H} \setminus \gamma$, this tells us that each curve $\hat{\gamma}_m$, $m = 1, 2, \ldots, s$, is in the boundary of precisely one of the other components $C_j$, $1 \leq j \leq s$, which gets mapped to $\Omega_1$. By the note at the end of (b) above, $\hat{\gamma}_m$ contributes $k_m$ to the count of times that $f$ covers $\Omega_1$ on $C_j$. Therefore, each point of $\Omega_1$ is covered $k$ times in total on $\bigcup_{j=1}^{b} C_j$, as claimed. 

The term "image surface" for an open, continuous, discrete function $f$ means the same, thanks to Stoïlow's theorem, as it does for analytic functions; namely, it is the Riemann surface for the inverse function $f^{-1}$; that is, the surface on which a local inverse of $f$, restricted to taking values in $D$, can be continued in a single-valued and well-defined way. If $f : D \to \mathcal{H}$ and $(\mathcal{H}, \pi)$ is a covering surface of $\mathcal{H}$, then the image surface of $f$ is embedded in $\mathcal{H}$ if there is a one-to-one map $\tilde{f} : D \to \mathcal{H}$ with $f \equiv \pi \circ \tilde{f}$. We will use the following lemma, whose proof is a standard application of the monodromy theorem to $h^{-1} \circ f$.

Lemma 3. Suppose $(\mathcal{H}, \pi)$ is a covering surface of $\mathcal{H}$ and that $f, h : D \to \mathcal{H}$ are open, continuous, discrete, orientation preserving maps having the same image surface embedded in $\mathcal{H}$. Then there is an orientation preserving homeomorphism $\eta$ of $D$ with $h \circ \eta = f$.

3. The embedding theorem

Henceforth, $p$ and $q$ will denote fixed integers, $0 < q < p$, and $f$ will be a $(p, q)$-map of the unit disc $D$ into the compact Riemann surface $\mathcal{H}$. Our aim is Theorem 1, which says that the image surface of $f$ can be embedded in a compact $p$-sheeted covering surface $(\mathcal{H}, \pi)$ of $\mathcal{H}$.

Recall that $\nu_f$ is the valence function of $f$, and that the definition of $(p, q)$-maps implies that $\mathcal{H}$ is the disjoint union

$$\mathcal{H} = \mathcal{P} \cup \mathcal{E} \cup \mathcal{E},$$

where $\mathcal{P} = \{x \in \mathcal{H} : \nu_f(x) = p\}$ is the $p$-set, $\mathcal{E} = \{x \in \mathcal{H} : \nu_f(x) = q\}$ is the $q$-set, and $\mathcal{E}$ is the remaining exceptional set. We assume throughout this work that $\mathcal{P}$ and $\mathcal{E}$ are nonempty and that $\mathcal{E}$ is finite, possibly empty. The sets $f^{-1}(\mathcal{P})$ and $f^{-1}(\mathcal{E})$ in $D$ are denoted by $\tilde{\mathcal{P}}$ and $\tilde{\mathcal{E}}$, respectively. If $P$ is a component of $\mathcal{P}$, then $\tilde{P}$ will denote a component of $f^{-1}(P) \subseteq \tilde{\mathcal{P}}$; likewise for $\mathcal{E}$.

The set $\mathcal{B} \subseteq \mathcal{H}$ consists of branch values, i.e., the images under $f$ of its branch points, and is finite by hypothesis. A branch point for $f$ is a point
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z ∈ D at which f fails to be locally one-to-one. By a theorem of Stoïlow [15], at such a point f behaves locally like the map z → zm for some positive integer m; m is the multiplicity and m − 1 is the order of f at z. The total order of f is the sum over D of all its orders and will be denoted β.f.

The exceptional set E consists of points e ∈ E for which νf(e) is neither p nor q. Indeed, we will prove shortly that νf(e) < q.

Definition. The deficiency at e ∈ E, δ(e), and the total deficiency, δf, are given by

\[ δ(e) = q - ν_f(e), \quad δ_f = \sum_{e \in E} δ(e). \]

In our later construction, branch points may be placed over certain points of the exceptional set.

A considerable percentage of our work in this paper will center on special neighborhoods of E known as fattened q-sets.

Definition. An open neighborhood V of E is termed a fattened q-set if each of its components V meets E and has the property that f⁻¹(V) contains complete coverings of V whose total number of sheets is q.

Applying Proposition 1 with S = E, there exists a fattened q-set V. Our main task in this section, after some preliminaries, is to modify V to obtain a fattened q-set having additional regularity. (Later, even more regularity will be demanded.)

Preliminary results. First we establish important properties of E, E, and E.

For our purposes, a continuum is a compact connected subset of a Riemann surface.

Lemma 4. Let f: D → H be a (p, q)-map, with H = P ∪ E ∪ E, as above. Then

(a) P is an open subset of H whose components P are simply connected in H.

(b) E ∪ E is a continuum in H.

(c) If e ∈ E, then νf(e) < q.

Proof. (a) Since f is an open map, νf is lower semicontinuous. In particular, P is open in H and \( \widetilde{P} = f^{-1}(P) \) is open in D. Because the points of E are isolated, νf(e) < p, e ∈ E, so the maximum valence of f is p. (Note that f would be described as “p valent” in the usual terminology.)

Apply Proposition 1 to the open set S = P. Each of its components P has a preimage containing complete coverings of P whose total number of sheets is p. Since no point of H is taken more than p times by f, these coverings comprise all of \( f^{-1}(P) \). Write

\[ f^{-1}(P) = \tilde{P}_1 \cup \tilde{P}_2 \cup \cdots \cup \tilde{P}_m, \]

where each \( \tilde{P}_j \) is a \( k_j \)-sheeted covering of P and \( \sum_{j=1}^{m} k_j = p \).
Now apply Proposition 2. Let $\gamma$ be an arbitrary simple closed curve in $P$. Its preimage, $f^{-1}(\gamma)$, has only compact components in the sets $\tilde{P}_j$, and these cover it $p$ times. Using the notation preceding Proposition 2, $f^{-1}(\gamma) = \bigcup_{j=1}^{p} \tilde{\gamma}_j$.

Since $f^{-1}(\gamma) \cap C_0 = \emptyset$, the extra hypothesis in 2(d) even holds. Thus we can apply 2(c) or 2(d) to conclude that $P \setminus \gamma$ has a simply connected component $\Omega$ which is bounded by $\gamma$ and is covered $p$ times by $f$. Thus $\Omega \subseteq \mathcal{P}$, so $\gamma$ is null homotopic in $P$. Therefore, $P$ is simply connected.

(b) There are countably many components of $\mathcal{P}$, denoted $\{P_n\}_{n=1}^{\infty}$. For each $n$, let $\{P_{n,k}\}_{k=1}^{\infty}$ be a nested sequence of precompact Jordan subdomains of $P_n$ whose union is all of $P_n$. (Here we take $P_n = \emptyset = P_{n,k}$ if the number of components is finite and less than $n$.) Define

$$X_k = \mathcal{P} \setminus \left( \bigcup_{n=1}^{k} P_{n,k} \right) , \quad k = 1, 2, \ldots$$

The sequence $\{X_k\}_{k=1}^{\infty}$ is a decreasing sequence of continua, each a compact bordered subsurface of $\mathcal{P}$. Since

$$\mathcal{E} \cup \mathcal{E} = \bigcap_{k=1}^{\infty} X_k ,$$

and $\mathcal{E} \cup \mathcal{E}$ is closed, it is a continuum. (Note: this proves that $\mathcal{E} \cup \mathcal{E}$ contains the cluster set of $f$ on $\partial D$. See [11].)

(c) As $\mathcal{E}$ is finite, its points are isolated. If $\nu_f(e) > q$, then a punctured neighborhood of $e$ lies in $\mathcal{P}$, contradicting the fact that components of $\mathcal{P}$ are simply connected. Since $\nu_f(e) \neq q$, we must have $\nu_f(e) < q$. $\square$

There is a class of $(p, q)$-maps (actually, the most well behaved) which will need to be handled separately in much of the sequel.

**Definition.** The class of $(p, q)$-maps with empty exceptional sets is termed $BQ$.

The archetype of this class is the quotient of finite Blaschke products of Example 1. In fact, we will be showing that all $BQ$-maps are essentially such Blaschke quotients. In the rest of this subsection we establish necessary and sufficient conditions for $BQ$ along with some properties of these maps.

**Lemma 5.** Let $P$ be a component of $\mathcal{G}$, $\gamma$ a simple closed curve in $P$, and $A$ the component of $P \setminus \gamma$ sharing a boundary with $\partial P$. If $A$ lies in a fattened $q$-set $\mathcal{V}$, then $f \in BQ$.

**Proof.** Without loss of generality we may assume that $\gamma$ separates the branch values of $P$ from $\mathcal{G}$. Then $A$ is a topological annulus, one boundary being $\partial P \subseteq (\mathcal{G} \cup \mathcal{V})$ and the other $\gamma$. Since it is connected, $A$ lies in a component $V$ of $\mathcal{V}$. For convenience, we replace $V$ by the component of $V \setminus \gamma$ which intersects $\mathcal{G}$.

From the definition of fattened $q$-sets, $V$ has complete coverings $(\tilde{V}_j, f)$, $j = 1, 2, \ldots, k$, of total multiplicity $q$, while $A$, being a subset of $\mathcal{G}$, has
complete coverings \((\tilde{A}_j, f)\), \(i = 1, 2, \ldots, s\), of total multiplicity \(p\). Because \(A\) contains no branch values, each \(\tilde{A}_j\) is an annulus having one boundary component which is a simple closed curve covering \(\gamma\). Denote this boundary component by \(\tilde{\gamma}_j\) and observe that it covers \(\gamma\) the same number of times that \(\tilde{A}_j\) covers \(A\). The \(\tilde{\gamma}_j\)'s are mutually disjoint. Let \(W = \bigcup_{j=1}^{k} \tilde{V}_j\). The coverings \(\tilde{A}_j\) break into two classes, those which lie in \(W\) and cover \(A\) a total of \(q\) times and those which are disjoint from \(W\) and cover \(A\) the remaining \((p-q)\) times.

We will adhere to the notation established before Proposition 2. It might be helpful to refer to Figure 1, which shows the approximate situation in the domain \(D\). Note, however, that because \(\gamma\) separates \(P \cap \mathcal{B}\) and \(\mathcal{E}\), \(C_0\) actually turns out to be an annulus in the current situation. Let \(\tilde{\gamma}_1, \tilde{\gamma}_2, \ldots, \tilde{\gamma}_n\) be the curves which lie in \(\partial C_0\), where \(1 \leq n \leq s\). The curves \(\tilde{\gamma}_{n+1}, \ldots, \tilde{\gamma}_s\) lie in \(D \setminus C_0\); suppose that they cover \(\gamma\) a total of \(r\) times. Let \(\Omega_1, \Omega_2\) denote the components of \(\mathcal{B} \setminus \gamma\) with \(\Omega_1 \subseteq P\) and \(\mathcal{E} \subseteq \Omega_2\). By Proposition 2(b), each of the components \(C_1, C_2, \ldots, C_s\) is a complete covering of either \(\Omega_1\) or \(\Omega_2\), with the image alternating as one moves between contiguous \(C_j\)'s. Since \(\Omega_1\) has compact closure in \(P\), its preimage in \(D\) also has compact closure in \(D\); so \(C_0\) must be mapped by \(f\) into \(\Omega_2\). This has several consequences: Applying Proposition 2(c) and (d), every point of \(\Omega_2\) is covered \(r\) times in \(\bigcup_{j=1}^{k} C_j\); and \(\mathcal{E} \subseteq \Omega_2\), so \(r \leq q\). Also, the sets \(\tilde{V}_j\) which lie in \(\bigcup_{j=1}^{k} C_j\) are not contiguous to \(C_0\), so they have the curves \(\tilde{\gamma}_{n+1}, \ldots, \tilde{\gamma}_m\) as boundary components, and \(\tilde{A}_1, \ldots, \tilde{A}_n\) lie in \(C_0\).

Now we show that \(r = q\). Suppose \(r < q\). On the one hand, this forces at least one of the sets \(\tilde{V}_j\) to lie in \(C_0\). On the other hand, at least one of the annuli \(\tilde{A}_1, \ldots, \tilde{A}_n\) is not in \(W\); otherwise the points of \((\partial A \cap \partial P) \subseteq (\mathcal{E} \cup \mathcal{E})\) would be covered at least \(p - r\) times in \(C_0\) and \(r\) times in \(\bigcup_{j=1}^{k} C_j\). Suppose for convenience that \(\tilde{V}_1 \subseteq C_0\) and that \(\tilde{A}_1 \cap W = \emptyset\). Since \(\tilde{V}_1, \tilde{A}_1 \subseteq C_0\) are disjoint and \(C_0\) is connected, \(\partial \tilde{A}_1 \cap C_0\) contains infinitely many points. Choose \(x_0 \in \partial \tilde{A}_1 \cap C_0\) with \(y_0 = f(x_0)\) not an exceptional point. Now \(\partial \tilde{A}_1 \cap C_0\) is mapped by \(f\) to \(\partial P\), so \(y_0 \in (\partial P \setminus \mathcal{E}) \subseteq \mathcal{E}\). Also, \(y_0 \notin \partial V\) since \(\partial V \subseteq (\mathcal{P} \cup \mathcal{E})\). Since \(y_0 \in \partial A \setminus \partial V\) and \(A \subseteq V\), we conclude that \(y_0 \in V\). Thus \(y_0\) is covered by \(f\) a total of \(q\) times in \(W\) plus at least once by \(x_0 \notin W\). This contradicts the fact that \(y_0 \in \mathcal{E}\). Therefore, \(r = q\).

With \(r = q\), we see that \(\bigcup_{j=1}^{k} C_j\) covers every point of \(\Omega_1\) exactly \(p\) times and every point of \(\Omega_2\) exactly \(q\) times. We conclude that \(\mathcal{E} = \emptyset\), so \(f \in BQ\), completing the proof. \(\square\)

The converse of the previous result also holds. In particular, if \(P\) is a component of \(\mathcal{P}\), then \(\partial P\) is a compact subset of \(\mathcal{E} \cup \mathcal{E} = \mathcal{E}\); so any fattened \(q\)-set, being open, will have a curve \(\gamma\) and annulus \(A\) as in the hypothesis of Lemma 5. Additional properties of these \(BQ\)-maps are gathered in this lemma.
Lemma 6. Let \( f : D \to \mathcal{H} \) be in \( BQ \). Then:

(a) \( \mathcal{P} \) has a single component,
(b) \( \mathcal{H} \) is the Riemann sphere,
(c) There exists a fattened \( q \)-set \( \mathcal{U} \) having a single simply connected component, and
(d) \( \beta_f = p + q - 1 \).

Proof. As observed above, the hypotheses of the previous lemma hold, so we will continue with the notation from that proof.

(a) If \( P' \) were another component of \( \mathcal{P} \), then \( P' \subseteq \Omega_2 \) so \( P' \) is covered exactly \( q \) times by \( \bigcup_{j=1}^{s} C_j \). Its preimage would then necessarily intersect \( C_0 \). But it is easy to see that \( f(C_0) \subseteq A \subseteq P \). Otherwise \( C_0 \) would contain a point mapping to \( \partial A \cap \mathcal{E} \), and these points are already covered \( q \) times in the complement of \( C_0 \).

(b) Consider any component \( C_j \) not contiguous to \( C_0 \): It is a complete covering of \( \Omega_2 \), so by Lemma 1, \( \Omega_2 \) is planar and by Lemma 2, \( g(\mathcal{H}) = g(\Omega_2) = 0 \). Therefore, \( \mathcal{H} \) is the Riemann sphere.

(c) The open set \( \Omega_2 \) provides such a fattened \( q \)-set. Note also, that by our construction, \( \Omega_2 \) contains no branch values from \( \mathcal{P} \).

(d) We use the Riemann-Hurwitz relations. Since \( C_0 \) is connected, \( f(C_0) \subseteq A \), and \( A \) contains none of the branch values of \( f \), we conclude that \( n = 1 \) and \( C_0 = A_1 \). Break the other components \( C_1, C_2, \ldots, C_s \) into two classes and renumber them so \( \{C_1, \ldots, C_u\} \) are the ones covering \( \Omega_1 \) and \( \{C_{u+1}, \ldots, C_s\} \) are the ones covering \( \Omega_2 \). For \( j = 1, \ldots, s \) let \( c_j \) and \( t_j \) denote, respectively, the number of boundary components of \( C_j \) and the number of times \( C_j \) covers the corresponding \( \Omega_i \). The following equalities hold:

\[
\begin{align*}
\sum_{j=1}^{u} c_j &= 1 + \sum_{j=u+1}^{s} c_j, \\
\sum_{j=1}^{u} t_j &= p, \\
\sum_{j=u+1}^{s} t_j &= q.
\end{align*}
\]

\( \Omega_1 \) and \( \Omega_2 \) are simply connected and all the branch points of \( f \) are in \( \bigcup_{j=1}^{s} C_j \), so using the above equalities and Lemma 1, we conclude

\[
\beta_f = \sum_{j=1}^{u} (c_j + t_j - 2) + \sum_{j=u+1}^{s} (c_j + t_j - 2) = p + q - 1.
\]

This completes the proof of (d) and of the lemma. \( \Box \)

Regular fattened \( q \)-sets. For our embedding theorem, we need to prove existence of a fattened \( q \)-set with the special properties of this proposition. We say that an open set in \( \mathcal{H} \setminus \mathcal{E} \) is simply connected relative to \( \mathcal{H} \setminus \mathcal{E} \) if every component of its complement in \( \mathcal{H} \) contains a point of \( \mathcal{E} \).

Proposition 3. There exists a fattened \( q \)-set \( \mathcal{U} \) whose components are simply connected relative to \( \mathcal{H} \setminus \mathcal{E} \) and which does not have any branch values of \( f \) which lie in \( \mathcal{P} \).
Proof. If \( f \in BQ \), then the result follows from Lemma 6(c). Therefore, we may assume that \( f \notin BQ \).

Let \( \mathcal{Y} \) be a fattened \( q \)-set. We will fix a component \( V \) of \( \mathcal{Y} \) and show that by adjoining components of the complement \( \mathcal{X} \setminus V \) we can obtain a larger open set \( U \) which has \( q \) complete lifts to \( D \), yet remains disjoint from the other components of \( \mathcal{Y} \). At each stage, then, \( U \) along with these other components forms a new fattened \( q \)-set. Handling each component of \( \mathcal{Y} \) in turn, we finally obtain a new fattened \( q \)-set \( \mathcal{U} \), all of whose components are simply connected relative to \( \mathcal{X} \setminus \mathcal{E} \). As the last step, we will remove at most a finite number of simple arcs to excise branch values in \( \mathcal{P} \cup \mathcal{U} \).

Let \( K \) be the union of components of \( \mathcal{X} \setminus V \) which contain points of \( \mathcal{E} \) and define \( U = \mathcal{X} \setminus K \). We need to show that \( U \) has complete lifts to \( D \) totaling \( q \) sheets. Since there are only \( q \) complete lifts of \( V \), it suffices to prove that if \( \tilde{U} \) is a component of the preimage of \( U \) under \( f \) which intersects one of the complete lifts of \( V \), then \((\tilde{U}, f)\) is a complete covering of \( U \).

First, we consider a few facts about our situation: We have \( U \setminus V \subseteq \mathcal{P} \). Suppose \( x \in (U \setminus V) \cap \mathcal{P} \); the component \( Q \) of \( \mathcal{P} \) containing \( x \) is disjoint from \( V \) since \( x \notin V \), hence \( Q \) is separated from \( \mathcal{E} \subseteq (\mathcal{X} \setminus U) \) by \( V \). This contradicts Lemma 4(b). Also, each component \( E \subseteq U \setminus V \) is planar because components of \( \mathcal{P} \) are planar and simply connected because \( V \) is connected. Being compact, \( E \) lies in some component \( P \subseteq \mathcal{P} \), and since \( P \) is simply connected we may separate \( E \) from \( \mathcal{E} \) by a simple closed curve \( \gamma \subseteq (P \cap U) \).

Applying Proposition 2, the component \( \Omega_{1} \) of \( \mathcal{X} \setminus \gamma \) containing \( E \) will be covered \( p \) times by precompact topological discs \( C_{j} \subseteq D \). Since \( \partial C_{j} \subseteq f^{-1}(V) \) and \( C_{j} \subseteq \mathcal{P} \), it is clear that \( C_{j} \cap f^{-1}(V) \) is connected. The upshot is that any curve \( \tau \subseteq C_{j} \) running, say, between points \( a \) and \( b \) of \( C_{j} \cap f^{-1}(V) \) is fixed endpoint homotopic in \( C_{j} \) to a curve \( \tau' \) running from \( a \) to \( b \) in \( f^{-1}(V) \).

Now, suppose that \( x \) is a point of \( U \cap \mathcal{P} \) and choose \( r > 0 \) so that \( \Delta = \Delta(x, r) \subseteq \Delta(x, r) \) and that \( \Delta(x, r) \subseteq U \cap \mathcal{P} \) is precompact. Consider a component \( \Omega \neq \emptyset \) of \( f^{-1}(\Delta) \) which intersects \( \tilde{U} \). Then \( \Omega \) lies in a complete lift of \( \Delta(x, r) \) which, being connected, lies entirely in \( \tilde{U} \). In particular, \( \Omega \subseteq \tilde{U} \) is precompact, as desired.

Next, suppose \( x \in U \cap \mathcal{E} \), which by the comments above lies in \( V \cap \mathcal{E} \), and choose \( r \) and \( \Delta \) as above, only with \( \Delta(x, r) \subseteq V \) rather than \( \Delta(x, r) \subseteq U \cap \mathcal{P} \). Again, let \( \Omega \neq \emptyset \) be a component of \( f^{-1}(\Delta) \) which intersects \( \tilde{U} \). If \( \Omega \cap \tilde{U} \) contains a point of a complete lift \( \tilde{V} \) of \( V \), then as before, \( \Omega \subseteq \tilde{V} \subseteq \tilde{U} \) is precompact. The only difficulty, then, is in proving that \( \Omega \cap \tilde{U} \) contains a point of \( \tilde{V} \). Since \( V \) has \( q \) complete lifts to \( D \), it is enough to show that \( \Omega \) lies in one of these; and for this it is enough to find a curve \( \sigma \) from some point \( a \in \Omega \cap \tilde{U} \) to some point \( b \) in one of the complete lifts of \( V \) for which the image \( f(\sigma) \) lies in \( V \). Recall that \( \tilde{U} \) intersects one of these lifts, call it \( \tilde{V} \), so there is a curve \( \mu \) in \( \tilde{U} \) from \( a \) to \( b \in \tilde{V} \cap \tilde{U} \). We may assume, without loss of
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In generality, that \( f(\mu) \) lies in \( \mathcal{P} \), since if it hits a point over \( \mathcal{P} \), that point will automatically be in one of the complete lifts and we could stop the path there; also, we may assume \( b \in \tilde{V} \setminus \mathcal{P} \), since \( \tilde{V} \) is an open neighborhood of \( \mathcal{P} \cap U \). If \( \mu \) cuts through one of the components of \( f^{-1}(U \setminus V) \), then as described above, that part of the path can be moved by a homotopy in \( f^{-1}(U) \) to lie in \( \tilde{V} \). By compactness, we need make only a finite number of such adjustments to obtain a path \( \gamma \) which is fixed endpoint homotopic to \( \mu \), but which lies in \( \tilde{V} \). Therefore \( a \in \tilde{V} \cap \Omega \) and this completes the proof that \((\tilde{U}, f)\) is a complete covering of \( U \). Now let \( V' \) be a component of \( V \) other than \( V \) and let \( U' \) be its corresponding \( U \). Obviously \( V' \cap \mathcal{P} \neq \emptyset \), and by Lemma 4(b) \( \partial V \cap \partial V' \cap \mathcal{P} \neq \emptyset \). It follows that \( V' \) is contained in some component of \( K \), namely one whose complement contains \( U \); hence \( U \cup U' \neq \emptyset \). This completes the construction of a new fattened \( \mathcal{Q} \)-set having components which are simply connected relative to \( \mathcal{P} \setminus \mathcal{E} \); we will denote this by \( \mathcal{U} \).

The final step in our proof is to excise branch values of \( f \) which lie in \( \mathcal{P} \cup U \). Observe that any component \( \Sigma \) of the intersection of components \( P \subseteq \mathcal{P} \) and \( U \subseteq \mathcal{U} \) will be simply connected relative to \( \mathcal{P} \setminus \mathcal{E} \). Let \( b \) be a point of \( \mathcal{B} \cap \Sigma \). If \( P \cap \partial \Sigma = \emptyset \), then \( P \subseteq \Sigma \subseteq U \), implying by Lemma 5 that \( f \in BQ \), contradicting our assumption at the beginning of the proof. Therefore \( P \cap \partial \Sigma \) contains some point \( a \). Run a simple curve \( \tau \) from \( b \) to \( a \) in \( P \) and replace \( U \) by \( U \setminus \tau \). This gives us a new fattened \( \mathcal{Q} \)-set whose components remain simply connected relative to \( \mathcal{P} \setminus \mathcal{E} \). Doing this for each of the finite number of points \( b \in \mathcal{B} \) completes our construction. \( \square \)

**Definition.** A fattened \( \mathcal{Q} \)-set \( \mathcal{U} \) whose components are simply connected relative to \( \mathcal{P} \setminus \mathcal{E} \) and do not contain branch values lying in \( \mathcal{P} \) will be called a regular fattened \( \mathcal{Q} \)-set.

We remark that in the case that \( g(\mathcal{P}) > 0 \), one can show using Proposition 2 that each component \( U \) of \( \mathcal{U} \) is a topological disc; that is, all points of \( \mathcal{E} \) lie in a single component of the complement of \( U \). This is not necessarily the case when \( \mathcal{P} \) is the Riemann sphere. For instance, the fattened \( \mathcal{Q} \)-set for the function in Example 4 is the sphere with arcs from \( a \) and \( b \) to the north and south poles removed; it is not simply connected, but each component of its complement contains an exceptional point.

**Construction of \( \mathcal{P} \).** It can be difficult to follow a construction of this type without some geometric picture to fall back upon. Therefore, the reader may prefer to look ahead to the next subsection, where we have provided a concrete illustration based on Example 3.

Our fundamental operation, loosely known as “pasting”, is a well-known folk technique to those who work frequently with surfaces. For the sake of completeness, we give a formal statement.

**Lemma 7.** Let \((R, g)\) be a covering surface of the Riemann surface \( \mathcal{H} \), \( R \) not necessarily connected. Suppose \( \rho : \Omega_1 \to \Omega_2 \) is a homeomorphism between
disjoint open subsets $\Omega_1$ and $\Omega_2$ of $R$ with the property that $g \circ \rho \equiv g$ on $\Omega_1$. Furthermore, suppose that for any sequence \{\omega_j\} \subseteq \Omega_1 converging to the ideal boundary of $\Omega_1$, either $\omega_j \to \partial R$ or $\rho(\omega_j) \to \partial R$. Then there exists a covering surface $(S, h)$ of $\mathcal{R}$, unique up to homeomorphisms, and a covering map $\psi: R \to S$ so that $g \equiv h \circ \psi$ and $\psi \circ \rho \equiv \psi$, with $\psi(x) = \psi(y)$ for $x, y \in R$ if and only if $x = y$, $x = \rho(y)$, or $\rho(x) = y$.

In other words, one can factor the covering $(R, g)$ through an intermediate covering $(S, h)$ in which the sets $\Omega_1$ and $\Omega_2$ have been identified. The proof follows from standard arguments regarding complex manifolds: One establishes an equivalence relation on $R$ by saying that $x_1 \sim x_2$ if $x_1 \in \Omega_1$, $x_2 \in \Omega_2$, and $x_2 = \rho(x_1)$. Note that since $\rho$ is one-to-one and since $\Omega_1$ and $\Omega_2$ are disjoint, the equivalence class $[x]$ is a singleton set if $x \notin \Omega_1 \cup \Omega_2$ and a two element set if $x \in \Omega_1 \cup \Omega_2$. The topological space $S$ is the set of equivalence classes with the identification topology and $\psi$ is the identification map. Perhaps surprisingly, the only difficulty is in showing that $S$ is Hausdorff; this is where the hypothesis on sequences is needed. From there, straightforward arguments show that $S$ is a complex manifold, that $\psi$ is a covering map, and that the other conclusions of the lemma hold. The details are left to the interested reader.

Observe the following feature, which we need shortly: If $K \subseteq S$ is a connected subset of $S$ and if a component of $\psi^{-1}(K) \subseteq R$ is compact, then $K$ is compact.

**Theorem 1.** Let $f: D \to \mathcal{R}$ be a $\left(p, q\right)$-map. Then there exists a p-fold compact covering surface $(\tilde{S}, \tilde{\pi})$ of $\mathcal{R}$ and a one-to-one open continuous map $\phi: D \to \tilde{S}$ so that $f \equiv \tilde{\pi} \circ \phi$.

**Proof.** Throughout the proof, we denote by $U$ a component of $\mathcal{U}$, a regular fattened $q$-set, $P$ a component of $\mathcal{P}$, and $C$ a component of their intersection. We will be applying the previous lemma; however, as earlier, we will handle $BQ$ separately. Assuming, then, that $f \notin BQ$, $\mathcal{E}$ is nonempty and $U$ and $P$ are simply connected relative to $\mathcal{R} \setminus \mathcal{E}$, so $C$ is a topological disc.

In applying Lemma 7, the manifold $R$ is the disjoint union of $D$ and $p - q$ copies of each of the components $U$ of $\mathcal{U}$. The covering map $g$ is defined to be $f$ on $D$ and to be the identity map on each copy of a component $U$, giving the covering surface $(R, g)$ of $\mathcal{R}$, as desired.

Now to define the map $\rho$ of the lemma: First we consider a component $C$ of $\mathcal{U} \cap \mathcal{P}$. As indicated, $C$ is a disc. Since it lies in some $P$, there are $p$ complete lifts of $C$ to $D$, but only $q$ of these lie in complete lifts of $U$. Since $U \cap P$ has no branch values of $f$ and since $C$ is simply connected, the monodromy theorem implies that the remaining $p - q$ lifts of $C$ are disjoint open sets in $D$, each homeomorphic to $C$ under $f$ (i.e., under the restriction of $g$ to $D$). Label the lifts $C_1, C_2, \ldots, C_{p-q}$. Now $R$ contains $p - q$ disjoint copies of $U$, let us denote them $U_1, U_2, \ldots, U_{p-q}$, each of which contains an
open disc $\hat{C}_j$ homeomorphic to $C$ under the identity (i.e., under the restriction of $g$ to $U_j$). Define $\rho : C_j \to \hat{C}_j$ in the obvious way, namely, $\rho \equiv g^{-1} \circ g$, for $j = 1, \ldots, p - q$. Continue in this way for all components of $\mathcal{U} \cap \mathcal{P}$ to complete the definition of $\rho$. It is evident that $\rho$ is one-to-one and that $g \circ \rho \equiv g$. The domain $\Omega_1$ of $\rho$ is the open set in $D$ whose components are the $p - q$ lifts of components such as $C$. To verify the hypothesis of the lemma regarding sequences, consider any sequence $\{\omega_k\} \subseteq \Omega_1$ which converges to an ideal boundary point of $\omega_{\lambda_x}$. Then from some index on, all elements of the sequence lie in a single set $C_j$ and converge to a point $z_0 \in \partial C_j$. If $z_0 \in \partial D$, then we are done; therefore, assume $z_0 \in D$. Note that $\{f(\omega_k)\} \to f(z_0)$. If $f(z_0) \in U$, then $f(z_0)$ has $q$ preimages in the interiors of the $q$ complete lifts of $U$ and, necessarily distinct from those, the preimage $z_0$ itself. This implies $f(z_0) \in \mathcal{P}$. But then $f(z_0) \in U \cap \mathcal{P}$, contradicting the fact that $f(z_0)$ is a boundary point of the component $C$ of $U \cap \mathcal{P}$. Therefore, $f(z_0) \in \partial U$. But then we see that $\rho(\omega_k)$ converges to $\partial U_j$. Thus, our sequence hypothesis is verified. Let $(S, h)$ be the covering space of $\mathcal{H}$ guaranteed by Lemma 7, $\psi : R \to S$ the identification map. Note that $S$ is connected, since every copy $U_j$ of a component $U$ which was included in our definition of $R$ will have points in the range of $\rho$, hence points identified with the disc $D \subseteq R$. Furthermore, note that the unit disc $D$ is (identified with) a subset of $R$ with $\Omega_1 \subseteq D$ while $\Omega_2 = \rho(\Omega_1)$ is disjoint from $D$; so the restriction of $\psi$ to $D$ is one-to-one.

Now, we consider the covering properties of $h$. Let $X = \mathcal{H} \setminus (\mathcal{P} \cup \mathcal{B})$. Consider an arbitrary point $y \in X$. Suppose $y \in U$, a component of $\mathcal{U}$, and let $N$ be a compact connected neighborhood, $y \in N \subseteq (X \cap U)$. The fact that $h \circ \psi \equiv g$ implies that $h^{-1}(N) = (\psi \circ g^{-1})(N)$. The $q$ complete lifts of $U$ to $\mathcal{D}$ contain $q$ compact connected preimages of $N$ in $g^{-1}(N)$; there are a further $p - q$ compact connected preimages in the copies of $U$ which are part of $R$. All points of $g^{-1}(N)$ are identified by $\psi$ with points in one of these compact sets; therefore, the observation made after Lemma 7 implies that the preimage of $N$ under $h$ is compact in $S$. Now consider a point $y \in X \setminus \mathcal{U}$. Let $N$ be a compact connected neighborhood, $y \in N \subseteq (\mathcal{P} \setminus \mathcal{B})$. Then $N$ has $p$ disjoint compact preimages in $D$ under $g$, and again all points of $g^{-1}(N)$ are identified by $\psi$ with points in one of these compact sets. So the preimage of $N$ under $h$ is compact in $S$. The upshot is the following: Let $W = S \setminus h^{-1}(\mathcal{P} \cup \mathcal{B})$. Then the restriction of $h$ to $W$ is a complete smooth covering map of $X$. Moreover, each point of $X$ is covered by $h$ exactly $p$ times. As the sets $h^{-1}(\mathcal{P} \cup \mathcal{B})$ and $\mathcal{P} \cup \mathcal{B}$ consist of isolated points, there is a compactification of the covering surface $(W, h)$ which forms a $p$-fold ramified covering surface of $\mathcal{H}$ (see [1, Chapter I, 20E]). In particular, there is a compact covering surface $(\tilde{\mathcal{H}}, \pi)$ of $\mathcal{H}$ and an imbedding $\tau : S \to \tilde{\mathcal{H}}$ so that $h \circ \tau \equiv \pi$. Let $\phi : D \to \tilde{\mathcal{H}}$ be the inclusion map of $D$ in $S$ followed by $\tau$. This is one-to-one and satisfies the conclusions of the theorem, so we
are done in this case. Note that our final compactification may result in new branch points, but only over points of \( \mathcal{E} \); for the restriction of \( W \) to each of the added copies of a component \( U \) is one-to-one.

For \( f \in BQ \), things are only slightly different. First, we will use the set \( \Omega_2 \) from the proof of Lemma 6(c) as the fattened \( q \)-set. Recall that \( \mathcal{P} \) has only a single component \( P \) which intersects \( U \) in a topological annulus \( A \). Designate a point \( z_0 \in \mathcal{E} \) and let \((U_0, g_0)\) be a complete branched covering of \( U \) which is smooth except for a branch point of order \( p - q - 1 \) at a point over \( z_0 \). In particular, note that \( U_0 \) is simply connected and that each point of \( U \) is covered \( p - q \) times by \( U_0 \). Let \( R \) be the disjoint union of \( D \) and \( U_0 \) and \( g \) the map to \( \mathcal{E} \) defined to be \( f \) on \( D \) and \( g_0 \) on \( U_0 \). Now, there are \( q \) complete lifts of \( U \) to \( D \) containing, of course, \( q \) complete lifts of \( A \), counting multiplicities. The remaining lift must be a topological annulus, since \( A \) contains no branch values. Indeed, in the notation of the proof of Lemma 5, one can verify that this lift is precisely the set denoted \( C_0 \) and that it covers \( A \) the remaining \( p - q \) times. Define \( \rho: C_0 \to U_0 \) by \( \rho(a) = (g_0^{-1} \circ f)(a) \).

This is a homeomorphism of \( C_0 \) onto a topological annulus \( A_0 \) in \( U_0 \) and clearly has the property that \( g \circ \rho \equiv g \) on \( C_0 \). Recall that \( A \) has one of its boundary components in \( P \) and the other in \( U \). The verification of the sequence condition in Lemma 7 is essentially the same as the previous case, so we omit it. Lemma 7 now gives a covering surface \((S, h)\) of \( \mathcal{E} \), with \( S \) again connected. The restriction of \( h \) to \( S \setminus h^{-1}(\mathcal{E} \cup \mathcal{B} \cup \{z_0\}) \) is a complete smooth \( p \)-fold covering map of \( X = \mathcal{E} \setminus (\mathcal{E} \cup \mathcal{B} \cup \{z_0\}) \). We continue exactly as before to obtain the result. Unlike the previous case, here we do add branch points over \( U \). Also note that the surface \( \mathcal{E} \) is the Riemann sphere.

This completes the proof of the embedding theorem. \( \square \)

**Concrete illustration.** We go back to the construction in Example 3 to illustrate the geometry involved in the embedding theorem. There, of course, we started with a compact surface and cut out the curves and points corresponding to \( \mathcal{E} \) and \( \mathcal{B} \) to obtain an image surface. Here we want to do exactly the opposite, starting with an image surface and replacing material to obtain a compact surface. Figure 4 is the same as Figure 2, only we have drawn in one component \( U \) of the standard fattened \( q \)-set (shaded). It surrounds one of the components of \( \mathcal{E} \) which was lifted to two of the three copies of \( \mathcal{E} \); in particular, the lift of \( U \) to the image surface consists of one component which is a complete covering, labelled \( \tilde{U}_1 \), along with four pieces of the partial coverings, labelled \( \tilde{U}_2, \ldots, \tilde{U}_5 \). To pull these pieces together during compactification, we attach two homeomorphic copies of \( U \) to our image surface. For instance, we may attach one of these to \( \tilde{U}_2 \) and \( \tilde{U}_3 \) and the other to \( \tilde{U}_4 \) and \( \tilde{U}_5 \). (This seems natural only because of the way our image surface is drawn; one could equally well attach one copy to \( \tilde{U}_2 \) and \( \tilde{U}_5 \) and the other to \( \tilde{U}_4 \) and \( \tilde{U}_3 \).)

Pastings of this type for all the components of \( \mathcal{E} \) ensure that every point of \( \mathcal{E} \) is covered \( p \) times, with the exception of \( e \). The final compactification
step is to fill in this isolated singularity in the canonical way, using the fact that it has a punctured neighborhood with a \( p \)-fold complete covering.

4. \( \mathcal{U} \)-HOMOTopies

With the embedding theorem in hand, the image surfaces of \((p, q)\)-maps are available in a rather tame geometric setting, as discs embedded in compact Riemann surfaces. Needless to say, these embedded discs can be pathological; yet, one has the feeling that the complications are not essential, that by careful manipulation of such an embedded disc—pushing in here, pulling out there—one should be able to get a more regular embedding with essentially the same covering properties. This is exactly what we do by means of \((p, q)\)-homotopies. For convenience, we describe the properties we want to preserve as the "valence structure":

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{figure4.png}
\caption{Figure 4}
\end{figure}
Definition. Two \((p, q)\)-maps, \(f\) and \(g\), will be said to have the same valence structure if there is a one-to-one correspondence between their branch points, corresponding points having the same branch orders, as well as a one-to-one correspondence between their exceptional points, corresponding points having the same deficiencies.

Note in particular that \(\beta_f = \beta_g\) and \(\delta_f = \delta_g\) and that \(f\) and \(g\) have the same valence sequences.

Definition. A \((p, q)\)-homotopy is a homotopy \(\Lambda: D \times [0, 1] \to \mathcal{F}\) with the property that all maps \(\Lambda(\cdot, t): D \to \mathcal{F}\), \(t \in [0, 1]\), are \((p, q)\)-maps with the same valence structure.

In this section we develop the first and most difficult of our \((p, q)\)-homotopies, termed \(\mathcal{U}\)-homotopies; others will be introduced in the next section. We emphasize that the homotopies we use form only a very restrictive class suited to our needs. They clearly define an equivalence relation within the collection of \((p, q)\)-maps; however, we do not develop a general homotopy theory. It does seem that this idea might well be pursued for the study of functions with other valences or for its own interest.

Throughout this section, \(f: D \to \mathcal{F}\) is a \((p, q)\)-map and \(\mathcal{U}\) is a regular fattened \(q\)-set. The general situation is slightly different than that for \(BQ\), so we assume \(f \notin BQ\) until the last subsection.

Observe that \(\partial\mathcal{U} \subseteq (\mathcal{P} \cup \mathcal{F})\). Define \(W = \mathcal{W} \cap \mathcal{U}\). Suppose \(\lambda: W \times [0, 1] \to \mathcal{W}\) is continuous and has the following properties:

1. \(\lambda(\cdot, 0)\) is the identity function on \(W\).
2. \(\lambda(\cdot, t)\) is open and one-to-one on \(W\), \(t \in [0, 1]\).
3. \(\lambda(u, t) = u, u \in \partial\mathcal{U}, t \in [0, 1]\).

This \(\lambda\) is an isotopy of embeddings of \(W\) in \(\mathcal{U}\) and we will use it to define a homotopy of \((p, q)\)-maps into \(\mathcal{F}\). (See Keldyš [7, p. 3] for more on the subject of isotopies.) Recall that each component of \(\mathcal{U}\) has \(q\) complete lifts to \(D\) under \(f\). The remaining components of \(f^{-1}(\mathcal{U})\) comprise a set which we will refer to as \(\hat{\mathcal{U}}\). This set \(\hat{\mathcal{U}}\) contains \(p - q\) simply connected components over each component of \(\mathcal{P} \cap \mathcal{U}\). During our compactification in the previous section, the pieces of these “partial” lifts were gathered together by pasting them to \(p - q\) extra copies of the complete components of \(\mathcal{U}\). Our homotopy modifies these partial lifts in a coherent way while leaving fixed the complete lifts and the rest of \(D\).

Definition. Let \(f, \lambda,\) and \(\hat{\mathcal{U}}\) be as described above. A \(\mathcal{U}\)-homotopy is a continuous map \(\Lambda: D \times [0, 1] \to \mathcal{F}\) with the following properties:

1. \(\Lambda(\cdot, 0) \equiv f(\cdot)\).
2. \(\Lambda(z, \cdot) \equiv f(z), z \in D \setminus \hat{\mathcal{U}}\).
3. \(\Lambda(z, \cdot) \equiv \lambda(f(z), \cdot), z \in \hat{\mathcal{U}}\).

Define \(h(z) = \Lambda(z, 1), z \in D\). We say \(h\) is \(\mathcal{U}\)-homotopic to \(f\).
Because $\lambda(\cdot, t)$ is an isotopy, it is not difficult to verify that $\Lambda(\cdot, t)$ is a $(p, q)$-map for each $t \in [0, 1]$. For the same reason, the only branch points of $\Lambda(\cdot, t)$ are those of $f$; all these occur in $D \setminus \mathcal{U}$ because $\mathcal{U}$ is the standard fattened $q$-set, so the branch structure of $\Lambda(\cdot, t)$ is constant in $t$. Furthermore, $\Lambda$ does not change the valence of any points outside of $\mathcal{U}$; in particular, the number and the deficiencies of the exceptional points are not changed (indeed, the exceptional set itself is unchanged). We conclude that $\mathcal{U}$-homotopies are $(p, q)$-homotopies.

Our objective in the remainder of this section is to develop the $\mathcal{U}$-homotopy necessary to replace a general, perhaps pathological, function $f$ by a more manageable and regular function $h$. There is considerable work involved, since the $q$-set of $f$ can be quite horrendous. Before beginning that, however, it may be helpful to the geometric intuition of the reader to formulate this $\mathcal{U}$-homotopy in terms of the embedded image surface of $f$. Recall that the image surface of a map $g : D \to \mathcal{X}$ being embedded in the $p$-fold covering surface $(\mathcal{X}, \pi)$ of $\mathcal{X}$ means that $g \equiv \pi \circ \hat{g}$ for some homeomorphism $\hat{g}$ of $D$ onto an open subset of $\mathcal{X}$. Using the homotopy $\lambda$ discussed earlier, one can establish the following result.

**Proposition 4.** Let $f : D \to \mathcal{X}$ be a $(p, q)$-map with standard fattened $q$-set $\mathcal{U}$, $\Lambda : D \times [0, 1] \to \mathcal{X}$ a $\mathcal{U}$-homotopy. If the image surface of $f$ is embedded as a disc $\Delta$ in $\mathcal{X}$ and if all branch points of $\pi$ over points of $\mathcal{U}$ lie in $\Delta$, then there is an isotopy $\Gamma : D \times [0, 1] \to \mathcal{X}$ for which $\Lambda \equiv \pi \circ \Gamma$.

Thus the homotopy $\Lambda$ actually results from a continuous distortion of the embedded disc $\hat{f}(D)$. For instance, if $h$ is $\mathcal{U}$-homotopic to $f$, then the image surface of $h$ may also be embedded in $(\mathcal{X}, \pi)$. However, a note of caution is in order: the isotopy $\Gamma$ does not necessarily result from composition of $\hat{f}$ with an ambient isotopy of $\mathcal{X}$, since, e.g., it may be that the image surface of $f$ is dense while that of $h$ is not.

**Preliminary lemma.**

**Lemma 8.** Let $\Omega$ be a nonempty open simply-connected subset of $\mathcal{X}$. Assume that

(i) $\partial \Omega \subseteq \mathcal{C} \cup \mathcal{B}$,
(ii) $\mathcal{X} \setminus (\overline{\Omega} \cup \mathcal{B}) \neq \emptyset$,

and that there is a component $U$ of $\mathcal{U}$ so that

(iii) $U \cap \Omega$ is connected, meets $\mathcal{P}$, and
(iv) $\partial \Omega \subseteq \overline{U}$.

Then $\Omega \cap (\mathcal{C} \cup \mathcal{B})$ is nonempty.

**Proof.** Suppose that $\Omega \cap (\mathcal{C} \cup \mathcal{B}) = \emptyset$. Fix $\omega \in (\Omega \cap U \cap \mathcal{P})$ and let $\{a_1, a_2, \ldots, a_p\}$ be the (necessarily distinct) points of $f^{-1}(\omega)$. Assume that $\{a_1, a_2, \ldots, a_q\}$ are in the $q$ complete lifts of $U$ and consider $a_p$. Let $x_0$ be
a point of $\mathcal{D} \setminus (\Omega \cup \mathcal{E})$; let $\gamma$ be a path in $D$ from $a_p$ to any point $b \in f^{-1}\{x_0\}$ which misses $f^{-1}(\mathcal{E} \cup \mathcal{B})$; and let $\tau$ be the image $f \circ \gamma$ in $D$. The path $\tau$ starts at $\omega$ and ends in the complement of $\Omega$. In particular, by (i) and since $\tau$ misses $\mathcal{E}$ and $\mathcal{B}$, there is a first point $x_1 \in \mathcal{E} \setminus \mathcal{B}$ which $\tau$ hits. Let $\mu$ denote the part of $\tau$ starting at $\omega$ and ending at $x_1$. We will find a path $\nu$ which lies in $(\Omega \cap U) \cup \{x_1\}$, going from $\omega$ to $x_1$; moreover, we show a fixed-endpoint (f.e.p.) homotopy in $\Omega \cup \{x_1\}$ from $\mu$ to $\nu$ which lifts under $f^{-1}$ to a homotopy starting at $a_p$. Since $\mu$ lifts to part of the path $\gamma$ in $D$, we see that $\nu$ will also lift to a path from $a_p$ to some point of $f^{-1}\{x_1\}$. However, since $\nu$ lies in $U$ and $x_1 \in \overline{U}$ by (iv), we know that $\nu$ has the $q$ lifts starting at $\{a_1, a_2, \ldots, a_q\}$. Having avoided branch points, this implies there are at least $q + 1$ points in $f^{-1}\{x_1\}$, contradicting $x_1 \in \mathcal{E}$. The rest of the proof, then, lies in finding $\nu$ and proving the existence of the lifting homotopy.

We need to study the continuation of $f^{-1}$ along paths in $\Omega$ starting at $\omega$ with the “branch” of $f^{-1}$ specified by $f^{-1}\{\omega\} = a_p$. We say that a path from $\omega$ lifts if this branch has a continuation along the path. We show that the points of $\Omega$ which can be reached by paths which lift comprise a simply-connected set $\mathcal{D}$. Note that $\Omega$ contains no branch values, thus continuation always exists in $\mathcal{D} \cap \Omega$. Furthermore, by (i), any component of $\mathcal{D}$ intersecting $\Omega$ lies entirely in $\Omega$. Let $P_1$ be the component containing $\omega$. By (iv), any component of $\mathcal{E}$ other than $U$ which intersects $\Omega$ lies entirely in $\Omega$. As for $U$ itself, $U \cap \Omega$ is simply connected since $U$ is simply connected relative to $\mathcal{D} \setminus \mathcal{E}$ while $\Omega$ is simply connected and contains no points of $\mathcal{E}$.

Consider the collection $\Phi$ of all sets $S$ satisfying:

- (a) $S \subseteq \Omega$ is open and simply connected,
- (b) $\omega \in P_1 \subseteq S$,
- (c) $f^{-1}$ lifts on all paths from $\omega$ which lie in $S$,
- (d) $S$ is a union only of sets of these three types:
  - \{1\} components of $\mathcal{D}$,
  - \{2\} components of $\mathcal{E}$, and/or
  - \{3\} $U \cap \Omega$.

Partial order $\Phi$ by set inclusion. Every totally ordered subcollection has a least upper bound; namely, the union. We define $\mathcal{S}_0$ to be a maximal element in $\Phi$. $\mathcal{S}_0$ is simply connected; to show it meets our description of $\mathcal{D}$ above, it suffices to show that any path $\lambda$ starting at $\omega$ which lies in $\Omega$ will fail to lift if it contains a point of $\partial \mathcal{S}_0$. Suppose the first such point which $\lambda$ encounters is $t \in \partial \mathcal{S}_0 \cap \Omega$.

Case 1, $t \in P \subseteq \mathcal{P}$: We show that $P \cup \mathcal{S}_0$ is simply connected. Otherwise, there is some $x \in \partial P \cap (\Omega \setminus \mathcal{S}_0)$ which is separated from $\partial \Omega$, and hence from $\mathcal{E}$, by $P \cup \mathcal{S}_0$. But $x \in \partial P$ implies $x \in \mathcal{E}$, so $x$ lies in a component $Q_1$ of $\mathcal{E}$ which necessarily has a limit point in $\mathcal{E}$. We see then that $Q_1 \cap (P \cup \mathcal{S}_0) \neq \emptyset$, hence $Q_1 \setminus \mathcal{S}_0 \neq \emptyset$. By (d) of the definition of sets in $\Phi$, the component of
containing $Q_1$ (or $U \cap \Omega$) must lie in $S_0$. This would give $x \in S_0$ and contradict $x \in \Omega \setminus S_0$. So $P \cup S_0$ is simply connected. If $f^{-1}$ continues along $\lambda$ to $t \in P$, then it continues on paths to all points of $P$. Therefore $P \cup S_0$ meets the conditions for sets in $\Phi$, contradicting the maximality of $S_0$.

Case 2, $t \in Q \subseteq \mathbb{C}$: Let $U'$ denote the component of $U$ containing $Q$ (or $U \cap \Omega$). The argument above shows $U' \cup S_0$ is simply connected. If $f^{-1}$ continues along $\lambda$ to $t \in Q$, then the value of $f^{-1}(t)$ lies in a complete lift of $U'$. In particular, $f^{-1}$ can be continued on paths to all points of $U'$. Therefore $U' \cup S_0$ meets the conditions for sets in $\Phi$, again contradicting the maximality of $S_0$.

We now conclude that $S_0$ is the set $S$ we were looking for: namely, a simply connected set consisting of all the points and only the points of $\Omega$ which can be reached by paths in $\Omega$ starting at $\omega$ along which $f^{-1}$ continues. We have continuation along $\mu$ which runs from $\omega$ to $x_1$. Now $x_1 \in \mathbb{C}$ and by (iv) $x_1 \in \overline{U}$; but $\partial U \subseteq \mathbb{P} \cup \mathbb{E}$, so $x_1 \in U$. Thus, the last bit of $\mu$ lies in $U$. By (iii), $U \cap \Omega$ is connected, so we can find a curve $\nu$ from $\omega$ to $x_1$ which lies in $U \cap \Omega$ and agrees with $\mu$ on this last bit. From $\omega$ up to the point where they rejoin, $\mu$ and $\nu$ lie in $S$. As $S$ is simply connected, these parts of $\mu$ and $\nu$ are f.e.p.-homotopic in $S$ and this homotopy lifts under $f^{-1}$. This is what was needed to complete the proof of the lemma. \[\square\]

A standard $\mathcal{U}$. We want to study in considerable depth the structure of that part of $\mathcal{U}$ lying in a single component of $\mathcal{U}$. Our first task is to verify that a well-chosen $\mathcal{U}$ will have components with even more regularity than we have so far used. In what follows, the fattened $q$-set $\mathcal{U}$ will be the one obtained by the method used in the proof of Proposition 1 and modified as in the proof of Proposition 3. Briefly recall that we used the depth function $r_1$ to define a fattened $q$-set $\mathcal{V}$; that we adjoined to each component of $\mathcal{V}$ those components of its complement which did not contain points of $\mathcal{E}$; and finally that we excised at most a finite number of simple curves to remove any branch values in $\mathcal{P}$. In this last step, the curves we chose were not uniquely determined; nonetheless, we will refer to the resulting fattened $q$-set $\mathcal{U}$ as the standard fattened $q$-set. We make use of the conformal structure that components of $\mathcal{U}$ inherit from the Riemann surface $\mathbb{R}$; however, we want to emphasize that this structure is not the essential ingredient here, but simply a convenient way to obtain topological maps with desirable properties.

Fix a component $U$ of $\mathcal{U}$. This is open and simply connected relative to $\mathcal{H} \setminus \mathcal{E}$. Since $\mathcal{E}$ is finite, $U$ is a finitely connected and planar Riemann surface, and it is a classical result that $U$ is conformally equivalent to a "circle domain" $R = D \setminus (\bigcup_{j=1}^N D_j)$ where the $D_j$ are closed discs or points lying in $D$. If $\mathcal{H}$ has positive genus, $U$ is simply connected so $R = D$.

**Lemma 9.** If $U$ is a component of the standard fattened $q$-set $\mathcal{U}$ and $\psi$ is a one-to-one conformal map of $R$ onto $U$, then $\psi$ extends continuously to $\partial R$. 
Proof. It is well known that this conclusion is independent of the conformal mapping $\psi$. Also, it suffices to prove the result for the set $W$ defined below, since $U$ is obtained from $W$ by removal of a finite number of simple arcs.

Define $V$ by

$$V = \bigcup_{x \in \mathcal{C} \cap U} \Delta \left( x, \frac{r_q(x)}{3} \right),$$

and let $W$ be obtained from $V$ by adjoining those components of $\mathcal{B} \setminus V$ which are disjoint from $\mathcal{E}$. Note that $\mathcal{E} \cap W = \mathcal{E} \cap U$.

Assume $\psi$ is a one-to-one conformal map of $R$ onto $W$. To prove $\psi$ extends continuously to $\partial R$, it suffices to prove that $\psi$ has singleton cluster sets at all points of $\partial R$. Therefore, fix $\xi \in \partial R$ and suppose $\gamma$ is an arc in $R$ ending at $\xi$, with a cluster set containing two, hence infinitely many points. Choose one such cluster value $x_0 \not\in \mathcal{E}$. To reach a contradiction, it suffices to find a curve $\sigma$ in $R$, also ending at $\xi$, along which $\psi$ has asymptotic value $x_0$. It is not difficult to see that there are points $\{a_j\}_{j=1}^{\infty} \subseteq \gamma$ so that the image points $x_j = \psi(a_j)$ lie in $V$ and converge to $x_0$. For each $j$ there is a point $y_j \in \mathcal{E} \cap U$ with $x_j \in \Delta(y_j, r_q(y_j)/3)$. Taking a subsequence, if necessary, we have $y_j \rightarrow y_0 \in \mathcal{E} \cup \mathcal{C}$. It is evident that $y_0 \notin \mathcal{E}$ since $x_j \rightarrow x_0 \notin \mathcal{E}$ and $r_q(y_j) \rightarrow r_q(y_0)$. Thus $y_0 \in \mathcal{E}$ and $r_q(y_0) > 0$. In particular, $x_0 \in \partial \Delta(y_0, r_q(y_0)/3)$; thus there is a geodesic $\tau$ in $V \subseteq U$ running from $y_0$ to $x_0$. Since the discs $\Delta(y_j, r_q(y_j)/3)$ lie in $U$ and $y_j \rightarrow y_0$, it is easy to check that $\tau$ can be modified with small diversions in the neighborhood of $x_0$ so that it contains some subsequence of the $x_j$'s and still converges to $x_0$.

The preimage $\psi^{-1}(\tau)$ is then a path $\sigma$ in $R$ ending at $\partial R$ which contains a subsequence of $\{a_j\}$ and hence ends at $\xi$. This completes the contradiction and hence the proof. $\Box$

We note that the extension of $\psi$, which we will continue to call $\psi$, is not necessarily one-to-one on $\partial R$. However, $\psi(\partial R) \subseteq \partial \mathcal{E}$, and that will be enough for our purposes. In $R$, we will use the following notations: $\mathcal{E} = \psi^{-1}(\mathcal{E})$, $\mathcal{F} = \psi^{-1}(\mathcal{C})$, and $\hat{Q}$ will denote a component of $\mathcal{E}$, hence a preimage of a component $Q$ of $\mathcal{E}$.

Remark. We list here some of the properties of these sets which will be useful shortly:

(a) Each $\hat{Q}$ is relatively closed in $R$ and simply connected.

(b) Each $\hat{Q}$ has one or more limit points in $\mathcal{E}$.

(c) $\hat{E}$ is a closed nowhere dense subset of $\partial R$. This is due to the fact that $\mathcal{E}$ is finite and that the boundary values of a conformal mapping cannot lie in a finite set on a set of positive logarithmic capacity [2].

(d) Every component $\Omega$ of $R \setminus \mathcal{E}$ contains an arc of $\partial R \setminus \mathcal{E}$ in its boundary. For suppose not, then $\psi(\Omega)$ will be a component of $\mathcal{P} = \mathcal{B} \setminus (\mathcal{C} \cup \mathcal{E})$ which
lies entirely in $U$. By Lemma 5, this would contradict the assumption that $f \notin BQ$.

(e) Every component of $\partial R$ contains a limit point of some component $\hat{Q}$.

**Proposition 5.** $R \setminus \hat{Q}$ has only finitely many components.

**Proof.** Assuming there are infinitely many components, (b) and (d) above allow us to choose, in each component, one simple arc $\alpha_j$ which starts and ends at points of $\hat{E}$ (not necessarily distinct). The images of these curves in $\mathcal{H}$ under the map $\psi$ will comprise infinitely many disjoint simple arcs $\gamma_j$ in $\mathcal{H}$, each starting and ending at $\mathcal{E}$. In particular, infinitely many have the same pair $e_1, e_2 \in \mathcal{E}$ of endpoints. (Here again, the points $e_1$ and $e_2$ may in fact be the same.) $\mathcal{H}$ has finite genus, so one easily verifies that there will be infinitely many configurations of the type illustrated in Figure 5; that is, involving a contractable region $\Sigma$ bounded by curves $\gamma_1$ and $\gamma_5$ and containing additional curves $\gamma_2, \gamma_3,$ and $\gamma_4$. The curves $\gamma_1, \gamma_2, \gamma_3, \gamma_4,$ and $\gamma_5$ lie in $U$; $e_1$ and $e_2$ are not in $U$; and $U$ is connected. This ensures that there is a curve from $\gamma_3$ to either $\gamma_1$ or $\gamma_5$ which lies in $U$; say such a curve runs from $\gamma_3$ to $\gamma_1$. Since $\gamma_1, \gamma_2$ and $\gamma_3$ are in distinct components of $U \setminus \mathcal{E}$, there are components $Q_1$ and $Q_2$ of $\mathcal{E}$ which lie between $\gamma_1$ and $\gamma_2$ and between $\gamma_2$ and $\gamma_3$, respectively. Furthermore, $Q_1$ separates $\gamma_1$ and $\gamma_2$ in $\Sigma$, while $Q_2$ separates $\gamma_2$ and $\gamma_3$ in $\Sigma$, so $Q_1$ and $Q_2$ each have both $e_1$ and $e_2$ as limit points. Define $\Omega$ to be the component of $\mathcal{H} \setminus (\overline{Q_1} \cup \overline{Q_2})$ which contains $\gamma_2$ (shaded). Note the following: $\Omega$ is simply connected; $\partial \Omega \subseteq (\overline{Q_1} \cup \overline{Q_2})$, which lies in $(\hat{E} \cup \hat{E}) \setminus \hat{U}$; $\mathcal{H} \setminus (\overline{\Omega} \cup \hat{E})$ is nonempty, containing, e.g., points of $\gamma_5$; and $\Omega \cap U$ is connected, due to the existence, noted above, of a curve in $U$ joining $\gamma_3$ to $\gamma_1$. We conclude from Lemma 8 that $\Omega$ contains either a branch value or an exceptional value. However, there are infinitely many disjoint sets like $\Omega$ and only finitely many branch and exceptional values. This contradiction proves the result. $\square$

It is convenient to continue our work in $R$ rather than $U$. We now know that $R \setminus \hat{Q}$ has at most finitely many
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components, to be denoted $\Omega_1, \Omega_2, \ldots, \Omega_n$, and that $\partial R$ is closed and nowhere dense. This implies that the components of $\hat{\mathcal{C}}$ which have more than one accumulation point on $\partial R$ comprise a finite set, which we denote as $\hat{Q}_1, \hat{Q}_2, \ldots, \hat{Q}_m$, and that their accumulation points on $\partial R$ will be finite in number. We will construct a finite collection of pairwise disjoint smooth simple curves $\alpha$ in $R$, with endpoints among these same points on $\partial R$, whose union $\mathcal{C}$ will replace $\hat{\mathcal{C}}$. More precisely, we develop an isotopy which carries $R\setminus\hat{\mathcal{C}}$ to $R\setminus\mathcal{C}$. Figure 6 illustrates a domain $R$ with the complicated set $\hat{\mathcal{C}}$ in (a) and its replacement $\mathcal{C}$ in (b).

**Definition.** Let $A$ and $B$ be open subsets of a plane open set $W$, $F$ a subset of $\partial A \cap \partial B \cap \partial W$. We say that $A$ is isotopic to $B$ in $W$ with $F$ fixed if there is a continuous map $\Gamma : A \cup F \times [0, 1] \to W$ for which:

(a) $\Gamma(\cdot, 0) = \text{identity}$,
(b) $\Gamma(\cdot, t)$ maps $A$ one-to-one into $W$, $t \in [0, 1]$,
(c) $\Gamma(\cdot, 1)$ maps $A$ one-to-one onto $B$, and
(d) $\Gamma(x, t) = x$, $x \in F$, $t \in [0, 1]$.

Note that conditions (a)–(c) are the usual ones associated with an isotopy (see [7]), and that (d) is the added ingredient.

**Lemma 10.** There exists a set $\mathcal{C}$, a union of finitely many arcs as described above, so that $R\setminus\hat{\mathcal{C}}$ is isotopic to $R\setminus\mathcal{C}$ in $R$ with $\partial R\setminus\hat{\mathcal{C}}$ fixed.

The isotopy $\Gamma$ will be obtained as a succession of three others, $\Gamma_1, \Gamma_2$, and $\Gamma_3$. The first serves to eliminate all components of $\hat{\mathcal{C}}$ except $\hat{Q}_1, \hat{Q}_2, \ldots, \hat{Q}_m$, allowing us to define the arcs in $\mathcal{C}$. The second shrinks the components of $R\setminus(\bigcup\hat{Q}_j)$ so that they also lie in $R\setminus\mathcal{C}$. This ensures that we do not violate the global one-to-one condition during the third stage, when we expand these shrunken components, but now to fill out $R\setminus\mathcal{C}$. The details are rather cumbersome. However, in view of the difficulties which topological pathologies have caused in past studies, we feel that care is warranted. First is the central existence result.
Lemma 11. Let \( A \) be a simply-connected open subset of the unit disc \( D \), \( F \) a union of open arcs in \( \partial A \setminus \partial(D \setminus A) \subseteq \partial D \). Then \( A \) is isotopic to \( D \) in \( D \) with \( F \) fixed.

Proof. Let \( \sigma \) denote the desired homotopy. If \( F = \emptyset \), it is well known that there is an isotopy of \( A \) onto \( D \). Therefore, assume \( F \neq \emptyset \). We obtain \( \sigma \) from countably many ambient isotopies of \( \overline{D} \) of the following type: Let \( M \) and \( N \) be simply-connected compact subsets of \( \overline{D} \), \( M \) in the (relative) interior of \( N \), and \( k > 0 \). Then there is a continuous map \( \tau : \overline{D} \times [0, 1] \rightarrow \overline{D} \) so that

(i) \( \tau(\cdot, 0) = \text{identity} \),
(ii) \( \tau(\cdot, t) \) fixes \( M \cup \{1 - 2^{-k-1} \leq |z| \leq 1\} \), \( t \in [0, 1] \),
(iii) \( \tau(\cdot, t) \) is a homeomorphism of \( \overline{D} \), \( t \in [0, 1] \), and
(iv) \( \tau(\cdot, 1) \) maps \( D \setminus N \) into \( \{1 - 2^{-k} < |z| < 1 - 2^{-k-1}\} \).

Choose a sequence \( t_n \rightarrow 1 \), \( 0 = t_0 < t_1 < \ldots < 1 \). We define \( \sigma \) in stages, \( \sigma_0 \equiv \sigma|_{[t_0, t_1]} \). Exhaust \( A \cup F \) with a sequence \( \{K_n\}_{n=0}^{\infty} \) of compact subsets, each in the relative interior of the next. Begin with \( M = K_0 \), \( N = K_1 \), \( k = 1 \), and obtain \( x \) as above. Define

\[
\sigma_0(\cdot, t) = \tau\left(\cdot, \frac{t}{(t_1 - t_0)}\right), \quad t \in [t_0, t_1].
\]

Assume as the induction hypothesis that \( \sigma_{n-1} \) has been defined on \( [t_{n-1}, t_n] \). Let \( M = \sigma_{n-1}(K_n, t_n) \), \( N = \sigma_{n-1}(K_{n+1}, t_n) \), \( k = n + 1 \), and obtain \( \tau \) as above. Define

\[
\sigma_n(\cdot, t) = \tau\left(\sigma_{n-1}(\cdot, t_n), \frac{t - t_n}{(t_{n+1} - t_n)}\right), \quad t \in [t_n, t_{n+1}].
\]

We arrive inductively at a sequence \( \{\sigma_n\}_{n=0}^{\infty} \). Now we define \( \sigma \) as follows:

\[
\sigma(z, t) = \begin{cases} 
\sigma_n(z, t), & z \in A \cup F, \ t \in [t_n, t_{n+1}], \\
\lim_{n \to \infty} \sigma_n(z, t_n), & z \in A \cup F, \ t = 1.
\end{cases}
\]

Verification of most properties of \( \sigma \) is fairly routine, but we point out these facts: Every compact \( K \subseteq A \cup F \) lies in \( K_n \) for some \( n \), hence its image \( \sigma_{n-1}(K, t_n) \) is fixed by \( \sigma_m \) for \( m \geq n \). This is the essential ingredient in proving continuity and injectivity of \( \sigma \) at the endpoint \( t = 1 \). It also shows, along with the fact that \( \sigma(\cdot, t) \) fixes \( \partial D \) for all \( t \in [0, 1] \), that \( \sigma(\cdot, t) \) fixes \( F \), \( t \in [0, 1] \). Since \( \{|z| < 1 - 2^{-n-1}\} \subseteq \sigma_n(A, t) \subseteq D \), \( t \in [t_n, t_{n+1}] \), one verifies that \( \sigma(\cdot, 1) \) maps \( A \) onto \( D \). This completes the proof of Lemma 11. \( \Box \)

Of course, this result can be transferred from \( D \) to another simply connected domain \( G \) by use of a homeomorphism, although care must be taken that the homeomorphism extends continuously to the set \( F \subseteq \partial G \) of interest. In our case \( G \) will always be a simply-connected subset of the circle domain \( R \) and \( F \) will consist of free arcs in \( \partial G \); that is, arcs in \( \partial R \cap \partial G \) which avoid \( R \setminus \overline{G} \). Consequently, homeomorphisms \( \rho : G \rightarrow D \) which extend to be continuous and
one-to-one on $F$ are available (e.g., by using conformal mappings). The isotopy
$\sigma$ of Lemma 11 can be lifted to $G$ as $\rho^{-1} \circ \sigma \circ \rho$. With this in mind, we will
simply apply Lemma 11 directly to such regions $G$.

Proof of Lemma 10. Designate a point $z_j$ in each component $\Omega_j$ of $R \setminus \bar{\mathcal{E}}$, for
$j = 1, 2, \ldots, n$. Our first isotopy, $\Gamma_1$, will eliminate the components of $\mathcal{E}$
other than $\hat{Q}_1, \hat{Q}_2, \ldots, \hat{Q}_m$.

For each $j = 1, 2, \ldots, n$, let $S_j$ be the unbounded component of $C \setminus \overline{\Omega_j}$
and define $\Sigma_j$ to be that component of $R \setminus (S_j \cup \hat{Q}_1 \cup \cdots \cup \hat{Q}_m)$ containing $z_j$.
One can verify that $\Sigma_j$ is a simply-connected open set; that $\Omega_j \subseteq \Sigma_j$; that free
arcs of $\partial \Omega_j$ are also free arcs of $\partial \Sigma_j$; and that $\Sigma_j \cap \Omega_k = \emptyset$, $k \neq j$.
(For this last, see our earlier Remark (d).) Let $F_j$ be the union of the free
arcs of $\partial \Omega_j$, $F = \bigcup F_j$. By Lemma 11, $\Omega_j$ is isotopic to $\Sigma_j$ in $\Sigma_j$ with $F_j$
fixed. Since the $\Sigma_j$, $j = 1, 2, \ldots, n$, are pairwise disjoint, these isotopies
can proceed simultaneously, showing that $R \setminus \mathcal{E} = \bigcup \Omega_j$ is isotopic to $\bigcup \Sigma_j$
in $R$ with $F = \partial R \setminus \mathcal{E}$ fixed. The map implementing this isotopy is our $\Gamma_1$.
Note that if $\hat{Q}$ is a component of $\mathcal{E}$ which has a single accumulation point
on $\partial R$, then $\hat{Q}$ lies in one of the sets $\Sigma_j$. Therefore, $R \setminus \cup \Sigma_j = \bigcup_{k=1}^m \hat{Q}_k$, so
$\Gamma_1$ removes from consideration a possibly uncountable number of bothersome
components; this will prove important in the next stage. Also note that if we
eliminate all of $\mathcal{E}$, i.e., if $m = 0$, then take $\Gamma = \Gamma_1$ and we are finished. So
assume $m \geq 1$.

We next need to construct the arcs forming $\mathcal{E}$. Consider one of the components
$\Sigma_j$ and let $\phi : D \to \Sigma_j$ be a conformal map with $\phi(0)$ as the distinguished
point $z_j$. The boundary of $D$ decomposes into a finite number of closed connected
arcs $I$ having disjoint interiors, each maximal with the property that the cluster set of $\phi$ on $I$ lies in the closure of only one of $\hat{Q}_1, \hat{Q}_2, \ldots, \hat{Q}_m$, or in $\partial R$. This occurs because these latter sets are continua which intersect only at isolated points of $\mathcal{E}$. Standard arguments in conformal mapping imply that $\phi$
is continuous at the endpoints of each $I$ and map them to $\mathcal{E}$. Let $I_1, \ldots, I_l$
be those intervals on which $\phi$ has cluster set in the closure of one of the $\hat{Q}_i$
rather than in $\partial R$. Construct a system of pairwise disjoint simple smooth arcs
$\gamma_1, \ldots, \gamma_l$ in $D$ so that $\gamma_j$ connects the endpoints of $I_j$ and separates $I_j$
both from the origin and from $\partial D \setminus I_j$. The curves $\alpha_j = \phi \circ \gamma_j$, $i = 1, \ldots, l$, in $\Sigma_j$
will start and end at points of $\mathcal{E}$, will be pairwise disjoint, will fail to separate
$z_j$ from the free arcs of $\partial \Sigma_j$, yet will separate $z_j$ from $\partial \Sigma_j \cap R$.

Let the finite collection of these arcs for all $j = 1, \ldots, n$ be denoted by $\mathcal{A}$. Any curve in $R$ joining distinct points among the $z_j$ or any simple closed non-null homotopic curve will encounter $\bigcup (\partial \Sigma_j \cap R)$. Hence it will also encounter
some curve in $\mathcal{A}$. Therefore, the full collection $\mathcal{A}$ will

(a) separate the points $z_1, \ldots, z_n$, and
(b) break $R$ into simply connected components.
However, we do not want all the curves of \( \mathcal{A} \); choose a minimal subcollection \( \mathcal{A}' \) which has properties (a) and (b). The union of these curves is denoted by \( \mathcal{C} \). From (a) and (b), components \( \Theta \) of \( R \setminus \mathcal{C} \) are simply connected, and each \( z_j \) is in a unique one which we will denote by \( \Theta_j \), \( j = 1, \ldots, n \). We claim that, in fact, \( \Theta_1, \ldots, \Theta_n \) are the only components. If not, there is a component \( \Theta \) containing none of the points \( z_j \) but sharing a boundary arc \( \alpha \) with, say, \( \Theta_1 \). Since \( \alpha \) has its endpoints in \( \partial R \), \( \Theta \cup \alpha \cup \Theta_1 \) is open, simply connected, and disjoint from \( \Theta_2, \ldots, \Theta_n \). Thus \( \alpha \) could be removed from the collection \( \mathcal{A}' \), contradicting its minimality. We conclude that \( R \setminus \mathcal{C} = \bigcup_{j=1}^n \Theta_j \).

Now to describe \( \Gamma_1 \) and \( \Gamma_2 \): Define \( A_j = \Sigma_j \cap \Theta_j \), \( j = 1, \ldots, n \). For each \( j \in A_j \) and, by our construction of the arcs \( \alpha \), the free arcs of \( \partial \Sigma_j \) are also free arcs of \( \partial A_j \). Let \( E_j \) be the union of these free arcs, and \( E = \bigcup E_j \). Applying Lemma 11, only reversing the isotopy, we see that \( \Sigma_j \) is isotopic to \( A_j \) in \( \Sigma \) with \( E_j \) fixed. As the \( \Sigma_j \) are pairwise disjoint, these isotopies can proceed simultaneously for \( j = 1, 2, \ldots, n \), showing that \( \bigcup \Sigma_j \) is isotopic to \( \bigcup A_j \) in \( R \) with \( E \) fixed. The map implementing this isotopy is \( \Gamma_2 \).

The free arcs in \( E_j \) are also free arcs of \( \partial \Theta_j \), \( j = 1, \ldots, n \). Applying Lemma 11, \( A_j \) is isotopic in \( \Theta_j \) to \( \Theta_j \) with \( E_j \) fixed. Again, the \( \Theta_j \) are pairwise disjoint, these isotopies can proceed simultaneously, and we see that \( \bigcup A_j \) is isotopic to \( \bigcup \Theta_j \) in \( R \setminus \mathcal{C} \) with \( E \) fixed. The map implementing this is \( \Gamma_3 \).

Note that \( R \setminus \hat{\mathcal{C}} = F \subseteq E \), so that \( \Gamma_1, \Gamma_2, \) and \( \Gamma_3 \) all leave \( R \setminus \hat{\mathcal{C}} \) fixed. Applying them in succession, we obtain the desired isotopy \( \Gamma \). As a final note, observe that we can shift the curves in \( \mathcal{C} \) slightly, if necessary, so that they avoid the points of \( R \) associated with branch values in \( U \), i.e., \( \mathcal{C} \cap U \). This completes our proof of Lemma 10.

Now we can return to \( U \). Define the homotopy \( \lambda \) on \( U \) by

\[
\lambda(x, t) = \psi(\sigma(\psi^{-1}(x), t)), \quad x \in \overline{U}, \quad t \in [0, 1].
\]

Of course, \( \psi^{-1} \) is not well defined as a point function on \( \partial U \), but for \( x \in \partial U \), the set \( \psi(x) \) lies in \( \partial R \), and \( \sigma \) is the identity there; we conclude that \( \lambda \) is well defined. We consider the components of \( \mathcal{U} \) individually to arrive at the homotopy \( \lambda \) defined on \( \mathcal{U} \). We use this to define the \( \mathcal{U} \)-homotopy \( \Lambda \) described earlier between \( f(\cdot) = \Lambda(\cdot, 0) \) and \( h(\cdot) = \Lambda(\cdot, 1) \). The set \( \mathcal{U} \) is still a fattened \( q \)-set for \( h \), although, having moved \( \mathcal{C} \) in such a way that branch values formerly in \( \mathcal{C} \cap \mathcal{U} \) are now in \( \mathcal{P} \cap \mathcal{U} \), it may no longer be regular. This new \( \mathcal{C} \) consists, in each component of \( \mathcal{U} \), of a finite number of disjoint simple arcs (the \( \psi \circ \alpha_j \)) starting and ending at points of \( \mathcal{C} \). The last step is to observe that the total number of arcs comprising the new \( \mathcal{C} \), irrespective of components of \( \mathcal{U} \), is finite.

**Proposition 6.** Suppose the set \( \mathcal{C} \) is a collection of disjoint simple arcs starting and ending at points of \( \mathcal{C} \). Then the number of such arcs is finite.
Proof. Let \( \{ \Delta_e : e \in \mathcal{E} \} \) denote a collection of topological discs with disjoint closures about the points of \( \mathcal{E} \) chosen so that all points of \( \mathcal{E} \setminus \mathcal{E} \) lie in \( K = \mathcal{E} \setminus \bigcup \Delta_e \). Note that \( K \) is compact and disjoint from \( \mathcal{E} \), so the depth function \( r_q \) is bounded below on \( K \), say \( r_q(y) > \delta > 0, \ y \in K \). For \( e \in \mathcal{E} \), let \( \gamma \) be a simple closed curve in \( K \) which separates \( e \) from the other points of \( \mathcal{E} \) and suppose it has finite length \( L \) in the metric \( p \). If \( U \) is a component of \( \mathcal{U} \) containing a curve from \( e \) to some other point of \( \mathcal{E} \), then \( \gamma \cap U \) contains a point of \( \mathcal{E} \); hence by the construction of \( \mathcal{E} \), \( \gamma \cap (\text{int}(U)) \) has length at least \( \frac{L}{\delta} \). Therefore \( \gamma \) can intersect at most a finite number of such components, and each has only finitely many curves in \( \mathcal{E} \). We conclude that \( \mathcal{E} \) contains at most finitely many curves running between distinct points of \( \mathcal{E} \).

Now, if \( \mathcal{E} \) contains infinitely many arcs, there is some point \( e \in \mathcal{E} \) so that infinitely many start and end at \( e \). Indeed, a slight modification of the argument above shows that infinitely many such arcs will lie in \( \Delta_e \). If \( \alpha \) is such an arc, then \( \alpha \cup \{ e \} \) bounds a topological disc \( \Omega \subseteq \Delta_e \). By our choice of \( \Delta_e \), it contains no branch or exceptional values, and one checks that it meets the hypotheses of Lemma 8. This contradiction proves Proposition 6. \( \square \)

We have established the following:

**Theorem 2.** Let \( f : D \rightarrow \mathcal{X} \) be a \((p, q)\)-map, \( f \notin BQ \). Then there is a \((p, q)\)-map \( h \) which is \((p, q)\)-homotopic to \( f \) whose \( q \)-set consists of a finite number of simple arcs starting and ending at exceptional points. Aside from the endpoints, the arcs are pairwise disjoint and do not contain branch values.

**BQ-maps.** The parallel result for maps in \( BQ \) is considerably easier. Using the notation from the proof of Lemma 5, \( \mathcal{P} \) and \( \mathcal{U} \) consist of single simply connected components \( P \) and \( U \) which overlap in a topological annulus \( A \), and \( \mathcal{E} \) is a simply connected compact subset \( Q \) of \( \mathcal{U} \). In the compactification argument, we pasted to the image surface of \( f \) a \((p - q)\)-fold covering surface \( U_0 \) of \( U \) having a branch point of order \( p - q - 1 \) over \( z_0 \in \mathcal{E} \). Note that the surface \( \mathcal{F} \) which we obtain in this case is the Riemann sphere \( C^\infty \); indeed, \( \beta_f = p + q - 1 \), and we have added \( p - q - 1 \) additional branch points, so \( \beta_\pi = 2p - 2 \), and by the Riemann-Hurwitz relations, \( g(\mathcal{F}) = 0 \). Let \( \Delta \) be a metric disc (the spherical metric) centered at \( z_0 \) and of sufficiently small radius that its closure lies in \( U \). The set \( C = U \setminus Q \) is a topological annulus, and it is evident that there is an isotopy \( \lambda : C \times [0, 1] \rightarrow U \) of the type indicated at the beginning of this section so that \( \lambda(\cdot , 1) \) maps \( C \) onto \( U \setminus \Delta \). The associated \( \mathcal{U} \)-homotopy \( \Lambda \) proves the following:

**Theorem 3.** Let \( f : D \rightarrow C^\infty \) be a \((p, q)\)-map in \( BQ \). Then there is a \((p, q)\)-map \( h \in BQ \) which is \((p, q)\)-homotopic to \( f \) and a metric disc \( \Delta \subseteq C^\infty \) so that \( h \) has \( p \)-set \( C^\infty \setminus \Delta \) and \( q \)-set \( \Delta \).

**Summary.** We have shown that arbitrary \((p, q)\)-maps are \((p, q)\)-homotopic to ones having very regular \( q \)-sets. Since such homotopies preserve valence...
structure, we are justified in the sequel in assuming that the particular map $f$ we are studying has a $q$-set with the regularity properties of Theorem 2 or 3, as appropriate.

5. Simplicial maps

We will start with a $(p, q)$-map $f$ which is not in $BQ$. In accordance with the results of the last section, we assume its $q$-set consists of a finite number of simple arcs which start and end at exceptional points and are, aside from the endpoints, mutually disjoint and free of branch values. The image surface of $f$ will be embedded in the compact covering $(\mathcal{P}, \pi)$ of $\mathcal{X}$ in accordance with Theorem 1.

Choose a finite triangulation $T$ of $\mathcal{X}$ with the following properties:

1. Each point of $\mathcal{E}$ is a 0-simplex (vertex) of $T$,
2. Each point of $\mathcal{B}$ is a 0-simplex (vertex) of $T$,
3. each arc in $\mathcal{E}$ forms, along with its endpoints in $\mathcal{E}$, a 1-simplex (edge) of $T$.

Now, lift $T$ via the projection $\pi$ to a triangulation $\tilde{T}$ of $\mathcal{X}$. This is well defined because of (2) above. The image surface of $f$ is somehow embedded as a disc $\tilde{D}$ in this complex. However, to describe $\tilde{D}$, it seems best to go one additional step: The universal covering surface of $\mathcal{X}$ is the sphere, the plane, or the disc, depending on the genus of $\mathcal{X}$. If we use the notation $(\mathcal{P}, \kappa)$ for this covering surface, then we can lift $\tilde{T}$ via $\kappa$ to a triangulation $\tilde{T}$ of $\mathcal{X}$.

As it is simply connected, $\tilde{D}$ lifts in a one-to-one fashion to a disc $\tilde{D}$ in $\mathcal{X}$. It is this latter disc which we can describe most easily: The points of $\mathcal{E} \cup \mathcal{F}$ lie in the 0- and 1-simplices of $T$, so the interior of every 2-simplex belongs to $\mathcal{P}$. Each of these 2-simplices is covered by $p$ of the 2-simplices of $\tilde{\mathcal{P}}$, so the interiors of all 2-simplices of $\tilde{T}$ lie in $\tilde{D}$ (along with certain of the 0-simplices and interiors of certain 1-simplices of $\tilde{T}$). In particular, in $\tilde{T}$, the disc $\tilde{D}$ contains the interior of a 2-simplex over the interior of each 2-simplex of $\tilde{T}$.

We conclude that $\tilde{D}$ is a fundamental domain for the covering $(\mathcal{X}, \kappa)$.

The boundary of $\tilde{D}$ is a 1-complex which we denote $\tilde{K}$ and is projected under $\kappa$ to the 1-complex $K$ which forms the boundary of $\tilde{D}$. This, in turn, projects under $\pi$ to the 1-complex we will denote by $K$ consisting of $\mathcal{E} \cup \mathcal{F}$. The covering $(\tilde{K}, \kappa)$ of $K$ is two-to-one, with each 1-simplex of $\tilde{K}$ being covered once in one direction and once in the other, in the usual fashion for fundamental domains. The covering $(\tilde{K}, \pi)$ of $K$ is $(p - q)$-to-one on the open 1-simplices; counting 0-simplices is more difficult, as we will see shortly.

**Theorem 4.** Let $f: D \to \mathcal{X}$ be a $(p, q)$-map. Then $f$ is $(p, q)$-homotopic to a map $h$ which extends continuously to a simplicial map of a triangulation of $\tilde{D}$ and a triangulation of $\mathcal{X}$.

**Proof.** Consider the case of $f \notin BQ$. Observe that the valence properties of $f$ are determined entirely by the properties of the embedded disc $\tilde{D} \subset \tilde{T}$.
described above. Since \( \hat{D} \) is a proper, open, simply connected subset of \( \hat{\mathcal{X}} \), it is conformally equivalent to the unit disc \( D \); let \( \psi: \hat{D} \to \hat{D} \) be a conformal mapping. As \( \partial \hat{D} \) consists of a finite number of points and a finite number of pairwise disjoint simple arcs, \( \psi \) can be extended to be continuous and one-to-one on \( \partial D \). We also refer to the extended function by \( \psi \). Using \( \psi \), we can pullback the triangulation induced on the closure of \( \hat{D} \) by \( \hat{T} \) to a triangulation \( S \) of \( \hat{D} \). The map \( h: \hat{D} \to \mathcal{X} \) defined by \( h \equiv \pi \circ \kappa \circ \psi \) is a simplicial map of \( S \) to \( T \). Moreover, the image surface of the restriction of \( h \) to \( D \) is precisely that of \( f \). By Lemma 3, there exists an orientable homeomorphism \( \eta \) of \( D \) for which \( f \circ \eta \equiv h \). This is isotopic to the identity in \( D \), and the isotopy induces, by composition with \( f \), a homotopy between \( f \) and \( h \), all consisting of \((p, q)\)-maps with image surface \( \hat{D} \), hence with identical valence structures. This is the \((p, q)\)-homotopy we desired.

For \( f \in BQ \), we proceed differently, since we can reach a stronger conclusion. By Theorem 3, we may assume there is a metric disc \( \Delta \) in \( C^\infty \) so that the \( p \)-set of \( f \) is \( C^\infty \setminus \Delta \) and the \( q \)-set is \( \overline{\Delta} \). Let \( \Theta: C^\infty \times [0, 1] \to C^\infty \) be an isotopy of \( C^\infty \) (using Möbius transformations, for instance) for which \( \Theta(\cdot, 0) \) is the identity and \( \Theta(\cdot, 1) \) maps \( C^\infty \setminus \overline{\Delta} \) onto the open unit disc. Define \( \Lambda(\cdot, t) = \Theta(f(\cdot), t), \ t \in [0, 1] \). This is evidently a \((p, q)\)-homotopy. The image surface of \( g(\cdot) = \Theta(\cdot, 1) \) covers points of the unit disc \( p \) times and the points of its complement \( q \)-times. One can show that this is also the image surface of some quotient of finite Blaschke products as described in Example 1; in particular, if \( h \) is a meromorphic function of \( D \) onto this surface, then its cluster set on \( \partial D \) lies in \( \partial D \). Dividing out the zeros using a \( p \)-fold Blaschke product, the cluster set continues to lie in \( \partial D \). An application of the maximum principle shows that we are left with the reciprocal of a \( q \)-fold Blaschke product. Thus \( h \) is a quotient of Blaschke products as desired. One can also show that \( h \) has no branch points on \( \partial D \).

Now, apply the argument of the previous case to conclude that \( g \) is \((p, q)\)-homotopic to the meromorphic function \( h \), hence that \( f \) is \((p, q)\)-homotopic to \( h \). Since \( h \) is analytic across \( \partial D \), it can be shown by elementary means to be a simplicial map (with appropriate choices of triangulations). This completes the proof. \( \Box \)

Recall that the total deficiency and total branch order are invariants under \((p, q)\)-homotopies. Therefore, in proving the following result we need only consider simplicial mappings.

**Theorem 5.** If \( f: D \to \mathcal{X} \) is a \((p, q)\)-map, then

\[
\beta_f + \delta_f \geq p + q - 1 - 2qg(\mathcal{X}),
\]

where \( g(\mathcal{X}) \) is the genus of \( \mathcal{X} \). This inequality is sharp for \( g(\mathcal{X}) = 0 \) or \( 1 \), and in any case \( \beta_f + \delta_f \geq 1 \). For \( f \in BQ \), \( \delta_f = 0 \) and \( \beta_f = p + q - 1 \).

**Proof.** If \( f \) is in \( BQ \), then we may assume it is a quotient of finite Blaschke
products; the results follow easily as in Example 1. Henceforth, assume $f \notin BQ$. In particular, $\beta_f + \delta_f \geq \delta_f \geq 1$.

We will treat $\mathcal{H}$ and $\mathcal{H}$ as (topological) cell complexes, using some of the notation we established above. Let $r$ be the number of components of $\mathcal{P}$ in $\mathcal{H}$. Since these are simply connected, they serve as 2-cells, and $\mathcal{H}$ is the 2-complex consisting of these $r$ 2-cells along with the 1-complex $K$. Likewise, $\tilde{D}$ is a 2-cell in $\tilde{\mathcal{H}}$, and $\tilde{\mathcal{H}}$ consists of this along with $\tilde{K}$.

Recall the quantities $\delta_f$, the total deficiency of $f$, and $\beta_f$, the total branch order of $f$. In addition, we establish the following notations:

(a) $g(\cdot)$ denotes the genus of a surface (or of its 2-complex).
(b) $\chi(\cdot)$ denotes the Euler characteristic of a complex, vertices minus edges plus faces. Recall that $\chi(\cdot) = 2 - 2g(\cdot)$.
(c) $\beta_{\tilde{K}}$ and $\beta_{\pi}$ denote the total branch orders of the projection $\pi$ on $\tilde{K}$ and on $\tilde{T}$, respectively.
(d) $v$ and $e$ denote the number of vertices and edges, respectively, of $K$.
(e) $\tilde{v}$ and $\tilde{e}$ denote the number of vertices and edges, respectively, of $\tilde{K}$.

Note that every vertex $x$ of $K$ lies in $\mathcal{E}$, hence is a deficient point of $f$ and is covered $q - \delta_f(x)$ times (counting multiplicities) by vertices in $\tilde{D}$. As it is covered a total of $p$ times in $\tilde{\mathcal{H}}$, it is covered $p - q + \delta_f(x)$ times by vertices in $\tilde{K}$. Adding over all points of $\mathcal{E}$, which number $v$, and using the fact that the number of vertices in $\tilde{K}$, counting multiplicities, is $\tilde{v} + \beta_{\tilde{K}}$, we obtain

$$\delta_f = \tilde{v} + \beta_{\tilde{K}} - (p - q)v.$$ 

Observe that all branch points of $\pi$ lie in $\tilde{D}$ or in $\tilde{K}$, giving the identity

$$\beta_f + \beta_{\tilde{K}} = \beta_{\pi}.$$ 

By the Riemann-Hurwitz relation,

$$\beta_{\pi} = 2[(g(\tilde{\mathcal{H}}) - 1) - p(g(\mathcal{H}) - 1)] = 2p - 2 + 2g(\tilde{\mathcal{H}}) - 2pg(\mathcal{H}) - 2.$$ 

Since we have only the one 2-cell in $\tilde{T}$,

$$2g(\tilde{\mathcal{H}}) = 1 - \chi(\tilde{K}) = 1 - \tilde{v} + \tilde{e}.$$ 

Finally, note that each edge of $K$ is covered by $p - q$ edges in $\tilde{K}$, so

$$\tilde{e} = (p - q)e.$$
Applying these equalities in succession, we obtain

\[ \beta_f + \delta_f = \beta_n + \delta - (p - q)v \]
\[ = 2p - 2 + 2g(\mathcal{R}) - 2pg(\mathcal{R}) + \delta - (p - q)v \]
\[ = 2p - 1 - \delta + \delta - 2pg(\mathcal{R}) + \delta - (p - q)v \]
\[ = 2p - 1 + (p - q)(e - v) - 2pg(\mathcal{R}) \]
\[ = 2p - 1 + (p - q)(e - v - r + 2) - 2pg(\mathcal{R}) + (p - q)(r - 2) \]
\[ = 2p - 1 - 2qg(\mathcal{R}) + (p - q)(r - 2) \]
\[ = p + q - 1 - 2qg(\mathcal{R}) + (p - q)(r - 1) \]
\[ \geq p + q - 1 - 2qg(\mathcal{R}). \]

Example 2 shows this inequality is sharp for the genus 1 case. Examples 1 and 4 show it is sharp in the genus zero case, both for \( BQ \) and non-\( BQ \) functions. This completes the proof. \( \square \)

We used \( r > 0 \) to get the final inequality above, so the result could be improved with better information on the number of components of \( \mathcal{R} \). We will discuss this further in the closing comments. For now, let us list some results from earlier papers which, when put in our terminology, follow from Theorem 5.

The main line we have taken up begins with Theorem 2 in Brannan-Kirwan [3], then the Theorem of Lyzzaik-Styer [8], Theorem 1 of Ortel-Smith [10], Theorem 1 of Carne-Ortel-Smith [5], and Theorem 2 of Brannan-Lyzzaik [4]. In these results, \( \mathcal{R} \) was the Riemann sphere, and \( \infty \) was omitted, giving a deficiency of \( q \) there. With minor adjustments, such as moving between the plane and the disc with homeomorphisms, these results are subsumed by Theorem 5. The result closest to ours is Theorem 2 of Brannan-Lyzzaik [4]. Among other things, we see that the “arcwise connected” and the “locally univalent” hypotheses were not needed there. Their proof of the last statement of that theorem, regarding branch values, goes through in our setting, although we have not pursued it.

The results of Srebro [12] and Srebro-Wajnryb [13, 14] concern mainly multiply connected domains and \( q = p - 1 \). In the case of the disc, certain of these follow from our results; for instance, (i) and (ii)(a) of Covering Theorem 2. The “\( a \)-coverings” of Srebro-Wajnryb are, when they have the disc as domain, \( BQ \)-maps with \( q = p - 1 \). Therefore, Corollary 5.5 of [13] is a special case of conclusion (b) of our Lemma 6.

6. Further examples.

Examples are important in valence studies. In this section we present several examples which show the need for a variety of our hypotheses; they also show both the scope and the limits of our results.
**Other domains.** Our functions have had the unit disc $D$ as domain, but one may certainly consider other Riemann surfaces. First, note that we cannot replace $D$ by a compact surface, since it is well known that the valence function will then be constant (counting multiplicities) on $\mathcal{H}$. As for simply connected open Riemann surfaces, they are homeomorphic, hence interchangeable since we are working with open continuous mappings. If we impose a conformal structure on the domain which makes the function under consideration analytic, then we must distinguish between the disc and the plane, but our work is otherwise unaffected. An instance of this is Theorem 1 of Brannan-Kirwan [3], which requires analyticity rather than just open and continuous. An open continuous map can take every value in the plane exactly $p > 1$ times; start with $z \mapsto z^p$ and follow it by a homeomorphism of $D$ onto $C$. However, the cluster set would consist of the single point at infinity; and for a holomorphic function, this would contradict the fact that it is of bounded characteristic.

For surfaces which are noncompact and are not simply connected, our results do not apply directly, although many of the techniques should be useful. The example below illustrates new phenomena which can arise with a finitely-connected domain $\Omega$ in place of $D$.

**Example 5.** Let $\mathcal{H}$ be the Riemann sphere, $p = 3$, $q = 1$, and consider the surface illustrated in Figure 7. For purposes of display, the plane is drawn as a disc, its outer boundary being identified as the point $\infty$; the smaller disc represents the unit disc. The image surface is constructed from the five pieces $\Omega_1, \ldots, \Omega_5$ (each with its natural projection to $\mathcal{H}$) attached via branch points as indicated: in particular, the annuli $\Omega_1$ and $\Omega_2$ are attached by cutting each on a segment from a point over the unit circle to a point over $x_1$ and cross connecting; $\Omega_3$ is then attached to $\Omega_2$ by cutting to a point over $x_2$ and cross connecting; the smaller discs, $\Omega_4$ and $\Omega_5$, are connected to one another and to $\Omega_3$ by cutting each on a segment running between points over $x_3$ and $x_4$ and cross connecting, to form two double branch points.

Denote the resulting surface by $\Omega$, with projection $\rho : \Omega \to \mathcal{H}$. It is planar and has 5 boundary components, so there is a homeomorphism $\phi : R \to \Omega$, where $R$ is a circle domain; namely, the unit disc with four closed subdiscs removed. Define $f : R \to \mathcal{H}$ by $f = \rho \circ \phi$. Then $\Omega$ is the image surface of $f$ and we can make the following observations:

1. $f$ assumes each value on the unit circle once, this is labeled as the set $\mathcal{E}$.
2. $f$ omits the value $\infty$, so $\mathcal{E} = \{\infty\}$.
3. $f$ assumes all other values in $\mathcal{H}$ three times, counting multiplicities; the set $\mathcal{P}$ has two components, $P_1$ and $P_2$.
4. $f$ has total branch order $\beta_f = 6$ and total deficiency $\delta_f = 1$.

Note that $\mathcal{E} \cup \mathcal{P}$ is no longer connected, components of $\mathcal{P}$ may be multiply connected, etc. To proceed as we have in this paper, we would hope to embed this image surface in a compact 3-fold covering surface $(\widetilde{\mathcal{H}}, \pi)$ of $\mathcal{H}$. The
boundary of $\Omega$ which lies over the unit circle has three components. Compactification would require attaching these edges in a consistent manner. However, since two wrap around the circle in a one-to-one fashion while the other wraps around it two-to-one, compactification requires the inclusion of an unexpected branch point over $\mathcal{C}$. The details are left to the interested reader. □

Note that there are results by Srebro [12] which use an embedding theorem for functions defined on finitely-connected domains. However, these cases correspond with $q = p - 1$; in particular, the obstruction to embedding which we designed into this example (namely, inconsistent wrapping numbers) cannot arise. The need for an extra branch point in the above example seems related to the multiple connectivity of a component of $\mathcal{P}$. The authors feel that examples
like this may foreshadow a version of our embedding theorem which applies to more general domains.

**Hypotheses.** In this section we construct a class of examples showing the need for several of our hypotheses. In all these, \( p = 2 \) and \( q = 1 \), \( \mathcal{X} \) is the Riemann sphere \( C^\infty \), and \( \infty \) is an omitted point. The basic construction material consists of the following: \( \Omega \) is a copy of the plane from which the half-lines \( l_n = \{ z : \Re z = n, \ \Re z \geq 0 \} \) have been removed; and for each integer \( n \), \( \Omega_n \) is the vertical strip \( \{ z : n - \frac{1}{4} < \Re z < n + \frac{1}{4} \} \), also with the half-line \( l_n \) removed.

**Example 6.** Construct a simply-connected Riemann surface \( S \) by attaching the \( \Omega_n \) to \( \Omega \); in particular, identify one edge of \( l_n \) on \( \Omega_n \) to the opposite edge of \( l_n \) on \( \Omega \), for each integer \( n \). See the illustration in Figure 8. The function \( f : D \to C^\infty \) having this as its image surface would qualify as a \( (2, 1) \)-map except that the points \( \{ \infty \} \cup \{ 0, \pm 1, \pm 2, \ldots \} \) are omitted; that is, \( f \) has infinitely many exceptional points. Observe that the 1-set of \( f \) is the union of the half-lines \( l_n \) and the strips \( \{ z : n + \frac{1}{4} \leq \Re z \leq n + \frac{3}{4} \} \). Thus, \( \mathcal{E} \) has infinitely many components, each having more than one exceptional point in its closure. The embedding theorem fails for \( f \), since if we embed \( S \) in a 2-fold covering surface of \( C \) or \( C^\infty \), it is evident that branch points will be introduced over the points \( z = n \). Were the covering surface compact, these branch points would have an accumulation point. The example shows the need for the finiteness hypothesis on \( \mathcal{E} \). Much more sophisticated examples are possible; with infinitely many exceptional points, almost anything is possible. \( \square \)

**Example 7.** We perform the same construction as above, only now we also attach the remaining edge of the slit on each of the sheets \( \Omega_n \) to its opposite

---

**Figure 8**
on $\Omega$, introducing thereby a simple branch point at each point $z = n$. Here $\infty$ is the only exceptional point, but there are infinitely many branch values. As above, the embedding theorem fails. $\square$

**Example 8.** Proceed as in Example 6; however, attach only a finite number of the strips $\Omega_n$, say for $-N \leq n \leq N$. The resulting function $f$ is a locally univalent $(2, 1)$-map and the embedding theorem does hold. Note that the compact covering surface $\hat{\varphi}$ in which the image surface is embedded must have branch points over $z = n$, $n = -N, \ldots, N$. By the Riemann-Hurwitz formula, $\hat{\varphi}$ is not the Riemann sphere. Here, $f$ can be chosen to be holomorphic and $f \equiv \pi \circ \phi$, where $\phi: D \to \hat{\varphi}$ is analytic in the Riemann surface sense, but $\phi$ is not a classical holomorphic function since its range is not in the Riemann sphere. Our point is that even in the locally univalent holomorphic setting, more general analytic functions may necessarily become involved. $\square$

We have assumed throughout our work that $\mathcal{E}$ is nonempty. Of course, one can always define $q$ to be the next smallest valence after $p$. The only concern might be the case that the next smallest valence is 0, but then, $\mathcal{E} \cup \mathcal{E} = \mathcal{E}$ which, being connected, must be a singleton. Thus $f$ assumes each value in its range $p$ times, so the range is $\mathcal{P}$, a simply connected planar set. Up to possible homeomorphisms on the domain and range, $f$ is simply a polynomial mapping of degree $p$.

7. Comments and questions

First, some comments about $(p, q)$-maps on $D$: The main question remaining concerns the inequality of Theorem 5, which cannot be sharp for $g(\mathcal{H}) > 1$ since the right-hand side may be negative. What is needed is an estimate for $r$, the number of components of $\mathcal{P}$, which is better than the value $r = 1$ we used there. Suppose we consider a $(p, q)$-map $f$ obtained by the method of Example 3, which can be used with any $p$, $q$, and $g(\mathcal{H}) \geq 1$. It requires only a single exceptional point, which is omitted, implying $\delta_f = q$. The construction involves $p$ distinct copies of $\mathcal{H}$ and $k$ families of curves, $F_1, F_2, \ldots, F_k$. Each family is removed from exactly $p-q$ copies of $\mathcal{H}$, while each copy of $\mathcal{H}$ has at least one family removed from it. Consequently, $k$ will be the smallest integer for which $k(p-q) = p$. Each family generates the fundamental group of $\mathcal{H}$, hence contains $2g(\mathcal{H})$ curves. One can verify that in this situation, $r = 2g(\mathcal{H})(k-1) + 1$. If $s \geq 0$ is such that $k(p-q) = p+s$, then the equalities in the proof of Theorem 5 lead to

$$\beta_f + \delta_f = p + q - 1 + 2sg(\mathcal{H}).$$

For $g(\mathcal{H}) > 1$, this seems to be the most "efficient" $(p, q)$-map from $D$ to $\mathcal{P}$. Though we do not know if it is the sharp lower bound on $\beta_f + \delta_f$, we can show by an inductive pruning method that the sharp lower bound will occur for a $(p, q)$-map having a single exceptional point.
Now, some comments about broader valence issues. In reviewing the papers of the bibliography, one is struck by the diversity of questions and formulations; it is difficult at times to see the interconnections. It is clear, however, that replacing general mappings by simplicial ones is a worthwhile goal. Examples in this paper show that one cannot expect our results per se to extend; nonetheless, several of the techniques should be widely applicable. Among these are the depth function, the notion of metric uniformity for fattened valence sets, and especially the use of restricted types of homotopies which maintain valence structure. For instance, the proof of Proposition 5 concerning the structure of $\mathcal{G}$ in components of the standard fattened $q$-set and the resulting regularization using homotopies should go through in more general circumstances — only later is the fact that the image surface lies in a compact covering surface needed. Example 5 suggests that there may be useful extensions of the embedding technique. Indeed, the finitely connected domain setting is probably the next one where simplicial maps should be investigated.

In concentrating on $p$ and $q$, we have largely ignored the fact that the exceptional points also have valences. This was exploited, for instance, by Brannan and Lyzzaik [3], and in the combinatorial setting of our simplicial maps, similar results should be accessible.

Finally, there are natural analogues to the questions we have discussed for functions defined on higher dimensional domains. As a first instance, one might ask whether there are any locally univalent open continuous maps of the ball in $R^n$ to itself having exactly two valences $p$, and $q$. Even the initial steps in our approach are not clear. Is the $p$-set simply connected?
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