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ABSTRACT. A 'Fourier' transform of tempered distributions on the Heisenberg group is defined to analyze homogeneous distributions relative the group of dilations $(z, t) \mapsto (rz, r^2t)$, $r \in \mathbb{R}$. An inversion formula is derived for the abelian central Fourier transform of the distribution. These formulas are applied to the family of homogeneous distributions defining the intertwining operators for the group $SU(2, 1)$. Explicit unitary structures are determined on subquotient representations and their spectral decompositions on the minimal parabolic subgroup are obtained.

The object of this paper is two-fold. The first is to provide a framework in which to analyze the tempered distributions on the Heisenberg group $H$. Of particular use would be a transform defined in terms of the group structure on the space. This essentially is the content of the Plancherel Theorem when the distribution is defined by a Schwartz function or more generally by a square integrable function. Then the transform is a Hilbert-Schmidt operator valued function defined on the dual of the group. The Plancherel Theorem then provides an inversion process which allows one to reconstruct the function from this operator valued 'Fourier transform'. The transform is not unique but depends on the selection of representatives from the classes of irreducible unitary representations of $H$. In [2], L. Corwin and F. Greenleaf developed a method applicable to a class of nilpotent Lie groups of obtaining a smooth function as the 'Fourier transform' of a Schwartz function. This smooth transform depends on a smooth choice of irreducible representations and essentially provides a smooth parametrization of the kernels which define the operator valued Fourier transform.

In order to handle higher order distributions the transform must not be given by an operator valued function but by a distribution which is operator valued. In fact for a distribution $U$ we introduce a Fourier transform $\hat{U}$ which is a distribution on a cosingular subset of the dual of $H$ and has values continuous linear transformations from the Schwartz space $S'(\mathbb{R})$ into the dual Schwartz space $S^*(\mathbb{R})$. Moreover, there is an analog of the Plancherel theorem from which the distribution $U$ can be recovered from its Fourier transform $\hat{U}$. This
inversion process is not complete since some information about the distribution is lost by restricting test functions to only a part of the dual of $H$. The operator valued distribution $\hat{U}$ can be shown to be equivalent to an infinite matrix of ordinary distributions. This matrix is obtained from a smooth parametrization of the matrix coefficients of the irreducible infinite-dimensional representations of $H$. When the transform is considered as an infinite-dimensional matrix, the transform of a convolution is an infinite matrix product which converges in the weak sense.

As in the case in analyzing homogeneous distributions on $\mathbb{R}$, the Fourier transform on $H$ provides the proper mechanism in which to analyze homogeneous distributions. The covariance of the transformed distribution $\hat{U}$ provides sufficient information to determine each matrix element in the infinite transform up to a multiplicative constant.

In the second part of this paper these constants are determined for the family of homogeneous distributions invariant under rotation which define the Kunze-Stein, Knapp-Stein intertwining operators for the simple Lie group $SU(2, 1)$. The invariance under rotations makes the nondiagonal constants zero. The intertwining operators are convolution operators on $H$ defined by these distributions. Since in this case, the infinite matrices are diagonal, the realization of convolution as an infinite matrix product becomes a simple diagonal matrix product.

The convolution operators can then be used to obtain the complementary series and uniformly bounded representations as done in [3, 7, 18], etc. This, however, is not our intent. Indeed, we use the intertwining operators at each point to obtain a nested sequence of invariant subspaces on whose quotients the intertwining operators and its principal values define invariant sesquilinear forms. When these forms are strictly definite, one obtains unitary subquotients of nonunitary principal series. This nested sequence of subspaces are the null spaces of a series of operators with smaller and smaller domains. Furthermore, by referring to the results of Kraljevic [9] one can see one obtains most of the nonunitary principal series and noncomplementary series dual.

Moreover, because the methods developed are analytic, it is possible to determine the spectral decomposition of the unitary subquotient representations on the minimal parabolic subgroup. This, as far as we are aware, cannot be obtained by algebraic methods.

Finally the author wishes to cite the paper [6] of Roger Howe. It was this paper which convinced the author that homogeneous distributions on the Heisenberg group could be understood in terms of an appropriate Heisenberg group theoretic ‘Fourier transform’.

**I. Analysis on the Heisenberg Group**

In this part of the paper we develop methods to analyze distributions and convolutions by distributions on the Heisenberg group. Because of our interest
in the group $\text{SU}(2, 1)$ and to keep notation simple we restrict ourselves to the 3-dimensional Heisenberg group $H = C \times R$.

We begin by describing the Fock model. It is used to obtain the matrix coefficients for the infinite-dimensional irreducible unitary representations of $H$. These matrix coefficients are known to be Schwartz bases over $C$. The Plancherel Theorem is presented and the group theoretic transform $\hat{U}$ is defined. $\hat{U}$ is shown to completely determine $\hat{U}$, the abelian Fourier transform over the center, on all of $C \times R$ except on the singular set $C \times \{0\}$. Moreover a Plancherel formula relating $U$ and $\hat{U}$ is presented. The distribution $\hat{U}$ is shown to be determined by countably many distributions $\hat{U}_{m,n}$.

Next we study convolution operators. Convolution operators by radial functions are shown to be infinite diagonal matrix operators relative to the 'Fourier transform' $U \mapsto \hat{U}$. Finally, Sobolev spaces over $H$ are defined. Sufficient conditions insuring the boundedness of convolution operators between Sobolev spaces are obtained.

1. The Fock model

The 3-dimensional Heisenberg group $H$ is the set $C \times R$ with multiplication defined by $(z , t)(w , s) = (z + w , t + s + \sigma(z , w))$; where $\sigma$ is the symplectic form $\sigma(x + iy , x' + iy') = yx' - xy' = \text{Im}(z , w)$ and $(z , w) = zw$.

Let $\mathcal{H}$ be the space of complex holomorphic functions $f$ on $C$ such that

$$|f(z)|^2 e^{-|z|^2} dz < \infty.$$ 

Let $\langle , \rangle$ be the corresponding Hermitian product. Then for $f$ in $\mathcal{H}$, one can show by using the residue theorem that

$$(1.1) \quad f(0) = \frac{1}{\pi} \langle f , 1 \rangle ,$$

and in general

$$(1.2) \quad f(z) = \frac{1}{\pi} \langle f , k_z \rangle , \quad \text{where} \quad k_z(w) = e^{(w,z)}.$$ 

$\mathcal{H}$ is the Fock space on $C$ and is complete for (1.2) implies Cauchy sequences in $\mathcal{H}$ converge uniformly on bounded sets.

Define a representation $\pi$ of $H$ on $\mathcal{H}$ by

$$(1.3) \quad \pi(z , t)f(w) = e^{-it} e^{-|z|^2/2} e^{(w,z)} f(w - z).$$

**Theorem 1.1.** $\pi$ is an irreducible unitary representation of $H$.

**Proof.** That $\pi$ is unitary and a representation is immediate. That $\pi$ is irreducible follows from the infinitesimal formulas (1.5) below. $\square$

The functions $z^n$ in $\mathcal{H}$ satisfy

$$(1.4) \quad \langle z^n , z^m \rangle = \pi n! \delta_{n,m} ,$$
and thus $e_n = (\pi n!)^{-1/2} z^n$, $n = 1, 2, \ldots$, form a complete orthonormal basis of $\mathcal{H}$.

Let $X$ and $Y$ be the vectors in the Lie algebra of $H$ satisfying

$$\exp(xX) = (x, 0), \quad \exp(yY) = (iy, 0).$$

Then one has

$$\pi(X)z^n = z^{n+1} - nz^{n-1}, \quad \pi(Y)z^n = -iz^{n+1} -inz^{n-1}.$$  \hfill (1.5)

**Matrix coefficients.** Using (1.3) one obtains

$$\pi(w, 0)z^n = e^{-|w|^2/2} e^{(z, w)} (z - w)^n$$

$$= e^{-|w|^2/2} \sum_{k=0}^{\infty} \frac{k^{n/2}}{k!} \sum_{l=0}^{n} (-1)^l \binom{n}{l} w^l z^{n-l}$$

$$= e^{-|w|^2/2} \sum_{r=0}^{\infty} \sum_{l=\max(n-r, 0)}^{n} (-1)^l \binom{n}{l} \frac{1}{(l + r - n)!} |w|^{l+r-n} z'$$

Hence one has the following.

**Proposition 1.2.**

$$\langle \pi(w, 0)e_n, e_r \rangle = \binom{r!}{n!}^{1/2} e^{-|w|^2/2 |w|^{-n}} \sum_{l=\max(n-r, 0)}^{n} (-1)^l \binom{n}{l} \frac{|w|^{2l}}{(l + r - n)!}.$$  \hfill (1.6)

The Laguerre polynomials are defined by

$$L_n^\alpha(x) = \sum_{m=0}^{n} (-1)^m \frac{\Gamma(n + \alpha + 1)}{(n-m)! \Gamma(\alpha + m + 1)} \frac{x^m}{m!}.$$  \hfill (1.8)

Hence since $\langle \pi(w, 0)e_n, e_r \rangle = \langle \pi(-w, 0)e_r, e_n \rangle$, one has

$$\langle \pi(w, 0)e_n, e_r \rangle = \binom{r!}{n!}^{1/2} e^{-|w|^2/2 |w|^{-n}} L_n^r(|w|^2) \quad \text{if } r \geq n,$$

and

$$\langle \pi(w, 0)e_n, e_r \rangle = (-1)^{n-r} \binom{r!}{n!}^{1/2} e^{-|w|^2/2 |w|^{-n-r}} L_r^{n-r}(|w|^2) \quad \text{if } n > r.$$

It follows from (1.6) and (1.7) that the representation $\pi$ is square integrable modulo the center.

Let $\mathcal{H}$ be the conjugate space to $\mathcal{X}$. Thus $\mathcal{H} = \mathcal{H}$, $\langle f, g \rangle$ = $\overline{\langle f, g \rangle}$, and $\lambda f = \overline{\lambda} f$. Define $\pi^\lambda$ on $\mathcal{H}$ by

$$\pi^\lambda(z, t) = \pi(\sqrt{\lambda} z, \lambda t) \quad \text{for } \lambda > 0.$$  \hfill (1.8)
For $\lambda < 0$, set $\pi^\lambda = \pi^{-\lambda}$. Thus $\pi^\lambda(0, t) = e^{-ikt}$ and by the Stone-Von Neumann Theorem, $\pi^\lambda$ is the unique up to equivalence irreducible unitary representation of $\mathcal{H}$ with central character $e^{-ikt}$. One has the following matrix coefficients:

For $X < 0$, set $n = n^{-X}$. Thus $n(0, t) = e^{-\frac{1}{2} \lambda t}$ and by the Stone-Von Neumann Theorem, $n$ is the unique up to equivalence irreducible unitary representation of $\mathcal{H}$ with central character $e^{-\frac{1}{2} \lambda t}$. One has the following matrix coefficients:

$$\langle \pi^X(w, 0)e_n, e_r \rangle = \left(\frac{n!}{r!}\right)^{1/2} e^{-\lambda |w|^2/2} \lambda^{(r-n)/2} \frac{1}{|w|^{r-n}} L_{r-n}(\lambda |w|^2),$$

if $\lambda > 0$, $r \geq n$

and

$$\langle \pi^X(w, 0)e_n, e_r \rangle = (-1)^{n-r} \left(\frac{r!}{n!}\right)^{1/2} e^{-\lambda |w|^2/2} \lambda^{(n-r)/2} \frac{1}{|w|^{n-r}} L_{n-r}(\lambda |w|^2),$$

if $\lambda > 0$, $n \geq r$.

If $\lambda < 0$, the matrix coefficients of $\pi^X$ are the conjugates to these.

2. The Plancherel Theorem

Let $\mathcal{S}(\mathbb{R})$ be Schwartz space on $\mathbb{R}$. Recall one has

$$\int f(x)e^{-iyx}e^{iyz}dx = 2\pi f(z),$$

for $f \in \mathcal{S}(\mathbb{R})$.

For each real number $\lambda$ define an irreducible unitary representation $\pi_\lambda$ of $H$ on $L^2(\mathbb{R})$ by

$$\pi_\lambda(x, 0)f(r) = f(r - x),$$

$$\pi_\lambda(iy, 0)f(r) = e^{-2i\lambda y}f(r),$$

$$\pi_\lambda(0, t)f(r) = e^{-ikt}f(r).$$

The Stone-Von Neumann Theorem implies $\pi_\lambda$ is unitarily equivalent to $\pi^\lambda$ for $\lambda \neq 0$.

Clearly,

$$\pi_\lambda(x + iy, t) = \pi_1(x + i\lambda y, \lambda t).$$

**Theorem 2.1.**

$$\int C \langle v, \pi_\lambda(z, 0)w \rangle \overline{\langle v', \pi_\lambda(z, 0)w' \rangle} dz = \frac{\pi}{|\lambda|} \langle v, v' \rangle \langle w', w \rangle,$$

for $v, v', w, w' \in \mathcal{S}(\mathbb{R})$.

**Proof.** This follows from an application of (2.1).

Let $\mathcal{S}(H)$ be the space of Schwartz functions on $H$. For $f \in \mathcal{S}(H)$ and $\sigma$ a unitary representation of $\mathcal{H}$ define

$$\sigma(f) = \int f(h)\sigma(h) dh.$$
Then the operator $\pi_\lambda(f)$ is a Hilbert-Schmidt operator having Schwartz kernel

\begin{equation}
\tag{2.4}
P_\lambda(f)(x, y) = \int \int f(x - y + ir, t)e^{-i\lambda t}e^{-i\lambda r(x+y)}dr\,dt.
\end{equation}

Thus

$$\pi_\lambda(f)\phi(x) = \int P_\lambda(f)(x, y)\phi(y)\,dy.$$ 

In particular, $\pi_\lambda(f)$ is trace class. For $f \in \mathcal{S}(H)$, we shall use $\hat{f}$ to denote the Fourier transform of $f$ over the center of $H$. Hence

\begin{equation}
\tag{2.5}
\hat{f}(z, \lambda) = \int f(z, t)e^{-i\lambda t}\,dt.
\end{equation}

**Theorem 2.2.** $\tr(\pi_\lambda(f)) = \frac{1}{\lambda} \hat{f}(0, \lambda)$.

**Proof.**

$$\tr(\pi_\lambda(f)) = \int P_\lambda f(x, x)\,dx = \int \int \int f(ir, t)e^{-i\lambda t}e^{-2\lambda irx}dr\,dt\,dx = \frac{1}{2|\lambda|} \int \int \int f(ir, t)e^{-irx}dr\,dx\,e^{-i\lambda t}dt = \frac{\pi}{|\lambda|} \hat{f}(0, \lambda).$$

An immediate consequence of Theorem 2.2 is the Plancherel Theorem on $H$. If $T$ is a Hilbert-Schmidt operator, then $\|T\|_2 = \tr(T^*T)^{1/2}$ is the Hilbert-Schmidt norm of $T$.

**Theorem 2.3.** Assume $f$ is a Schwartz function on $H$. Then:

1. $f(e) = (1/2\pi^2) \int \tr(\pi_\lambda(f))|\lambda|\,d\lambda$,
2. $\|f\|_2^2 = (1/2\pi^2) \int \|\pi_\lambda(f)\|_2^2|\lambda|\,d\lambda$,
3. $f(h) = (1/2\pi^2) \int \tr(\pi_\lambda(h^{-1})\pi_\lambda(f))|\lambda|\,d\lambda$.

**Proof.** First note by (2.1)

$$\frac{1}{2\pi^2} \int \tr(\pi_\lambda(f))|\lambda|\,d\lambda = \frac{1}{2\pi} \int \hat{f}(0, \lambda)\,d\lambda = f(0, 0).$$

Thus (1) holds. Using $f \star f^*(0) = \|f\|_2^2$ and $\pi_\lambda(f(h\cdot)) = \pi_\lambda(h^{-1})\pi_\lambda(f)$, it follows that (2) and (3) hold. □

The usefulness of Theorem 2.3 is in part dependent on the fact that each $\pi_\lambda$ can be replaced by any unitarily equivalent representation $\sigma_\lambda$.

**Corollary 2.4.** The mapping $f \mapsto U(f)$, where $U(f)(\lambda) = \pi_\lambda(f)$, is a unitary isomorphism of $L^2(H)$ onto $\mathcal{S}(\mathcal{H}\mathcal{S}(L^2(\mathbb{R})))|\lambda|\,d\lambda$. Moreover, if $B$ is the biregular representation of $H$ on $L^2(H)$ defined by

$$B(g_1, g_2)f(h) = f(g_1^{-1}hg_2),$$

then

$$U(B(g_1, g_2)f)(\lambda) = \pi_\lambda(g_1)U(f)\pi_\lambda(g_2^{-1}).$$
We end this section by noting that the matrix coefficients of the representation \( \pi_\lambda \) for \( \lambda \neq 0 \) form a complete orthonormal basis of \( L^2(C) \).

In fact by Theorem 2.1 one has

\[
\int_C (\pi_\lambda(w, 0)e_m, e_n)(\pi_\lambda(w, 0)e_r, e_s)dw = \frac{\pi}{|\lambda|} \delta_{m,r} \delta_{n,s}.
\]

Thus the matrix coefficients

\[
(\frac{|\lambda|}{\pi})^{1/2} (\pi^\lambda(w, 0)e_m, e_n)
\]

form an orthonormal set. Moreover, by Proposition 1.2, the linear span of the functions \( \pi(\sqrt{\lambda}w, 0)e_m, e_n \) contains all functions of form \( P(w, \overline{w})e^{-|w|^2/2} \) where \( P \) is a polynomial in \( w \) and \( \overline{w} \) for \( \lambda > 0 \).

**Theorem 2.5.** For \( \lambda \neq 0 \) the Schwartz functions \( (\frac{|\lambda|}{\pi})^{1/2} (\pi^\lambda(w, 0)e_m, e_n) \) form a complete orthonormal basis of \( L^2(C) \).

3. Decomposition of Schwartz functions

In [6] Roger Howe discusses a strong Stone-Von Neumann Theorem. We shall make extensive use of this theorem. We discuss this theorem and use it to obtain Schwartz space decompositions of smooth functions. Let \( \rho \) be the unitary representation \( \pi_\lambda \).

For a Schwartz function \( f \) on \( C \) set

\[
(3.1) \quad \rho(f) = \int f(z)\rho(z, 0)dz.
\]

Then \( \rho(f) \) is an operator on \( L^2(R) \) given by the Schwartz kernel

\[
(3.2) \quad K_f(x, y) = \int f(x - y + ir)e^{-ir(x+y)}dr.
\]

We will identify functions on \( R^2 \) and on \( C \). In particular, by \( K_f(x + iy) \) we shall mean \( K_f(x, y) \).

**Theorem 3.1** (Strong Stone-Von Neumann Theorem). (1) \( ||f||^2 = \frac{1}{\pi} ||K_f||^2 \).

(2) \( f \mapsto K_f \) is a topological isomorphism of \( \mathcal{S}(C) \) onto \( \mathcal{S}(C) \).

(3) If \( f(z) = (\rho(z, 0)h, k) \), then \( K_f(x, y) = \pi h(-x)\overline{k}(-y) \).

(4) If \( f(z) = (h, \rho(z, 0)k) \), then \( K_f(x, y) = \pi h(x)\overline{k}(y) \).

(5) \( K_{R_{h_1}L_{h_2}}f(x, y) = (\rho \otimes \overline{\rho})(h_1, h_2)K_f(x, y) \) where

\[
R_{(w, t)}f(z) = e^{it+\sigma(z, w)}f(z + w), \quad L_{(w, t)}f(z) = e^{-it+\sigma(w, z)}f(z - w).
\]

The proof is essentially an application of Theorem 2.1.

For the general central character case we set

\[
(3.3) \quad \rho_\lambda(f) = \int f(z)\pi_\lambda(z, 0)dz.
\]
Since \( \pi_\lambda(x + iy, 0) = \pi_1(x + i\lambda y, 0) \), the operator \( \rho_\lambda(f) \) has kernel \( K_\lambda \) defined by

\[
K_\lambda^\lambda = \frac{1}{|\lambda|} K_{f(x+iy/\lambda)}.
\]

Thus

\[
||f||_2^2 = \frac{|\lambda|}{\pi} ||K_\lambda^\lambda||^2,
\]

(3.5)

\[
K_\lambda^\lambda (\pi_\lambda(z, 0), h, k)(x, y) = \frac{\pi}{|\lambda|} h(-x)k(-y),
\]

(3.6)

\[
K_\lambda^\lambda (h, \pi_\lambda(z, 0), k)(x, y) = \frac{\pi}{|\lambda|} h(x)k(y),
\]

(3.7)

and if \( R^\lambda(x + iy, t) = R(x + i\lambda y, \lambda t) \) and \( L^\lambda(x + iy, t) = L(x + i\lambda y, \lambda t) \), then

\[
K_\lambda^\lambda \left( R^\lambda_h L^\lambda_{h_1} f \right) = (\pi_\lambda \otimes \pi_{-\lambda})(h_1, h_2) K_\lambda^\lambda.
\]

(3.8)

The relationship between \( K_\lambda^\lambda \) and \( P_\lambda \) defined in (2.4) is

\[
P_\lambda(f) = K_\lambda^\lambda.
\]

(3.9)

We thus define a mapping on \( \mathcal{S}(H) \) by

\[
Kf(z, \lambda) = K_\lambda^\lambda(z).
\]

(3.10)

By 3.4 one sees

\[
Kf(u + iv, \lambda) = \frac{1}{|\lambda|} K_{f(x+iy/\lambda, \lambda)}(u + iv)
\]

\[
= \frac{1}{|\lambda|} \int f(u - v + ir/\lambda, \lambda)e^{-ir(u+v)} \, dr
\]

\[
= \int f(u - v + ir, \lambda)e^{-ir\lambda(u+v)} \, dr.
\]

Thus

\[
Kf(u + iv, \lambda) = F_2f(u - v, \lambda(u + v), \lambda),
\]

where \( F_2: \mathcal{S}(H) \to \mathcal{S}(H) \) is the partial Fourier transform defined by

\[
(F_2f)(x + iy, \lambda) = \int f(x + ir, \lambda)e^{-iry} \, dr.
\]

Define \( T \) on \( H \) by

\[
T(x + iy, \lambda) = (x - y + i\lambda(x + y), \lambda).
\]

(3.12)

Then

\[
K(f) = F_2(f) \circ T.
\]

(3.13)
Note that $T$ is $C^\infty$ on $H$ but is not invertible. However, $T$ is a $C^\infty$ diffeomorphism of the open submanifold $H_0 = H - (C \times \{0\})$. Its inverse is given by
\begin{equation}
T^{-1}(x + iy, \lambda) = (1/2(x + y/\lambda + i(-x + y/\lambda)), \lambda).
\end{equation}

We let $\mathcal{S}_0(H)$ denote the space of Schwartz functions on $H$ vanishing for $\lambda$ near 0. A sequence $f_n$ is defined to converge in $\mathcal{S}_0(H)$ if it converges in the Schwartz topology and all the $f_n$ vanish together for $\lambda$ near 0. We then have:

**Proposition 3.2.** $K$ is a topological isomorphism of $\mathcal{S}_0(H)$.

We shall apply this proposition to decompose Schwartz functions in $\mathcal{S}_0(H)$. First we take a Schwartz basis $e_m$ of orthonormal functions in $L^2(R)$. Thus each $e_m$ is a Schwartz function, the functions $e_m$ are orthonormal in $L^2(R)$ and if $f = \sum a_m e_m$, then $f$ is Schwartz iff $\sum (1 + m^k)|a_m| < \infty$ for each natural number $k$. We remark that the $e_m$'s defined after (1.4) correspond to the Hermite functions in $L^2(R)$ and thus may be considered such a basis.

The discussion to be held below using the representations $\pi_\lambda$ and a Schwartz basis $e_m$ for $L^2(R)$ also applies to the representations $\pi^\lambda$ on Fock space and the basis $e_m$ of $\mathcal{H}$ defined after Theorem 1.1. A direct argument may be given. There are alterations in the kernel operators $K_\lambda$ and in the transformation $K$.

Define
\begin{equation}
h_{m,n}(z, \lambda) = \langle \pi_\lambda(z, 0)e_m, e_n \rangle.
\end{equation}

Then by 3.7
\begin{equation}
K_\lambda^{\pi} h_{m,n} (x + iy) = \frac{\pi}{|\lambda|} e_n(x)\bar{e}_m(y),
\end{equation}

and thus by 3.5 the functions $(|\lambda|/\pi)^{1/2}h_{m,n}(z, \lambda)$ form an orthonormal basis of $\mathcal{S}(C)$ whenever $\lambda \neq 0$. Thus if $f \in L^2(H)$ one has
\begin{equation}
f(z, \lambda) = \sum c_{m,n}(\lambda)h_{m,n}(z, \lambda),
\end{equation}

where $c_{m,n}(\lambda) = (|\lambda|/\pi) \int f(z, \lambda)h_{m,n}(z, \lambda)dz$. Moreover, $f(\cdot, \lambda) \in \mathcal{S}(C)$ iff $\sum (1 + m + n)^k |c_{m,n}(\lambda)| < \infty$ for each $k$.

For $f \in \mathcal{S}(H)$, define
\begin{equation}
f_{m,n}(\lambda) = \langle \pi_\lambda(f)e_m, e_n \rangle.
\end{equation}

Then
\begin{align*}
\hat{f}_{m,n}(\lambda) &= \int \int f(w, t)\pi_\lambda(w, t)e_m, e_n) \, dt \, dw \\
&= \int \int f(w, t)e^{-i\lambda t}h_{m,n}(w, \lambda) \, dt \, dw \\
&= \int \hat{f}(w, \lambda)h_{m,n}(w, \lambda) \, dw.
\end{align*}
Theorem 3.2. Suppose $f$ is a Schwartz function on $H$ whose central Fourier transform $\hat{f}$ is in $\mathcal{S}_0(H)$. Then

$$\hat{f}(z, \lambda) = \frac{|\lambda|}{\pi} \sum_{m, n} f_{m, n}(\lambda) \overline{h}_{m, n}(z, \lambda),$$

and this sum converges in $\mathcal{S}_0(H)$.

Proof. By Proposition 3.2, it suffices to show

$$K \hat{f} = \sum_{m, n} K \left( \frac{|\lambda|}{\pi} f_{m, n}(\lambda) \overline{h}_{m, n}(z, \lambda) \right)$$

in $\mathcal{S}_0(H)$. But by (3.15)

$$K(f_{m, n}(\lambda) \overline{h}_{m, n}(z, \lambda)) = f_{m, n}(\lambda) K_{\overline{h}_{m, n}}(x + iy)$$

$$= f_{m, n}(\lambda) \overline{e}_n(x) \overline{e}_m(y).$$

Hence

$$\sum_{m, n} K \left( \frac{|\lambda|}{\pi} f_{m, n}(\lambda) \overline{h}_{m, n}(z, \lambda) \right) = \sum_{m, n} f_{m, n}(\lambda) \overline{e}_n(x) \overline{e}_m(y).$$

The proof will be complete if

$$(K \hat{f}(\cdot, \lambda), e_n \otimes \overline{e}_m) = \overline{f}_{m, n}(\lambda).$$

But

$$\overline{f}_{m, n}(\lambda) = (\pi_{\lambda}(f)e_m, e_n) = \int \hat{f}(z, \lambda) \pi_{\lambda}(z, 0)e_m, e_n) \, dz$$

$$= (\rho_{\lambda}(\hat{f}(\cdot, \lambda))e_m, e_n) = \int K_{\hat{f}(\cdot, \lambda)}^* (x + iy)e_m(y)\overline{e}_n(x) \, dy \, dx$$

$$= \int K \hat{f}(x + iy, \lambda)e_n(x)\overline{e}_m(y) \, dx \, dy$$

$$= (K \hat{f}(\cdot, \lambda), e_n(x) \otimes \overline{e}_m).$$

4. The Plancherel Theorem for distributions

Let $\mathcal{S}^*(H)$ be the space of tempered distributions on $H$ and let $\mathcal{S}_0(\mathbb{R})$ denote the space of Schwartz functions on $\mathbb{R}$ vanishing near 0. Let $\mathcal{L}(\mathcal{S}(\mathbb{R}), \mathcal{S}^*(\mathbb{R}))$ be the space of continuous linear transformations from $\mathcal{S}(\mathbb{R})$ into $\mathcal{S}^*(\mathbb{R})$, where $\mathcal{S}^*(\mathbb{R})$ has the weak* topology. $\mathcal{L}(\mathcal{S}(\mathbb{R}), \mathcal{S}^*(\mathbb{R}))$ is given the simple topology.

Let $U \in \mathcal{S}^*(H)$. We define a ‘distribution’ on $\mathcal{S}_0(\mathbb{R})$ with values in $\mathcal{L}(\mathcal{S}(\mathbb{R}), \mathcal{S}^*(\mathbb{R}))$ formally by

$$(4.1) \quad \overline{U}(\phi) = \int dU(z, t) \int \phi(\lambda) \pi_{\lambda}(z, t) \, d\lambda.$$
More specifically, if \( f \) and \( h \) are in \( \mathcal{S}(\mathbb{R}) \), then

\[
\hat{U}(\phi)(f)(h) = \int dU(z, t) \int \phi(\lambda) \langle \pi_{\lambda}(z, t) f, \hbar \rangle d\lambda.
\]

**Theorem 4.1.** \( \hat{U} \) is a continuous linear map from the space \( \mathcal{S}_0(\mathbb{R}) \) into the space \( \mathcal{L}(\mathcal{S}(\mathbb{R}), \mathcal{S}^*(\mathbb{R})) \).

**Proof.** Note by Theorem 3.1 that

\[
\phi(\lambda) \langle \pi_{\lambda}(z, 0) f, \hbar \rangle \in \mathcal{S}_0(\mathbb{R}) \quad \text{if} \quad \phi \in \mathcal{S}_0(\mathbb{R}) \quad \text{and} \quad f, h \in \mathcal{S}(\mathbb{R}).
\]

Moreover, one sees by (3.6) that \( \phi(\lambda) \langle \pi_{\lambda}(z, 0) f, \hbar \rangle \) is continuous into \( \mathcal{S}(\mathcal{H}) \) as a mapping on \( \mathcal{S}_0(\mathbb{R}) \times \mathcal{S}(\mathbb{R}) \times \mathcal{S}^*(\mathbb{R}) \). Since \( \pi_{\lambda}(z, t) = e^{-it\lambda} \pi_{\lambda}(z, 0) \), one has \( \hat{U}(\phi)(f)(h) = U((\phi(\lambda)(\pi_{\lambda}(z, 0) f, \hbar)) \) and the result follows. \( \square \)

In the case where the distribution \( U \) is given by a Schwartz function \( f \), the distribution \( \hat{f} \) is given by an operator valued function. Indeed

\[
\hat{f}(\phi) = \int \int f(z, t) \int \phi(\lambda) \pi_{\lambda}(z, t) d\lambda dz dt = \int \phi(\lambda) \int f(z, t) \pi_{\lambda}(z, t) d\lambda dz dt = \int \phi(\lambda) \pi_{\lambda}(f) d\lambda.
\]

Thus the distribution \( f \) is defined by the operator valued function \( \lambda \mapsto \pi_{\lambda}(f) \) which is the analog of a Fourier transform of \( f \). In this case we shall write

\[
(4.2) \quad \hat{f}(\lambda) = \pi_{\lambda}(f).
\]

Moreover, since \( \pi_{\lambda}(f) = \int f(z, t) e^{-it\lambda} \pi_{\lambda}(z, 0) dz dt \), we see that

\[
\pi_{\lambda}(f) = \int \hat{f}(z, \lambda) \pi_{\lambda}(z, 0) dz,
\]

and thus \( \hat{f}(\lambda) \) equals \( \rho_{\lambda}(\hat{f}(\cdot, \lambda)) \).

Furthermore, the operator \( \hat{f}(\phi) \) has a Schwartz kernel. Indeed, by (3.11) the kernel is given by

\[
(4.3) \quad K_{\hat{f}(\phi)}(x, y) = \int \phi(\lambda) K_{\hat{f}(\cdot, \lambda)}^\lambda(x + iy) d\lambda = \int \phi(\lambda) F_2 \hat{f}(x - y, \lambda(x + y), \lambda) d\lambda.
\]

In particular, \( f(\phi) \) is a continuous linear transformation of \( \mathcal{S}(\mathbb{R}) \) when \( \phi \) is in \( \mathcal{S}_0(\mathbb{R}) \).

We next attempt to reconstruct the distribution \( U \) from its ‘Fourier transform’ \( \hat{U} \). First we note that if \( f \) is a Schwartz function on \( H \), then

\[
f(z, t) = \frac{1}{2\pi^2} \int \text{tr}(\pi_{\lambda}(-z, -t) \pi_{\lambda}(f)) |\lambda| d\lambda.
\]
Thus formally,

$$
\int dU(z, t)f(z, t) = \frac{1}{2\pi^2} \int dU(z, t) \text{tr}(\pi_\lambda(-z, -t)\pi_\lambda(f))|\lambda| d\lambda
$$

$$
= \frac{1}{2\pi^2} \text{tr} \left( \int dU(-z, -t) \text{tr}(\pi_\lambda(z, t)|\lambda|\pi_\lambda(f)) d\lambda \right)
$$

$$
= \frac{1}{2\pi^2} \text{tr} \left( \int d\hat{U}(|\lambda|\pi_\lambda(f)) \right),
$$

where $d\hat{U}(z, t) = dU(-z, -t)$. We shall show this formula holds when a suitable interpretation is made for the trace and when $\hat{f}(z, \lambda)$ vanishes for $\lambda$ near 0.

First we extend the domain of the distribution $\hat{U}$. Indeed, suppose $\phi \in \mathcal{S}^0(\mathbb{R}, \mathcal{L}(\mathcal{S}(\mathbb{R}^n)))$. Define $\hat{U}(\phi)$ by

$$(4.4) \quad \hat{U}(\phi)(f)(h) = \int dU(z, t) (\text{tr}(\pi_\lambda(z, t)\phi(\lambda)f, h)) d\lambda.$$

By an argument similar to that given for Theorem 3.1, $\hat{U}$ is a distribution on $\mathcal{S}_0(\mathbb{R}, \mathcal{L}(\mathcal{S}(\mathbb{R}^n)))$ with values in $\mathcal{L}(\mathcal{S}(\mathbb{R}), \mathcal{S}^2(\mathbb{R}))$. We denote this operator by $\int d\hat{U}(\lambda)\phi(\lambda)$ and define for a Schwartz basis $\{e_m\}$ of $\mathcal{S}(\mathbb{R})$ a trace by

$$(4.5) \quad \text{tr} \left( \int d\hat{U}(\lambda)\phi(\lambda) \right) = \sum_m \left( \int d\hat{U}(\lambda)\phi(\lambda)e_m, \bar{e}_m \right),$$

where $(T, f) = T(f)$ for $T \in \mathcal{L}^*(\mathbb{R})$ and $f \in \mathcal{S}(\mathbb{R})$.

Our main result concerning the distribution $\hat{U}$ allows one to reconstruct the distribution $\hat{U}$ on a dense open submanifold.

**Theorem 4.2 (The Plancherel Theorem for distributions).** Suppose $U$ is a tempered distribution on $H$. Then whenever $\hat{f} \in \mathcal{S}_0(\mathbb{R})$, one has

$$
\hat{U}(f) = \frac{1}{2\pi^2} \text{tr} \left( \int d\hat{U}(\lambda)|\lambda|\pi_\lambda(f) \right).
$$
Proof.
\[
\frac{1}{2\pi^2} \sum_m \left( \int d\tilde{U}(\lambda) |\lambda| \pi_\lambda(f) e_m, \bar{e}_m \right) = \frac{1}{2\pi^2} \sum \int dU(z, t) \int |\lambda| \pi_\lambda(z, t) \pi_\lambda(f) e_m, e_m \ d\lambda
\]
\[
= \frac{1}{2\pi^2} \sum \int dU(z, t) \int |\lambda| e^{-i\lambda t} \hat{f}(w, \lambda) \times \langle \pi_\lambda(w, 0)e_m, \pi_\lambda(-z, 0)e_m \rangle dw \ d\lambda
\]
\[
= \frac{1}{2\pi^2} \sum_m \int dU(z, t) \int |\lambda| e^{-i\lambda t} \sum_k \tilde{f}_{m, k}(\lambda) \tilde{h}_{m, k}(-z, \lambda) \ d\lambda.
\]

But by Theorem 3.2 \( \sum_m \sum_k |\lambda| \tilde{f}_{m, k}(\lambda) \tilde{h}_{m, k}(-z, \lambda) \) converges in \( S_0(H) \) to \( \pi \hat{f}(-z, \lambda) \). Hence by (2.1)
\[
\frac{1}{2\pi^2} \text{tr} \left( \int d\tilde{U}(\lambda) |\lambda| \pi_\lambda(f) \right) = \frac{1}{2\pi} \int dU(z, t) \int e^{-i\lambda t} \hat{f}(-z, \lambda) \ d\lambda
\]
\[
= \int dU(z, t) f(-z, -t).
\]

We note this theorem holds for any choice of Schwartz basis. Moreover, it remains valid if the irreducible unitary representations \( \pi_\lambda \) on \( L^2(\mathbb{R}) \) are replaced by the equivalent representations \( \pi_\lambda \) on Fock space and one uses the orthonormal basis of Fock space defined in §1.

5. Distributions and convolutions

The Plancherel Theorem for distributions shows that the central Fourier transform of a tempered distribution \( U \) on the Heisenberg group is determined on a cosingular subset by the distribution \( \hat{U} \). But for any Schwartz basis \( e_m \) of \( \mathcal{S}(\mathbb{R}) \), the distribution \( \hat{U} \) is determined by the family of distributions \( \hat{U}_{m, n} \) defined on \( \mathcal{S}_0(\mathbb{R}) \) by:

\[
\hat{U}_{m, n}(\phi) = (\hat{U}(\phi)e_m, \bar{e}_n).
\]

Thus
\[
\hat{U}_{m, n}(\phi) = \int dU(z, t) \int \phi(\lambda) \pi_\lambda(z, t)e_m, e_n \ d\lambda
\]
\[
= \int dU(z, t) \int \phi(\lambda) h_{m, n}(z, \lambda)e^{-i\lambda t} \ d\lambda
\]
\[
= \hat{U}(\phi)h_{m, n}(z, \lambda),
\]
where \( \hat{U}(f) = U(\hat{f}) \).
Next suppose $\hat{f} \in \mathscr{S}_0(H)$. Then

$$
\left( \int d\hat{U}(\lambda)|\lambda|\pi_\lambda(f)e_m, \bar{e}_m \right) = \int dU(z, t) \int \langle |\lambda|\pi_\lambda(z, t)\pi_\lambda(f)e_m, e_m \rangle d\lambda
$$

$$
= \int dU(z, t) \int e^{-ikt}\langle |\lambda|\pi_\lambda(f)e_m, \pi_\lambda(-z, 0)e_m \rangle d\lambda
$$

$$
= \int dU(z, t) \int e^{-ikt}\sum_k \langle |\lambda|\pi_\lambda(f)e_m, e_k \rangle \langle e_k, \pi_\lambda(-z, 0)e_m \rangle d\lambda
$$

$$
= \sum_k \int dU(z, t) \int e^{-ikt}\langle |\lambda|f_{m,k}(\lambda)h_{k,m}(z, \lambda) \rangle d\lambda
$$

$$
= \sum_k \hat{U}_{k,m}(|\lambda|f_{m,k}(\lambda)),
$$

where the change in summation follows from Theorem 3.2. We thus see

**Theorem 5.1.** Suppose the central Fourier transform $\hat{f}$ is in $\mathscr{S}_0(H)$. Then

$$
\hat{U}(f) = \frac{1}{2\pi^2} \sum_{k,m} \hat{U}_{k,m}(|\lambda|f_{m,k}(\lambda)).
$$

Theorem 5.1 shows how to reconstruct the distribution $\hat{U}$ off the singular set $C \times \{0\}$ from the distributions $\hat{U}_{m,n}$. For distributions that are $L^1$ or $L^2$ functions, the process is complete.

**Theorem 5.2.** Let $U = u_1 + u_2$ where $u_1 \in L^1(H)$ and $u_2 \in L^2(H)$. Then

$$
\hat{U}(f) = \frac{1}{2\pi^2} \sum_{k,m} \int \hat{U}_{k,m}(\lambda)f_{m,k}(\lambda)|\lambda| d\lambda,
$$

for all Schwartz functions $f$.

**Proof.** By the Plancherel Theorem, $\pi_\lambda(f)$ is trace class for all $\lambda \neq 0$ and $\pi_\lambda(u_2)$ is a Hilbert-Schmidt operator for a.e. $\lambda$. Moreover, $||\pi_\lambda(u_1)|| \leq ||u_1||_1$. Thus $\pi_\lambda(f)\pi_\lambda(U)$ is trace class a.e. $\lambda$. Furthermore, note that

$$
(5.3) \quad |\lambda \text{tr}(\pi_\lambda(f)\pi_\lambda(u_1))| \leq |\lambda| \text{tr}(\pi_\lambda(f*f^*)^{1/2})||u_1||_1
$$

is integrable in $\lambda$ and by Corollary 2.4

$$
(5.4) \quad |\lambda \text{tr}(\pi_\lambda(f)\pi_\lambda(u_2))| \leq |\lambda| ||\pi_\lambda(f)||_2 ||\pi_\lambda(u_2)||_2
$$

is integrable in $\lambda$. Furthermore, note by (3.9) that $\pi_\lambda(f)$ has Schwartz kernel $K_{\lambda}^{\lambda}(f, \cdot, \cdot)$ for all $\lambda \neq 0$ and $\pi_\lambda(U)$ has kernel $K_{\lambda}^{\lambda}(U, \cdot, \cdot)$ for a.e. $\lambda$. Thus

$$
\text{tr}(\pi_\lambda(f)\pi_\lambda(U)) = \int K_{\lambda}^{\lambda}(x, y)K_{\lambda}^{\lambda}(U, y, x) dy dx.
$$
Hence by (3.10) and (3.11)
\[ \text{tr}(\pi_\lambda(f)\pi_\lambda(U)) = \int \int K\hat{f}(x, y, \lambda)K\hat{U}(y, x, \lambda) \, dy \, dx \]
\[ = \int F_2\hat{f}(x - y, \lambda(x + y), \lambda)F_2\hat{U}(y - x, \lambda(y + x), \lambda) \, dy \, dx \]
\[ = \frac{1}{2|\lambda|} \int F_2\hat{f}(r, s, \lambda)F_2\hat{U}(-r, -s, \lambda) \, dr \, ds. \]
Thus by the Plancherel Theorem on \( \mathbb{R} \),
\[ \text{tr}(\pi_\lambda(f)\pi_\lambda(U)) = \frac{\pi}{|\lambda|} \int \hat{f}(r, s, \lambda)\hat{U}(-r, -s, \lambda) \, dr \, ds. \]
Therefore
\[ \frac{|\lambda|}{2\pi^2} \text{tr}(\pi_\lambda(f)\pi_\lambda(U)) = \frac{1}{2\pi} \int \int \hat{f}(r, s, \lambda)\hat{U}(-r, -s, \lambda) \, dr \, ds, \]
and
\[ \hat{U}(f) = \int \int f(r, s, t)U(-r, -s, -t) \, dr \, ds \, dt \]
(5.5)
\[ = \frac{1}{2\pi^2} \int |\lambda| \text{tr}(\pi_\lambda(f)\pi_\lambda(U)) \, d\lambda. \]

Now let \( P_n \) be the orthogonal projection of \( L^2(\mathbb{R}) \) onto the span of the functions \( e_1, e_2, \ldots, e_n \). Then by (5.3) and (5.4) and the Lebesgue dominated convergence theorem, \( |\lambda| \text{tr}(P_n\pi_\lambda(f)\pi_\lambda(U)) \) converges in \( L^1 \) to \( |\lambda| \text{tr}(\pi_\lambda(f)\pi_\lambda(U)) \).

But the trace of \( P_n\pi_\lambda(f)\pi_\lambda(U) \) equals \( \sum_{k=1}^n \sum_{m=1}^n \hat{U}_{m,k}(\lambda)\hat{f}_{k,m}(\lambda) \). The result now follows. \( \square \)

The sums in Theorems 5.1 and 5.2 converge absolutely since they can be reordered arbitrarily. Moreover, the analysis of the operator valued distribution \( \hat{U} \) is now reduced to the study of the ordinary distributions \( \hat{U}_{m,n} \).

The Fourier transform in the case of abelian groups is especially effective in dealing with convolution. This continues to be the case with regard to the distributions \( \hat{U}_{m,n} \). The convolutions of a distribution \( U \) and a Schwartz function \( f \) are defined by
\[ (U * f)(z, t) = \int dU(w, s)f((w, s)^{-1}(z, t)), \]
(5.6)
\[ (f * U)(z, t) = \int dU(w, s)f((z, t)(w, s)^{-1}). \]

We also need the following consequence of Theorem 2.1.
\[ \int h_{r,s}(z + w, \lambda)\hat{f}_{m,n}(z, \lambda)e^{-i\lambda\sigma(w, z)} \, dz = \frac{\pi}{|\lambda|} \delta_{r,m}h_{n,\lambda}(w, \lambda). \]
(5.7)

**Theorem 5.3.** Let \( f \) be a Schwartz function on \( H \) and let \( U \) be a tempered distribution. Then
\[ (f * U)_{m,n} = \sum_k \hat{U}_{m,k}\hat{f}_{k,n}, \]
and

\[(U * f)_{m, n} = \sum_k \hat{f}_{m, k} \hat{U}_{k, n},\]

where these sums converge weakly.

Proof. By (5.2),

\[
\begin{align*}
(U * f)_{m, n}(\phi) &= \int \int d(U * f)(z, t) \int \phi(\lambda) h_{m, n}(z, \lambda) e^{-ik\lambda} d\lambda \\
&= \int \int \left( \int dU(w, s) f((-w, -s)(z, t)) \right) \phi(\lambda) h_{m, n}(z, \lambda) e^{-ik\lambda} dt dz \\
&= \int \int \int dU(w, s) f(z - w, t - s - \sigma(w, z)) e^{-ik\lambda} \phi(\lambda) h_{m, n}(z, \lambda) dt dz d\lambda \\
&= \int \int \int dU(w, s) \hat{f}(z - w, \lambda) e^{-ik\lambda} e^{-i\lambda\sigma(w, z)} \phi(\lambda) h_{m, n}(z, \lambda) dz d\lambda \\
&= \int \int dU(w, s) \hat{f}(z - w, \lambda) e^{-i\lambda(x)} \phi(\lambda) h_{m, n}(z, \lambda) dz d\lambda.
\end{align*}
\]

Thus by Theorem 3.2 and by (5.7) and (5.2)

\[
\begin{align*}
(U * f)_{m, n}(\phi) &= \int \int dU(w, s) |\lambda| \sum_{p, q} \hat{f}_{p, q}(\lambda) \hat{h}_{p, q}(z - w, \lambda) h_{m, n}(z, \lambda) \\
&\quad \times e^{-i\lambda\sigma(w, z)} d\lambda e^{-i\lambda\sigma(w, z)} \phi(\lambda) d\lambda \\
&= \int \int dU(w, s) \sum_{p, q} \hat{f}_{p, q}(\lambda) \delta_{m, p} \hat{h}_{p, q}(w, \lambda) e^{-i\lambda\sigma(w, z)} \phi(\lambda) d\lambda \\
&= \int \int dU(w, s) \sum_{q} \hat{f}_{m, q}(\lambda) \hat{h}_{q, n}(w, \lambda) e^{-i\lambda\sigma(w, z)} \phi(\lambda) d\lambda \\
&= \sum_{q} \int dU(w, s) \hat{f}_{m, q}(\lambda) \hat{h}_{q, n}(w, \lambda) e^{-i\lambda\sigma(w, z)} \phi(\lambda) d\lambda \\
&= \sum_{q} \int dU_{q, n}(\lambda) (\hat{f}_{m, q}(\lambda) \phi(\lambda)) = \sum_{q} (\hat{f}_{m, q} \hat{U}_{q, n}(\phi).
\end{align*}
\]

The other case is handled similarly. \(\square\)

As noted before these results also hold if we use the series of representations \(\pi^{\lambda}\) on Fock space. These representations are particularly suited to studying those distributions which have nice covariance properties with respect to rotations on \(C\). This is not surprising for the matrix coefficients

\[
(5.8) \quad h_{m, n}(z, \lambda) = \langle \pi^{\lambda}(z, 0) e_{m}, e_{n}\rangle
\]

are covariant under rotations.

For instance, the radial distributions \(U\) on \(H\) are invariant under rotations. Specifically:

\[
(5.9) \quad \int dU(z, t) f(uz, t) = \int dU(z, t) f(z, t) \quad \text{if} \quad |u| = 1.
\]
Theorem 5.4. If $U$ is a tempered radial distribution on $H$, then $\hat{U}_{m,n} = 0$ for $m \neq n$.

Proof. By (5.2)

$$\hat{U}_{m,n}(\phi) = \int d\hat{U}(z, \lambda)\phi(\lambda)h_{m,n}(uz, \lambda),$$

for all $u$. But by (1.10),

$$h_{m,n}(uz, \lambda) = \begin{cases} u^n h_{m,n}(z, \lambda) & \text{if } \lambda > 0, \\ u^{-n} h_{m,n}(z, \lambda) & \text{if } \lambda < 0. \end{cases}$$

Thus $\hat{U}_{m,n} = 0$ if $m \neq n$. □

By Theorems 5.3 and 5.5 we have the following corollary.

Corollary 5.6. Let $U$ be a radial tempered distribution on $H$. Then $(f*U)_{m,n} = \hat{f}_{m,n} \hat{U}_{m,n}$ and $(U*f)_{m,n} = \hat{f}_{m,n} \hat{U}_{m,n}$ for every Schwartz function $f$.

Finally, we remark for a Schwartz function $f$ we have defined a distribution $\hat{f}_{m,n}$ on $S_0^0(\mathbb{R})$ and a matrix coefficient $\hat{f}_{m,n}(\lambda) = \langle \pi(0) f, e_m, e_n \rangle$ for $\lambda \neq 0$. However, by (5.2) and (3.17) it follows that these are the same. Indeed

$$\hat{f}_{m,n}(\phi) = \int \hat{f}(z, \lambda) \int \phi(\lambda)h_{m,n}(z, \lambda) dz$$

$$= \int \phi(\lambda) \left( \int \hat{f}(z, \lambda)h_{m,n}(z, \lambda) dz \right) d\lambda$$

$$= \int \phi(\lambda) \hat{f}_{m,n}(\lambda) d\lambda.$$
Then if $\gamma_r(z, t) = (rz, r^2t)$ where $r > 0$, then

\begin{equation}
|\gamma_r x| = r^4|x|,
\end{equation}

and thus $|\ |$ is homogeneous of degree 4 with respect to the group of dilations $\gamma_r, r > 0$. A lemma of Stein and Folland implies there is a constant $C \geq 1$ satisfying

\begin{equation}
|xy| \leq C(|x| + |y|).
\end{equation}

Define $g_\alpha(z, t) = ((1 + |z|^2 + t^2)^{\alpha/2}$. Then $H(\alpha) = \{ f : \int_H |f(x)|^2 g_{2\alpha}(x) \, dx < \infty \}$. Moreover, if

\begin{equation}
J_\alpha f = g_\alpha f,
\end{equation}

then $J_\alpha$ is an isometry of $H(\beta)$ onto $H(\beta - \alpha)$. From (6.3) one has

\begin{equation}
g_\alpha(xy) \leq (2 + C)^{\alpha/2} g_\alpha(x) g_\alpha(y).
\end{equation}

Furthermore, the natural Hermitian pairing between $H(-\alpha)$ and $H(\alpha)$ defined by $\langle f, h \rangle_\alpha = \int f(x) \overline{h(x)} \, dx$ satisfies

\begin{equation}
\langle f, h \rangle_\alpha \leq \| f \|_{-\alpha} \| h \|_{\alpha}.
\end{equation}

\textbf{Lemma 6.1.} Suppose $\beta > 1$, $\gamma > 1$, $\alpha < \beta - 1$, and $\alpha < \gamma - 1$. Then

\begin{equation}
\iint_{H \times H} g_\alpha^2(xy) g_{-\beta}(x) g_{-\gamma}(y) \, dx \, dy < \infty.
\end{equation}

\textbf{Proof.} We do two cases.

\textit{Case 1:} $\alpha \geq 0$. By 6.5 one has

\begin{equation*}
\iint_{H \times H} g_\alpha^2(xy) g_{-\beta}(x) g_{-\gamma}(y) \, dx \, dy
\leq (2 + C)^\alpha \int g_{2\alpha - 2\beta}(x) \, dx \int g_{2\alpha - 2\gamma}(y) \, dy < \infty
\end{equation*}

if $\alpha < \beta - 1$ and $\alpha < \gamma - 1$.

\textit{Case 2:} $\alpha \leq 0$. Then,

\begin{equation*}
\iint g_\alpha^2(xy) g_{-\beta}(x) g_{-\gamma}(y) \, dx \, dy < \infty
\end{equation*}

if

\begin{equation*}
\int g_{-\beta}(x) \, dx < \infty \quad \text{and} \quad \int g_{-\gamma}(y) \, dy < \infty.
\end{equation*}

This occurs if $\beta > 1$ and $\gamma > 1$.

\textbf{Proposition 6.2.} Let $\beta > 1$, $\gamma > 1$, $\alpha < \beta - 1$, and $\alpha < \gamma - 1$. Then $f \mapsto g_\alpha * f$ is a bounded operator from $H(\beta)$ into $H(-\gamma)$.

\textbf{Proof.} Define $L_x g(y) = g(x^{-1}y)$. Then $g_\alpha * f(x) = \langle \hat{f}, L_x g_\alpha \rangle_\beta$ where $\hat{f}(y) = f(y^{-1})$. Thus by (6.6), $|f * g_\alpha(x)| \leq \| f \|_{\beta} \| L_x g_\alpha \|_{-\beta}$.
Set \( H(x) = \|L_x g_\alpha\|_{-\beta} \). Then by Lemma 6.1

\[
H(x) = \int H(x)^2 g_{-\gamma}(x) \, dx
= \int g_\alpha(x) g_{-\beta}(y) g_{-\gamma}(x) \, dy \, dx
\]

Note that \( \mathcal{H}(\beta) \supseteq \mathcal{H}(\alpha) \) for \( \beta < \alpha \). Hence we define the left limit Sobolev space at \( \alpha \) by

\[
\mathcal{H}(\alpha-) = \bigcap_{\beta < \alpha} \mathcal{H}(\beta).
\]

**Theorem 6.3.** Let \( \beta > \frac{1}{2}, \gamma > \frac{1}{2} \) and \( \alpha < \beta - \frac{1}{2}, \alpha < \gamma - \frac{1}{2} \). Then if \( u \in \mathcal{H}(-\alpha-) \), then the mapping \( f \mapsto u * f \) is a bounded operator from \( \mathcal{H}(\beta) \) into \( \mathcal{H}(\gamma) \).

**Proof.** Note \( |u * f(x)| \leq \int |u(xy)||f(y^{-1})| \, dy \). Hence we may assume both the functions \( u \) and \( f \) are nonnegative. Moreover, by the Cauchy-Schwarz inequality,

\[
|u * f(x)|^2 = \left( \int g_r(xy)(J_{-\beta} f)^{1/2}(y^{-1}) g_{-r}(xy) u(xy)(J_{-\beta} f)^{1/2}(y^{-1}) \, dy \right)^2
\leq \left( \int g_{2r}(xy) J_{-\beta} f(y^{-1}) \, dy \right) \left( g_{-2r}(xy) u(xy)^2 J_{-\beta} f(y^{-1}) \, dy \right).
\]

Thus \( |u * f(x)|^2 \leq A(x)B(x) \) where

\[
A(x) = (g_{2r} * J_{-\beta} f)(x) \quad \text{and} \quad B(x) = (J_{-\beta} u)^2 * J_{-\beta} f(x).
\]

Choose \( r > \alpha \) satisfying \( 2r < 2\beta - 1 \) and \( 2r < 2\gamma - 1 \). By (6.4) and Proposition 6.2, there is a constant \( K > 0 \) with

\[
||A||_{-2\gamma} \leq K ||J_{-\beta} f||_{2\beta} = K ||f||_{\beta}.
\]

Moreover, by (6.4), \( J_{-\beta} f \in \mathcal{H}(0) \) and \( J_{-\beta} u \in \mathcal{H}(r-\alpha-) \) for \( u \in \mathcal{H}(-\alpha-) \). Therefore \( (J_{-\beta} u)^2 \in L^1 \) and

\[
||B||_0 \leq ||J_{-\beta} u||_0^2 ||J_{-\beta} f||_0 \leq ||J_{-\beta} u||_0^2 ||f||_{\beta}.
\]

Thus by (6.4), (6.6), (6.8), (6.9), and (6.10):

\[
||u * f||_{-\gamma}^2 = \int |u * f(x)|^2 g_{-2\gamma}(x) \, dx
\leq \int A(x)J_{-2\gamma} B(x) \, dx = \langle A, J_{-2\gamma} B(x) \rangle_{2\gamma}
\leq ||A||_{-2\gamma} ||J_{-2\gamma} B||_{2\gamma} \leq K ||J_{-\beta} u||_0^2 ||f||_{\beta}^2.
\]
II. Representations of SU(2, 1)

In this part of the paper we develop techniques which allow one to determine unitary structures on some subquotients of the nonunitary principal series. Essentially we show at a reductive point of the principal series where the intertwining operator has a null space, there is a chain of null spaces corresponding to a sequence of intertwining operators with decreasing domains. On each quotient space of the successive null spaces, there is an invariant form which if strictly definite on the quotient determines a unitary structure for the quotient. For the group SO(4, 1), it was shown in [5] that the sequence can only have length at most one, and that this process along with the unitary principal series and complementary series yield all the irreducible unitary representations of SO(4, 1). For the group SU(2, 1), the sequence may have length one or two. Moreover, using results of Kraljevic [9] it can be shown again one obtains most of the nonprincipal unitary and complimentary series dual. It is our intent to investigate in a later paper precisely which can be obtained.

The approach taken in this part of the paper is to analytically describe the convolution operators on the Sobolev spaces $\mathcal{H}(\alpha)$ that define the intertwining operators and use the techniques on distributions obtained in Part I to yield trace integral descriptions of the invariant forms on the null-space representations mentioned above. This description is quite useful. It allows one to determine for the unitary subquotients the spectral behavior of these representations on the minimal parabolic subgroup $MAN$. For example, most have infinite multiplicity on $\overline{N}$, but there are examples of uniform multiplicity one and a mixture of one and infinite multiplicity on $\overline{N}$. Moreover there are examples of subquotients that are irreducible on $MAN$. This never occurs for a unitary principal series or complementary series representation.

1. Decompositions of SU(2, 1)

Let $G = SU(2, 1)$. In this section we establish the setup in which we will analyze the principal series of $G$.

The Cartan involution $\theta$ on $G$ is defined by $\theta(g) = (g^{-1})^*$. Let $K$ be the fixed point set of $\theta$. Then $K$ is a maximal compact subgroup of $G$. If $A$ is the subgroup $\exp(\mathbf{R}h)$ where

$$h = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix},$$

then $A$ is a maximal abelian subgroup of the space $P = \{g: \theta(g) = g^{-1}\}$. The centralizer $M$ of $A$ in $K$ consists of all matrices

$$u = \begin{bmatrix} u^2 & 0 & 0 \\ 0 & \bar{u} & 0 \\ 0 & 0 & \bar{u} \end{bmatrix},$$

where $|u| = 1$. 

Define $N$ to be the group of matrices having form

$$(z, t) = \begin{bmatrix}
1 & z & z \\
-z & 1 - \frac{1}{2}|z|^2 + ti & -\frac{1}{2}|z|^2 + ti \\
-z & \frac{1}{2}|z|^2 + ti & 1 + \frac{1}{2}|z|^2 - ti
\end{bmatrix}.$$ (1.2)

This group is identified with the Heisenberg group defined in (1.1.1).

Set $N = \theta(N)$; then $N$ is also isomorphic to the Heisenberg group $H$. The Iwasawa decomposition is

$$G = NAK.$$ (1.3)

Moreover, using the Bruhat decomposition, one has $NAM\overline{N}$ is an open submanifold of $G$ whose complement is the set $NAMw^*$ where

$$w^* = \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}.$$ (1.4)

is a representative of the nontrivial element in the Weyl group $M^*/M$, where $M^*$ is the normalizer of the group $A$ in $K$.

Define $a(r) = \exp(\log ra)$ for $r > 0$. Then:

$$a(r)(z, t)a(r)^{-1} = (r^{-1}z, r^2t),$$ (1.5)

$$a(r)\theta(z, t)a(r)^{-1} = (rz, r^2t),$$ (1.6)

and

$$u(z, t)u^{-1} = (u^3z, t),$$ (1.7)

$$u\theta(z, t)u^{-1} = \theta(u^3z, t).$$ (1.8)

Let $\mathfrak{L}_N$ be the Lie algebra of $N$. For $x \in \mathfrak{L}_A$, the Lie algebra of $A$, set $\rho(x) = \frac{1}{2} \text{tr(ad } x|_{\mathfrak{L}_N}).$ By (1.6), one has

$$\rho(h) = 2.$$ (1.9)

2. THE PRINCIPAL SERIES

Let $\alpha$ be a complex valued linear functional on $\mathfrak{L}_A$ and let $\chi$ be a character on $M$. Then we identify $\alpha$ with the complex number $\alpha(h)$ and $\chi$ with the integer $p$ for which $\chi(u) = u^p$.

Set $L^{p, \alpha}$ to be the Hilbert space of measurable complex valued functions $f$ on $G$ satisfying

$$f(namg) = e^{(\alpha + p)(\log a)} \chi(m)f(g)$$ (2.1)

and

$$\int |f(k)|^2 dk < \infty.$$ (2.2)
The principal series representation $R^{\rho, \alpha}$ is defined by

(2.3) \[ R^{\rho, \alpha}(g)f(x) = f(xg). \]

These representations are strongly continuous and are unitary when $\Re \alpha = 0$. By Proposition 6.4 of [8] the representation $R^{\rho, \alpha}$ at the Casimir element $C$ satisfies

(2.4) \[ R^{\rho, \alpha}(C) = \frac{1}{36}(p^2 + 3\alpha^2 - 12). \]

It follows that $R^{\rho, \alpha}$ can have unitary subquotients only if $\alpha$ is either real or pure imaginary. But if $\alpha$ is pure imaginary, the representation $R^{\rho, \alpha}$ is in the principal unitary series. Thus we need only consider the case when $\alpha$ is real. By Theorem 7 of [9] those irreducible unitary representations not occurring within the unitary principal series occur as subquotients of $R^{\rho, \alpha}$ for some $\alpha > 0$.

Now $NAM\bar{N}$ is a conull open subset of $G$. One then may consider the Hilbert space $\mathcal{H}^{\rho, \alpha}$ as functions on $\bar{N}$. Using standard arguments, e.g. [18], involving explicit formulas for the $NAM\bar{N}$ decomposition of $G$, $f \mapsto f|_{\bar{N}}$ defines an isometry of $\mathcal{H}^{\rho, \alpha}$ onto $\mathcal{H}(\alpha) = L^2(H, (1 + |z|^2)^2/2 + t^2)^\alpha dz dt)$, where here Haar measure on $K$ is chosen so that no constants are necessary in the isometry.

The representation $R^{\rho, \alpha}$ on $\mathcal{H}(\alpha)$ becomes

(2.5) \[ R^{\rho, \alpha}(g)f(h) = e^{(\alpha + \rho)(\log\alpha)}\chi(u)f(h'), \]

if $hg = nauh'$. On $MAN$ one has

(2.6) \[ R^{\rho, \alpha}(h_1)f(h_2) = f(h_2h_1), \]

(2.7) \[ R^{\rho, \alpha}(a(r))f(z, t) = r^{\alpha + 2}f(rz, r^2t), \]

and

(2.8) \[ R^{\rho, \alpha}(u)f(z, t) = u^\rho f(u^{-3}z, t). \]

The natural Hermitian pairing (1.6.6) between $\mathcal{H}(-\alpha)$ and $\mathcal{H}(\alpha)$ gives an invariant pairing between $R^{\rho, -\alpha}$ and $R^{\rho, \alpha}$. Namely,

(2.9) \[ \langle R^{\rho, -\alpha}(g)f_1, R^{\rho, \alpha}(g)f_2 \rangle_\alpha = \langle f_1, f_2 \rangle_\alpha \text{ if } f_1 \in \mathcal{H}(-\alpha) \text{ and } f_2 \in \mathcal{H}(\alpha). \]

3. INTERTWINING OPERATORS

The intertwining operators are defined formally on $\mathcal{H}^{\rho, \alpha}$ by

(3.1) \[ A(p, \alpha)f(z, t) = \int f(w^*\theta(w, s)^{-1}(z, t))\,dw\,ds. \]

By results from [17], it is known that these integrals define bounded operators when $\Re \alpha > 0$ and

(3.2) \[ R^{\rho, -\alpha}(g)A(p, \alpha) = A(p, \alpha)R^{\rho, \alpha}(g). \]
Hence, they are bounded when considered as operators between $H(\alpha)$ and $H(-\alpha)$. Furthermore, using (2.1) to extend the integrand in (3.1) one sees

\[(3.3) \quad A(p, \alpha)f(z, t) = \int \int \left( \frac{1}{4}|w|^4 + s^2 \right)^{\alpha/2-1} \left[ \frac{1}{2}|w|^2 - \frac{1}{2} |z|^2 - i \right]^p \times f((w, s)^{-1}(z, t)) \, dw \, ds. \]

Thus $A(p, \alpha)f = U \ast f$ where $U$ is the distribution on $H$ defined by the function

\[(3.4) \quad U(z, t) = \left( \frac{1}{4}|z|^4 + t^2 \right)^{\alpha/2-1} \left[ \frac{1}{2}|z|^2 - \frac{1}{2} |z|^2 - i \right]^p. \]

These distributions are homogeneous with respect to the group of dilations $\gamma_r$ defined in §6 of Part I. Namely

\[(3.5) \quad dU(\gamma_r(z, t)) = r^{2\alpha} \, dU(z, t). \]

Moreover, note $U$ depends analytically on $\alpha$ and $U$ is locally $L^1$ at $(0, 0)$ for $\alpha > 0$. Using this one can see that

\[(3.6) \quad U = u_1 + u_2 \quad \text{where} \quad u_1 \in L^2(H) \quad \text{and} \quad u_2 \in L^2(H) \quad \text{if} \quad 0 < \alpha < 1, \]

and

\[(3.7) \quad U \in H(- (\alpha - 1)) \quad \text{if} \quad \alpha > 1. \]

Thus by (1.6.3)

\[(3.8) \quad A(p, \alpha) \quad \text{is a bounded convolution operator from} \quad H(\beta) \quad \text{into} \quad H(\gamma) \quad \text{if} \quad \alpha > 1, \quad \beta > \alpha - \frac{1}{2}, \quad \text{and} \quad \gamma > \alpha - \frac{1}{2}. \]

Since $U(uw, s) = U(w, s)$ when $|u| = 1$, $U$ defines a radial tempered distribution on $H$. By Theorems I.5.3 and I.5.4, one has

\[(3.9) \quad \hat{U}_{m,n} = 0 \quad \text{if} \quad m \neq n \]

and

\[(3.10) \quad (U \ast f)_{m,n} = \hat{f}_{m,n} \hat{U}_{n,n}. \]

Note by (3.6) that $U$ is the sum of an $L^1$ and an $L^2$ function if $0 < \alpha < 1$. Hence $\pi^\lambda(U)$ is defined a.e. $\lambda$.

**Proposition 3.1.** Suppose $0 < \alpha < 1$ and $\phi \in \mathcal{S}_0(H)$. Then

\[ \hat{U}(\phi) = \int \phi(\lambda) A(\lambda) \, d\lambda, \]

where

\[ A(\lambda) = \pi^\lambda(U) = \int \int U(z, t) \pi^\lambda(z, t) \, dz \, dt. \]
Moreover,

\[ ||A(\lambda)|| \leq ||u_1||_1 + \left( \frac{\pi}{|\lambda|} \int |\hat{u}_2(z, \lambda)|^2 \, dz \right)^{1/2} \]

Proof. By (I.4.1)

\[ \widehat{U}(\phi) = \iiint \phi(\lambda) U(z, t) \pi^\lambda(z, t) \, d\lambda \, dz \, dt \]

Note

(3.11) \[ \left| \int u_1(z, t) \pi^\lambda(z, t) \, dz \, dt \right| \leq ||u_1||_1, \]

and by (I.2.5) and (I.3.3) that

\[ \int u_2(z, t) \pi^\lambda(z, t) \, dz \, dt = \rho^\lambda(\hat{u}_2(\cdot, \lambda)). \]

But by (I.3.5)

(3.12) \[ \| \rho^\lambda(\hat{u}_2(\cdot, \lambda)) \|^2 \leq \frac{\pi}{|\lambda|} \int |\hat{u}_2(z, \lambda)|^2 \, dz. \]

Thus

\[ \widehat{U}(\phi) = \int \phi(\lambda) \left( \int u(z, t) \pi^\lambda(z, t) \, dz \, dt \right) \, d\lambda = \int \phi(\lambda) A(\lambda) \, d\lambda. \]

Note \( A(\lambda) \) is a bounded operator on \( \mathcal{H} \) if \( \lambda < 0 \) and is bounded on \( \overline{\mathcal{H}} \) when \( \lambda > 0 \). Define

(3.13) \[ \hat{u}_{m,m}(\phi) = \begin{cases} \langle A(\lambda)e_m, e_m \rangle & \text{if } \lambda > 0, \\ \langle A(\lambda)e_m, e_m \rangle^- & \text{if } \lambda < 0. \end{cases} \]

Since \( \hat{U}_{m,m}(\phi) = \langle \hat{U}(\phi)e_m, e_m \rangle \), it follows from Proposition 3.1 that

(3.14) \[ \hat{U}_{m,m}(\phi) = \int \phi(\lambda) \hat{u}_{m,m}(\lambda) \, d\lambda. \]

Next we diagonalize the operators \( A(\lambda) \) relative to the basis \( e_m \). Such a diagonalization is possible since \( \hat{U}_{m,n} = 0 \) for \( m \neq n \) is equivalent to the diagonalizability of \( A(\lambda) \) relative to the basis \( \{e_m\} \). Moreover, \( \hat{u}_{m,m}(\lambda) \) give the diagonal entries.

Note by (I.5.5) and the remarks after Theorem I.5.2 that for \( 0 < \alpha < 1 \) one has

(3.15) \[ \hat{U}(f) = \frac{1}{2\pi^2} \int |\lambda| \text{tr}(\pi^\lambda(f)A(\lambda)) \, d\lambda \]

for all Schwartz functions \( f \).

Furthermore, (I.1.8) shows

\[ \pi^\lambda = \pi \circ \gamma_{\sqrt{\lambda}} \quad \text{and} \quad \pi^{-\lambda} = \pi \circ \gamma_{\sqrt{\lambda}}^{-1} \quad \text{for } \lambda > 0. \]
Therefore, if \( \lambda > 0 \),

\[
A(\lambda) = \int U(z, t) \pi \circ \gamma_\lambda(z, t) \, dz \, dt
= \int dU(z, t) \pi \circ \gamma_\lambda(z, t)
= \int dU(\gamma_{\sqrt{-1}}(z, t)) \pi(z, t).
\]

Thus by (3.6) we see

\[
A(\lambda) = \begin{cases} 
\pi(U)/\lambda^\alpha & \text{if } \lambda > 0, \\
\overline{\pi(U)}/|\lambda|^\alpha & \text{if } \lambda < 0.
\end{cases}
\]

Hence by (3.13) and (3.15) we have:

**Proposition 3.2.** Suppose \( 0 < \alpha < 1 \). Then:

(a) \( \hat{U}(f) = \frac{1}{2\pi^2} \left( \int_{-\infty}^{0} \text{tr}(\pi^\lambda(f)\overline{\pi(U)})|\lambda|^{1-\alpha} \, d\lambda 
+ \int_{0}^{\infty} \text{tr}(\pi^\lambda(f)\pi(U))|\lambda|^{1-\alpha} \, d\lambda \right) \),

and

(b) \( \hat{u}_{\alpha, \alpha}(\lambda) = \begin{cases} |\lambda|^{-\alpha} \langle \pi(U)e_n, e_n \rangle & \text{for } \lambda > 0, \\
|\lambda|^{-\alpha} \langle \overline{\pi(U)}e_n, e_n \rangle & \text{for } \lambda < 0.
\end{cases} \)

To calculate the matrix coefficient \( \langle \pi(U)e_n, e_n \rangle \), note by (1.1.6) that:

\[
\langle \pi(U)e_n, e_n \rangle = \iint U(z, t)e^{-it} \langle \pi(z, 0)e_n, e_n \rangle \, dz \, dt
= \iint U(z, t)e^{-it} L_0^0(|z|^2)e^{-|z|^2/2} \, dz \, dt.
\]

Thus by (3.4) and a change to polar coordinates, one has

\[
\langle \pi(U)e_n, e_n \rangle = 2\pi \int_0^\infty \left( \frac{1}{4} r^4 + t^2 \right)^{\alpha/2 - 1} \left( \frac{1}{2} r^2 - it \right)^p
\times e^{-it} L_0^0(r^2)e^{-r^2/2} \, dr \, dt.
\]

The change of variables \( r = \sqrt{2x}, t = xy \) yields

\[
\langle \pi(U)e_n, e_n \rangle = 2\pi \int_{-\infty}^{\infty} \left( \int_0^\infty x^{\alpha-1} e^{-x(1+iy)} L_0^0(2x) \, dx \right)
\times (1 + y^2)^{\alpha/2 - 1} \left( \frac{1 - iy}{|1 - iy|} \right)^p \, dy.
\]

But by (6.1.1) of [1]

\[
\int_0^\infty t^{\alpha-1} e^{-kt} \, dt = k^{-\alpha} \Gamma(z) \quad \text{if } \Re z > 0 \text{ and } \Re k > 0.
\]
Thus
\[
\int_{0}^{\infty} x^{a-1} e^{-x(1+iy)} L_n^0(2x) \, dx = \sum_{l=0}^{n} (-1)^l \frac{2^l n!}{(n-l)!(l)!^2} \int_{0}^{\infty} x^{a+l-1} e^{-x(1+iy)} \, dx
\]
\[
= \sum_{l=0}^{n} (-1)^l \frac{2^l n!}{(n-l)!(l)!^2} (1 + iy)^{a+l} \Gamma(a+l).
\]

It follows by (3.18) that
\[
(3.20) \quad \langle \pi(U)e_n, e_n \rangle = 2\pi n! \sum_{l=0}^{n} (-2)^l \frac{\Gamma(a+l)}{(n-l)!(l)!^2} \times \int_{-\infty}^{\infty} (1 + iy)^{-a/2-p/2-l-1} (1 - iy)^{a/2+p/2-1} \, dy.
\]

Define \( I(r, s) \) by
\[
(3.21) \quad I(r, s) = \int_{-\infty}^{\infty} (1 + it)^{-r} (1 - it)^{-s} \, dt \quad \text{when } r + s > 1.
\]

Then by (3.20) one has
\[
(3.22) \quad \langle \pi(U)e_n, e_n \rangle = 2\pi n! \sum_{l=0}^{n} (-2)^l \frac{\Gamma(a+l)}{(n-l)!(l)!^2} \times \int_{-\infty}^{\infty} (1 + iy)^{-a/2-p/2-l-1} (1 - iy)^{a/2+p/2-1} \, dy.
\]

**Proposition 3.3.** Suppose \( r + s > 1 \). Then
\[
I(r, s) = \frac{4\pi}{2^{r+s}(r+s-1)B(r, s)}
\]
where
\[
B(r, s) = \frac{\Gamma(r)\Gamma(s)}{\Gamma(r+s)}
\]
is the Beta function.

**Proof.** Define \( f_\lambda \) by
\[
f_\lambda(t) = \begin{cases} 
\lambda^t e^{-\lambda} & \text{if } \lambda > 0, \\
0 & \text{if } \lambda < 0.
\end{cases}
\]

Then for \( \lambda > 0 \), \( f_\lambda \in L^1(\mathbb{R}) \) and by (3.19), \( \hat{f}_\lambda(t) = (1 + it)^{-l-1} \Gamma(l+1) \).

Moreover, by the Plancherel Theorem on \( \mathbb{R} \) one has
\[
\frac{1}{2\pi} \int \hat{f}(t)\hat{g}(-t) \, dt = \int f(\lambda)g(\lambda) \, d\lambda.
\]

Therefore
\[
\int_{0}^{\infty} \lambda^{r-1} e^{-\lambda} \lambda^{s-1} e^{-\lambda} \, d\lambda = \frac{1}{2\pi} \int \Gamma(r)\Gamma(s)(1 + it)^{-r}(1 - it)^{-s} \, dt
\]
\[
= \frac{1}{2\pi} \Gamma(r)\Gamma(s)I(r, s) \quad \text{if } r > 1 \text{ and } s > 1.
\]
Thus by (3.19)
\[
I(r, s) = \frac{2\pi}{\Gamma(r)\Gamma(s)} \int_0^\infty \lambda^{r+s-1} e^{-2\lambda} d\lambda
\]
\[
= \frac{2\pi}{\Gamma(r)\Gamma(s)} 2^{r+s-1} \Gamma(r+s-1) = 2^{r+s} \pi \frac{\Gamma(r+s)}{(r+s-1)\Gamma(r)\Gamma(s)},
\]
for \( r > 1 \) and \( s > 1 \). The result follows by analytic continuation. \( \square \)

To continue the calculation we shall need the following identity of Vandermonde:
\[
\frac{\Gamma(\alpha)\Gamma(w+n-2)}{\Gamma(w-\alpha)\Gamma(w+n)n!} = \sum_{l=0}^{n} (-1)^l \frac{\Gamma(\alpha+l)}{\Gamma(w+l)l!(n-l)!}.
\]

By (3.22), Proposition 3.3, and (3.23) one has
\[
\langle \pi(U)e_n, e_n \rangle = 2\pi^2 n! \sum_{l=0}^{n} (-1)^l \frac{\Gamma(\alpha+l)}{(n-l)!(\alpha/2+p/2+l+1)\Gamma(1-\alpha/2-p/2)}
\]
\[
= \frac{2\pi^2 \Gamma(\alpha)\Gamma(1+n+p/2-\alpha/2)}{\Gamma(p/2-\alpha/2+1)\Gamma(1-\alpha/2-p/2)\Gamma(\alpha/2+p/2+n+1)}.
\]

Next notice
\[
\langle \pi(U)e_n, e_n \rangle = \int U(z, t)\langle \pi(z, t)e_n, e_n \rangle dz dt
\]
\[
= \int U(z, t)e^{it}\langle \pi(z, 0)e_n, e_n \rangle dz dt
\]
\[
= \int U(z, t)e^{-it}\langle \pi(z, 0)e_n, e_n \rangle dz dt
\]
\[
= \langle \pi(\bar{U})e_n, e_n \rangle.
\]

Since \( \bar{U} \) has the same parameters as \( U \) except that \( p \) is replaced by \(-p\), one has
\[
\langle \pi(\bar{U})e_n, e_n \rangle = \frac{2\pi^2 \Gamma(\alpha)\Gamma(1+n-p/2-\alpha/2)}{\Gamma(p/2-\alpha/2+1)\Gamma(1-\alpha/2-p/2)\Gamma(\alpha/2-p/2+n+1)}.
\]

Define \( c_n^\pm(\alpha) \) by
\[
c_n^\pm(\alpha) = \frac{2\pi^2 \Gamma(\alpha)\Gamma(1+n\pm p/2-\alpha/2)}{\Gamma(p/2-\alpha/2+1)\Gamma(1-\alpha/2-p/2)\Gamma(\alpha/2\pm p/2+n+1)}.
\]

From Proposition 3.2 we then have for \( 0 < \alpha < 1 \)
\[
u_{n,n}(\lambda) = \begin{cases} 
    c_n^+(\alpha)/\lambda^n & \text{if } \lambda > 0, \\
    c_n^-(\alpha)/|\lambda|^n & \text{if } \lambda < 0.
\end{cases}
\]

Moreover, the operators \( A(\lambda) \) satisfy \( A(\lambda)e_n = \tilde{u}_{n,n}(\lambda)e_n \) for these \( \alpha \).
Formulas (3.14) and (3.25) completely determine the distributions $\hat{U}_{n,n}$ when the parameter $\alpha$ is in the interval $(0, 1)$. Furthermore, the distribution $\hat{U}$ may be calculated using the integral trace formula in Proposition 3.2 for $\alpha$ in this interval.

The functions $c_n^\pm$ are defined for all $\alpha > 0$. We hence define

\begin{equation}
\hat{u}_{n,n}(\lambda) = \begin{cases} 
c_n^+(\alpha)/|\lambda|^\alpha & \text{if } \lambda > 0, \\
c_n^-(\alpha)/|\lambda|^\alpha & \text{if } \lambda < 0.
\end{cases}
\end{equation}

Define $A(\lambda)$ by

\begin{equation}
A(\lambda)e_n = \hat{u}_{n,n}(\lambda)e_n,
\end{equation}

where $A(\lambda)$ is a linear operator on $H$ when $\lambda$ is positive and where it is linear of $\overline{H}$ when $\lambda$ is negative. As seen from Proposition 3.1, we have $A(\lambda) = \pi^\lambda(U)$ when $\alpha$ is between 0 and 1. By analyticity of the matrix coefficients of $A(\lambda)$ with respect to $\alpha$ we can consider $A(\lambda)$ as an analytic extension of the operators $\pi^\lambda(U)$. The operators $\pi^\lambda(U)$ are not bounded for $\alpha \geq 1$ but as can be seen from (3.24), (3.26), and (3.27), the operators $A(\lambda)$ are bounded for all $\alpha > 0$. These operators are the principal bounded parts of the distributions $\pi^\lambda(U)$. We shall also use the notation $\pi^\lambda_b(U)$ to denote $A(\lambda)$ and $\pi_b = \pi^1_b$. We thus have $\pi^\lambda(U) = \pi^\lambda_b(U)$ provided $0 < \alpha < 1$. Indeed we have:

**Proposition 3.4.** Suppose $\hat{f} \in \mathcal{S}_0(H)$ and $\phi \in \mathcal{S}_0(\mathbb{R})$. Then for $\alpha > 0$

\begin{enumerate}[(a)]
\item $\hat{U}(f) = \frac{1}{2\pi^2} \left( \int_{-\infty}^{0} \text{tr}(\pi^\lambda(f)\overline{\pi^\lambda_b(U)})|\lambda|^{1-\alpha} d\lambda 
+ \int_{0}^{\infty} \text{tr}(\pi^\lambda(f)\pi^\lambda_b(U))|\lambda|^{1-\alpha} d\lambda \right)$,
\item $\hat{U}_{n,n}(\phi) = \int \phi(\lambda)\hat{u}_{n,n}(\lambda) d\lambda$.
\end{enumerate}

**Proof.** $\hat{U}(f)$ is an analytic function of $\alpha$ for $\alpha > 0$. By Proposition 3.2 (a) holds for $0 < \alpha < 1$. But the right-hand side of the equality in (a) is also analytic in $\alpha$ for $\alpha > 0$. Hence the equality holds for all $\alpha > 0$. The second statement is proved similarly. \( \square \)

We remark that from Theorem 1.5.4 one has

\begin{equation}
(A(p, \alpha)f)_{m,n} = \int m,n U_{n,m},
\end{equation}

if $f$ is a Schwartz function on $H$. By continuity of the operator $A(p, \alpha)$ and the $L^2$ density of the Schwartz functions, this identity holds for all $f$ in $\mathcal{H}(\alpha)$.

4. **Representations of MAN**

In this section we describe the unitary dual of the minimal parabolic subgroup $P = MAN$. We also establish equivalences of each infinite-dimensional unitary
representation of $P$ which is nontrivial on the center of $\overline{N}$ with all members of
a family of representations of $P$ defined in terms of the matrix coefficients of
$\pi$ on $H$ and a real parameter $\alpha$. These equivalences will be used to obtain the
spectral decompositions of restrictions to $P$ of representations of $SU(2, 1)$.

Define a unitary operator $T_u$, $|u| = 1$, on $H$ and $\overline{H}$ by
\begin{equation}
T_u f(z) = f(u^{-3}z).
\end{equation}
An easy calculation using (I.1.3) shows
\begin{equation}
T_u \pi(z, t) T_u^{-1} = \pi(u^3 z, t),
\end{equation}
and similarly
\begin{equation}
T_u \overline{\pi}(z, t) T_u^{-1} = \overline{\pi}(u^3 z, t).
\end{equation}

Suppose $p$ is an integer. Define $\tau^{p, +}$ and $\tau^{p, -}$ on $L^2((0, \infty), H)$ and
$L^2((-\infty, 0), \overline{H})$ respectively by
\begin{align}
\tau^{p, \pm}(h)f(\lambda) &= \pi^h f(\lambda), \\
\tau^{p, \pm}(r) f(\lambda) &= r^{-1} f(r^{-2} \lambda), \\
\tau^{p, \pm}(u) f(\lambda) &= u^p T_u f(\lambda).
\end{align}
By (1.5), (1.7), (I.1.3), (I.1.8), (4.2), and (4.3) the $\tau^{p, \pm}$ are unitary representa-
tions of $P$. Moreover, by (4.4) one has
\begin{equation}
\tau^{p, +}|_H = \int_0^\infty \pi^\lambda d\lambda
\end{equation}
and
\begin{equation}
\tau^{p, -}|_H = \int_{-\infty}^0 \pi^\lambda d\lambda.
\end{equation}

Let $\chi$ be any nontrivial character of $H$. Let $\tau$ be the unitary representation
of $P$ induced by $\chi$. By the Mackey subgroup theorem and the triviality of $\chi$
on the center of $H$, $\tau$ is trivial on the center of $\overline{N}$. Applying Mackey’s little
subgroup method one obtains

**Proposition 4.1.** The representations $\tau$, $\tau^{p, \pm}$, $p$ an integer, form a complete list
of the infinite-dimensional irreducible unitary representations of $P$.

We remark that the finite-dimensional irreducible unitary representations of
$P$ are just the characters of $MA$ extended to $P$.

The irreducible representations of $P$ which are nontrivial on the center of $\overline{N}$
play a significant role in the remainder of this paper. They are sufficient
to decompose the representations of $SU(2, 1)$ which we construct in the next
section.

Let $\alpha$ be a real number and let $c > 0$. Let $l_2^c$ be the Hilbert space of all
square summable complex sequences $(c_0, c_1, c_2, \ldots)$. Then
\begin{align}
\mathcal{H}^+ &= L^2((0, \infty), l_2, c|\lambda|^{-\alpha} d\lambda), \\
\mathcal{H}^- &= L^2((-\infty, 0), l_2, c|\lambda|^{-\alpha} d\lambda)
\end{align}
are Hilbert spaces. Define representations $R^\pm$ on $\mathcal{H}^\mp$ by

\begin{align*}
R^\pm(a(r))f(\lambda) &= r^{a-1}f(\lambda/r^2), \\
(R^\pm(u))f(\lambda)_m &= u^p f(\lambda)_m, \quad \text{and} \\
(R^\pm(h)f)(\lambda)_m &= \sum_l \langle \pi^\lambda(h)^{-1}e_m, e_l \rangle f(\lambda)_l.
\end{align*}

Clearly $R^\pm(a(r))$ and $R^\pm(u)$ are unitary. Moreover, by Parseval's identity, $\|R^+(z, t)f(\lambda)\|^2 = \|f(\lambda)\|^2$. Thus, $R^+(z, t)$ is unitary.

**Theorem 4.2.** $R^\pm$ is a unitary representation of $P$ unitarily equivalent to $\tau^p,^\pm$.

**Proof.** We show the equivalence of $R^-$ with $\tau^p,^-$. Define a linear transformation $W$ from $L^2((-\infty, 0), \mathcal{H})$ into $\mathcal{H}^+$ by

\begin{equation}
(Wf)(\lambda)_m = c^{-1/2}|\lambda|^{a/2}(f(-\lambda), e_m).
\end{equation}

Then

$$||Wf(\lambda)||^2 = c^{-1}|\lambda|^a||f(-\lambda)||^2.$$ 

Hence by (1.8), $W$ is an isometry. Moreover, $W$ is surjective. An easy calculation shows $W\tau^p,^-(a(r)) = R^-(a(r))W$. Furthermore, if $|u| = 1$, then

\begin{align*}
(W\tau^p,^-(u)f)(\lambda)_m &= c^{-1/2}|\lambda|^{a/2}\langle \tau^p,^-(u)f(-\lambda), e_m \rangle \\
&= c^{-1/2}|\lambda|^{a/2}\langle u^p T_u f(-\lambda), e_m \rangle \\
&= c^{-1/2}|\lambda|^{a/2}u^p \langle f(-\lambda), T_u^{-1}e_m \rangle.
\end{align*}

But by (4.1), $T_u^{-1}e_m = u^{-3m}e_m$ on the conjugate space $\overline{\mathcal{H}}$. Thus

\begin{align*}
(W\tau^p,^-(u)f)(\lambda)_m &= c^{-1/2}|\lambda|^{a/2}u^p + 3m \langle f(-\lambda), e_m \rangle \\
&= u^p + 3m Wf(\lambda)_m = R^-(u)Wf(\lambda)_m.
\end{align*}

Finally note that

\begin{align*}
(W\tau^p,^+(h)f)(\lambda)_m &= c^{-1/2}|\lambda|^{a/2}\langle \tau^p,^+(h)f(-\lambda), e_m \rangle \\
&= c^{-1/2}|\lambda|^{a/2}\langle \pi^{-\lambda}(h)f(-\lambda), e_m \rangle \\
&= c^{-1/2}|\lambda|^{a/2}\langle f(-\lambda), \pi^{-\lambda}(h^{-1})e_m \rangle \\
&= c^{-1/2}|\lambda|^{a/2}\sum_k \langle \pi^\lambda(h^{-1})e_m, e_k \rangle \langle f(-\lambda), e_k \rangle,
\end{align*}

since $\langle \pi^{-\lambda}(h^{-1})e_m, e_k \rangle = \langle \pi^\lambda(h^{-1})e_m, e_k \rangle$ for $\pi^\lambda$ and $\pi^{-\lambda}$ are conjugate representations. Therefore $W\tau^p,^+(h) = R^-(h)W$.

That $R^+$ is equivalent to $\tau^p,^+$ is proved similarly.

### 5. Null space representations

The intertwining operators $A(p, \alpha)$, $\Re \alpha > 0$ are strongly analytic in the parameter $\alpha$ as operators on $L^2(K\backslash M) = \mathcal{H}^p,^\alpha$. In this section a sequence
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$H^{p,\alpha_0} = N_0 \supseteq N_1 \supseteq N_2 \supseteq \cdots \supseteq N_k \supseteq N_{k+1} = \{0\}$ of invariant subspaces will be constructed along with invariant nondegenerate forms on the subquotient spaces $N_t/N_{t+1}$ for the representation $R^{p,\alpha_0}$ at any value $\alpha_0$ where $A(p, \alpha_0)$ has nontrivial null space. For expository reasons it is advantageous to develop the setup in the situation where the operators $A(p, \alpha)$ act on the fixed Hilbert space $L^2(K/M)$. The natural Hermitian pairing (1.6.6) between $H^{p,-\alpha}$ and $H^{p,\alpha}$ is then

$$\langle f, h \rangle = \int f(k) \overline{h(k)} \, dk.$$  

By (2.9) one has

$$\langle R^{p,-\alpha}(g), f, R^{p,\alpha}(g)h \rangle = \langle f, h \rangle \quad \text{for all } g.$$  

Moreover, since $A(p, \alpha)$ intertwines $R^{p,\alpha}$ with $R^{p,-\alpha}$ and by (2.9) the form $\langle \ , \ \rangle$ is invariant under $R^{p,-\alpha} \times R^{p,\alpha}$, the form $\langle A(p, \alpha)f, h \rangle$ is invariant under the representation $R^{p,\alpha}$.

Suppose now that one has a bounded operator valued strongly analytic function $\alpha \mapsto B(\alpha)$ all defined on a closed subspace $N_k$ of $L^2(K/m)$ having values in $L^2(K/M)$. Furthermore, suppose $N_k$ is invariant under the representation $R^{p,\alpha_0}$ and one has

$$\langle B(\alpha)R^{p,\alpha_0}(g)f, R^{p,-\alpha_0}(g)B(\alpha)f \rangle = \langle B(\alpha_0)f, h \rangle \quad \text{for all } f \in N_k, \ g \in G.$$  

Define $N_{k+1} = \{ f \in N_k : B(\alpha_0)f = 0 \}$. Then $N_{k+1}$ is a closed subspace of $N_k$; and by (5.3) and the invariance of $N_k$ under $R^{p,\alpha_0}$, it is an invariant subspace of $R^{p,\alpha_0}$.

Since $B(\alpha_0)$ intertwines $R^{p,\alpha_0}$ and $R^{p,-\alpha_0}$ on $N_k$, the form $\langle B(\alpha_0)f, h \rangle$ is invariant under the representation $R^{p,\alpha_0}$ and factors to an invariant form on $N_k/N_{k+1}$. Define $C(\alpha)$ on $N_{k+1}$ by:

$$C(\alpha)f = \begin{cases} \frac{B(\alpha)}{\alpha - \alpha_0}f & \text{if } \alpha \neq \alpha_0, \\ \lim_{\alpha \to \alpha_0} \frac{B(\alpha)}{\alpha - \alpha_0}f & \text{if } \alpha = \alpha_0. \end{cases}$$

Then $C(\alpha)$ is a strongly analytic bounded operator valued function defined on $N_{k+1}$ which satisfies (5.3). This procedure can be inductively repeated and we obtain the following result.

**Theorem 5.1.** Suppose $\alpha_0 > 0$. Then there is a finite sequence

$H^{p,\alpha_0} = N_0 \supseteq N_1 \supseteq N_2 \supseteq \cdots \supseteq N_k \supseteq N_{k+1} = \{0\}$

of closed invariant subspaces for the representation $R^{p,\alpha_0}$ such that

$$\lim_{\alpha \to \alpha_0} \left\langle A(p, \alpha), f, h \right\rangle$$
defines an invariant form for the subquotient representation of $R^{p, \alpha_0}$ on $N_j/N_{j+1}$.

The sequence terminates since the principal series have finite Jordan-Hölder series. For later reference we also note:

$$N_{j+1} = \left\{ f : \lim_{\alpha \to \alpha_0} \frac{A(p, \alpha)}{A(p, 0)} f = 0 \right\}. \tag{5.5}$$

Next we will develop explicit information in regards to the sequence $N_0 \supseteq N_1 \supseteq N_2 \supseteq \cdots \supseteq N_k \supseteq N_{k+1} = 0$ described in Theorem 5.1. To emphasize the dependence of the distribution $U$ on $\alpha$, we shall sometimes write $U_\alpha$.

First one needs to determine when there are $f$ in $\mathscr{H}(\alpha_0)$ satisfying the equality $A(p, \alpha_0)f = 0$. By (3.28) one has $(A(p, \alpha_0)f)_{m,n} = \widehat{f}_{m,n} \widehat{U}_{n,n}$. Thus $A(p, \alpha_0)f = 0$ implies $\widehat{f}_{m,n} \widehat{U}_{n,n} = 0$ for all $n$. By (b) of Proposition 3.4 and by (3.26) one sees $\widehat{f}_{m,n} \widehat{U}_{n,n} = 0$ iff $\widehat{f}_{m,n} = 0$, or $c^+_n(\alpha_0) = 0$, or $c^-_n(\alpha_0) = 0$. Indeed if one sets

$$f_{m,n}(\lambda) = 1_{(0, \infty)}(\lambda) \widehat{f}_{m,n}(\lambda), \quad \widehat{f}_{m,n}(\lambda) = 1_{(-\infty, 0)}(\lambda) \widehat{f}_{m,n}(\lambda), \tag{5.6}$$

then $\widehat{f}_{m,n} \widehat{U}_{n,n} = 0$ occurs if

- $c^+_n(\alpha_0) = c^-_n(\alpha_0) = 0$, or
- $c^+_n(\alpha_0) = 0$, $\widehat{f}_{m,n} = 0$, or
- $c^-_n(\alpha_0) = 0$, $\widehat{f}_{m,n} = 0$.

Since $\widehat{f}_{m,n} = 0$ for all $m, n$ implies $f = 0$, one has

**Proposition 5.2.** The null space $N_1$ is nontrivial if and only if there is an $n$ such that either $c^+_n(\alpha_0) = 0$ or $c^-_n(\alpha_0) = 0$. Moreover, if $f \in N_1$, then

$$\widehat{f}_{m,n} = 0 \quad \text{if} \quad c^+_n(\alpha_0) \neq 0,$$

$$\widehat{f}_{m,n} = 0 \quad \text{if} \quad c^-_n(\alpha_0) \neq 0.$$

By (3.24) one obtains

**Corollary 5.3.** $N_1 \neq 0$ iff $p + \alpha_0$ or $p - \alpha_0$ is a nonzero even integer.

Note in [9] Kraljevic showed $R^{p, \alpha_0}$ is reducible precisely in these cases. By (5.4) and (5.5) one sees the operator $A^j(p, \alpha_0)$ defined on $N^j$ by

$$A^j(p, \alpha_0)f = \lim_{\alpha \to \alpha_0} \frac{A(p, \alpha)}{(\alpha - \alpha_0)^j} f. \tag{5.7}$$
exists in \( \mathcal{H}(-\alpha_0) \). In particular, by (3.28) one has
\[
\left( A^j(p, \alpha_0) f \right)_{m,n} = \lim_{\alpha \to \alpha_0} \left( A(p, \alpha) \right)_{m,n} = \lim_{\alpha \to \alpha_0} \frac{f_{m,n}}{\alpha \alpha_0} \hat{U}_{n,n}. 
\]
But by (3.25),
\[
\lim_{\alpha \to \alpha_0} \frac{\hat{U}_{n,n}}{\alpha \alpha_0}\]
is a distribution on \( \mathcal{S}_0(\mathbb{R}) \) defined by the function
\[
\lim_{\alpha \to \alpha_0} \frac{c_n^-(\alpha)}{\alpha \alpha_0} |\lambda|^{-\alpha_0} \mathbf{1}_{(-\infty, 0)}(\lambda) + \lim_{\alpha \to \alpha_0} \frac{c_n^+(\alpha)}{\alpha \alpha_0} |\lambda|^{-\alpha_0} \mathbf{1}_{[0, \infty)}(\lambda).
\]
Define \( c_{n,j}^\pm(\alpha_0) \) by
\[
c_{n,j}^\pm(\alpha_0) = \lim_{\alpha \to \alpha_0} \frac{c_n^\pm(\alpha)}{\alpha \alpha_0} \]
where they are taken to be \( \infty \) if the limit does not exist. In summary one has

**Proposition 5.4.** The \( j \)th null space \( N_j \) is nontrivial iff \( c_{n,j}^+(\alpha_0) \neq \infty \) or \( c_{n,j}^-(\alpha_0) \neq \infty \) for some \( n \). Moreover, if \( f \in N_j \), then \( \hat{f}_{m,n}^+ = 0 \) whenever \( c_{n,j}^+(\alpha_0) = \infty \) and \( \hat{f}_{m,n}^- = 0 \) whenever \( c_{n,j}^-(\alpha_0) = \infty \).

The above discussion shows that
\[
\left( A^j(p, \alpha_0) f \right)_{m,n} = \hat{f}_{m,n} U_{n,n}^j, 
\]
where \( U_{n,n}^j \) is the distribution defined by the function
\[
U_{n,n}^j(\lambda) = \begin{cases} 
\frac{c_{n,j}^+(\alpha_0)}{|\lambda|^n} & \text{if } \lambda > 0, \\
\frac{c_{n,j}^-(\alpha_0)}{|\lambda|^n} & \text{if } \lambda < 0.
\end{cases}
\]

By Corollary 5.3 we may assume \( \alpha_0 = p + 2k > 0 \) for some integer \( k \), for otherwise \( N_1 = 0 \). Then by (5.8) and (3.24)
\[
c_{n,j}^+(\alpha_0) = 2^{1-j} \pi^2 \Gamma(\alpha_0) \lim_{x \to k} \frac{\Gamma(1+n-x)}{(x-k)^j \Gamma(1-x) \Gamma(1-p-x) \Gamma(x+p+n+1)},
\]
\[
c_{n,j}^-(\alpha_0) = 2^{1-j} \pi^2 \Gamma(\alpha_0) \lim_{x \to k} \frac{\Gamma(1+n-p-x)}{(x-k)^j \Gamma(1-x) \Gamma(1-p-x) \Gamma(x+n+1)}.
\]
But the gamma function satisfies
\[
\lim_{x \to k} (x-k) \Gamma(x-l) = \frac{(-1)^{l-k}}{(l-k)!} \text{ if } l \geq k,
\]
and

\[(5.14) \lim_{x \to k} (x - k) \Gamma(l - x) = \frac{(-1)^{l-k+1}}{(k-l)!} \quad \text{if } l \leq k.\]

Hence

\[(5.15) \lim_{x \to k} \frac{\Gamma(l - x)}{\Gamma(m - x)} = (-1)^{l-m} \frac{(k-m)!}{(k-l)!}, \quad k \geq l \text{ and } k \geq m,\]

and

\[(5.16) \lim_{x \to k} \frac{\Gamma(l - x)}{\Gamma(x - m)} = (-1)^{l+m-1} \frac{(m-k)!}{(k-l)!}, \quad k \geq l \text{ and } k \leq m.\]

Thus by (5.8)

\[(5.17) c_{n,j}^\pm(\alpha_0) \neq \left\{ \begin{array}{ll} 0 & \text{ implies } c_{n,k}^\pm(\alpha_0) = \left\{ \begin{array}{ll} 0 & \text{for } k < j, \\ \infty & \text{for } k > j. \end{array} \right. \end{array} \right.\]

It follows by (5.11) and (5.12) that $c_{n,3}^\pm(\alpha_0) = \infty$ for all $n$. Thus by Proposition 2.4, the null space $N_3$ is trivial. We thus need only calculate the nonzero, noninfinity values of $c_{n,0}^\pm(\alpha_0), c_{n,1}^\pm(\alpha_0),$ and $c_{n,2}^\pm(\alpha_0)$.

Using (5.11) and (5.12) and the limit properties (5.13)–(5.16) of the gamma function for $\alpha_0 = p + 2k > 0$ one obtains

\[(5.18) c_{n,0}^+(\alpha_0) = (-1)^n 2\pi^2 \Gamma(\alpha_0) \frac{(k-1)!}{(-k-p)!(k+p+n)!(k-n-1)!} \quad \text{if } 0 \leq -k-p \leq n < k;\]

\[
\begin{align*}
(-1)^{n+p+k} \pi^2 \Gamma(\alpha_0) & \frac{(k-1)!(k+p-1)!}{(k-n-1)!(k+p+n)!} & \text{if } 1 \leq k \text{ and } 1 \leq p+k, \ n < k; \\
(-1)^{k-p-1} \pi^2 \Gamma(\alpha_0) & \frac{(-p-n-k-1)!(k-1)!}{(-k-p)!(k-n-1)!} & \text{if } p+k \leq 0, \ 1 \leq k, \ n < k, \ \text{and } n < -k-p; \\
(-1)^k \pi^2 \Gamma(\alpha_0) & \frac{(n-k)!(k-1)!}{(-k-p)!(n+k+p)!} & \text{if } 0 \leq -k-p \leq n \text{ and } 1 \leq k \leq n; \\
(-1)^{k+p} \pi^2 \Gamma(\alpha_0) & \frac{(n-k)!(k+p-1)!}{(k-1)!(p+k+n)!} & \text{if } 1 \leq p+k \text{ and } k \leq 0;
\end{align*}
\]

\[(5.19) c_{n,1}^+(\alpha_0) = \begin{align*}
(-1)^{n+p+k} \pi^2 \Gamma(\alpha_0) & \frac{(n-k)!(k-1)!(k+p-1)!}{2(k+p+n)!} & \text{if } 1 \leq k \leq n \text{ and } 1 \leq p+k; \\
(-1)^{-p-n-1} \pi^2 \Gamma(\alpha_0) & \frac{(n-k)!(k-p-n-1)!(k-1)!}{2(-k-p)!} & \text{if } 1 \leq k \leq n \text{ and } n < -k-p;
\end{align*}\]
(5.21) \( c_{n,0}(\alpha_0) = 2(-1)^n \pi^2 \Gamma(\alpha_0) \frac{(k + p - 1)!}{(-k)!(k + p - n - 1)!(n + k)!} \)
if \( 0 \leq -k \leq n < k + p \);

(5.22) \( c_{n,1}(\alpha_0) = \begin{cases} 
(-1)^{n+k} \pi^2 \Gamma(\alpha_0) \frac{(k - 1)!(k + p - 1)!}{(k + p - n - 1)!(k + n)!} \\
\quad \text{if } 1 \leq p + k, 1 \leq k, \text{ and } n < p + k;
\end{cases} \)

(5.23) \( c_{n,2}(\alpha_0) = \begin{cases} 
(-1)^{n+p+1} \pi^2 \Gamma(\alpha_0) \frac{(n - p - k)!(k + p - 1)!}{2(k + n)!} \\
\quad \text{if } 1 \leq p + k \leq n \text{ and } 1 \leq k;
\end{cases} \)

The formulas (5.18)–(5.23) along with (5.17) and Proposition 5.4 determine when the spaces \( N_0, N_1, \) and \( N_2 \) are nontrivial.

In the remaining part of this section we will determine explicit expressions for the invariant forms

\( \langle A^j(p, \alpha_0) f, h \rangle \) on \( N_j/N_{j+1} \),
in the cases \( j = 1 \) and \( j = 2 \). The \( j = 0 \) case depends on the distribution \( U_{\alpha_0} \) on the singular set \( C \times \{0\} \) for which the methods developed in Part I are not applicable.

In order to facilitate the calculations of these forms it will be advantageous to introduce the \( R^{p,\alpha} \) invariant subspaces \( H^{p,\alpha} \) consisting of the \( C^\infty \) functions in \( H^{p,\alpha} \). It is known that the space \( H^{p,\alpha} \) contains the \( K \)-finite vectors for the representation \( R^{p,\alpha} \) and that any closed invariant subspace for \( R^{p,\alpha} \) contains a dense subspace of \( K \) finite vectors. Hence if \( N^\infty_j = N_j \cap H^{p,\alpha} \), then \( N_j^\infty \) is a dense invariant subspace of \( N_j \); and if \( H^{p,\alpha}_K \) is the space of \( K \) finite vectors in \( H^{p,\alpha} \), then \( N_{i,K} = N_j \cap H^{p,\alpha}_K \) is a dense but not invariant subspace of \( N^\infty_j \).

The main reason for introducing \( H^{p,\alpha}_\infty \) is the following fact which is a consequence of Lemma 8.10.13 in [20] or an explicit calculation using the Iwasawa
decomposition of $G$. If $f \in \mathcal{H}_\infty^{p,\alpha}$, then $f$ is $C^\infty$ on $H$ and

$$\lim_{(z,t) \to \infty} \left( (1 + |z|^2 + t^2)^{\alpha/2 + 1} f(z,t) \right) \text{ exists.}$$

By (5.24) it follows that $f$ is a bounded $L^1$ function when $f \in \mathcal{H}_\infty^{p,\alpha}$ and $\alpha > 0$. Also note by (1.5.5) and (3.4) that

$$\langle A(p, \alpha)f, h \rangle = \langle U* f , h \rangle = \int U* f(z,t)h(z,t)\,dz\,dt$$

$$= \int \int \int f((w,s)^{-1}(z,t))h(z,t)\,dz\,dt\,U(w,s)\,dw\,ds$$

$$= \int \int \int f((w,s)(-z,-t))h^*(z,t)\,dz\,dt\,U(-w,-s)\,dw\,ds$$

$$= \hat{U}(f*h^*).$$

But $f*h^*$ is a bounded $L^1$ function if $f$ and $h$ are in $\mathcal{H}_\infty^{p,\alpha}$. Thus by (3.6), Theorem 1.5.2, and the remarks following it and the fact that $\hat{U}_{m,n} = 0$ when $m \neq n$ one obtains

**Theorem 5.5.** Suppose $0 < \alpha < 1$ and $f, h \in \mathcal{H}_\infty^{p,\alpha}$. Then

$$\langle A(p, \alpha)f, h \rangle = \frac{1}{2\pi^2} \sum_m \int |\lambda| \hat{U}_{m,m}(\lambda)(f*h^*)_{m,m}(\lambda) \,d\lambda$$

$$= \frac{1}{2\pi^2} \left( \int_{-\infty}^{0} |\lambda|^{1-\alpha} \text{tr}(\pi^\lambda(f*h^*)\pi(U)) \,d\lambda \\
+ \int_{0}^{\infty} |\lambda|^{1-\alpha} \text{tr}(\pi^\lambda(f*h^*)\pi(U)) \,d\lambda \right).$$

Since $\pi(U)$ and $\pi(U)$ are diagonal relative to the basis $e_n$ with eigenvalues $c_n^-(\alpha)$ and $c_n^+(\alpha)$, the formula (3.24) would determine when the representation $R_{p,\alpha}$ is in the complementary series for $0 < \alpha < 1$. This occurs precisely when all the constants $c_n^\pm(\alpha)$ are both all positive or both all negative.

Next we determine the form $\langle A^j(p, \alpha)f, h \rangle$ on the subspace $N_j \cap \{ f : \hat{f} \in \mathcal{S}_0(H) \}$. Note by (5.9) that $A^j(p, \alpha_0)f_{m,n} = \hat{f}_{m,n}\hat{U}^j_{m,n}$ where $\hat{U}^j_{m,n}$ is the distribution defined in (5.10). Recall by Proposition 5.4 that if $f \in N_j$, then $\hat{f}_{m,n}^+ = 0$ if $c_{n,j}^+ (\alpha_0) = \infty$, and $\hat{f}_{m,n}^- = 0$ if $c_{n,j}^- (\alpha_0) = \infty$. Note by (1.5.2) that for any distribution $U$, one has

$$\langle \hat{U}^\pm_{m,n}(\phi) \rangle = \int U(z,t) \int \phi(\lambda) e^{-ikt} h_{m,n}(z,\lambda) \,d\lambda$$

$$= \int U(z,t) \int \phi(\lambda) e^{ikt} h_{m,n}(-z,\lambda) \,d\lambda$$

$$= \int U(z,t) \int \phi(-\lambda) e^{-ikt} h_{m,n}(-z,-\lambda) \,d\lambda.$$
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But by (1.5.3)
\[ h_{m,n}(-z, -\lambda) = (\pi^{-\lambda}(-z, 0)e_m, e_n) \]
\[ = (\pi^{-\lambda}(z, 0)e_n, e_m)^{-1} = (\pi^\lambda(z, 0)e_n, e_m), \]
since \( \pi^\lambda \) and \( \pi^{-\lambda} \) are conjugate representations. Thus
\[ (\hat{U})_{m,n}^{\wedge}(\phi) = \int dU(z, t) \int \phi(-\lambda)e^{-i\lambda t}h_{n,m}(z, \lambda) d\lambda = \int d\hat{U}_{n,m}(\lambda)\phi(-\lambda). \]
Hence
\[ (\hat{U})^{\wedge}_{m,n} = (\hat{U}_{n,m})^\vee. \]
Similarly,
\[ (\hat{f})^{\wedge}_{m,n}(\lambda) = \overline{f_{m,n}(-\lambda)}. \]
Thus by Theorem 1.5.1 and by (5.9), (5.25), and (5.26)
\[ \langle A^f(p, \alpha_0)f, h \rangle = \langle (A^f(p, \alpha_0)f)\rangle^\vee(\hat{h}) \]
\[ = \frac{1}{2\pi^2} \sum_{k, m} \langle (A^f(p, \alpha_0)f)\rangle^{\wedge}_{k, m}(\lambda)|\hat{h}_{m,k}(\lambda)| \]
\[ = \frac{1}{2\pi^2} \sum_{k, m} \langle A^f(p, \alpha_0)f\rangle^{\wedge}_{m,k}(\lambda)|\hat{h}_{k,m}(\lambda)| \]
\[ = \frac{1}{2\pi^2} \sum_{k, m} f_{m,k}\hat{U}^j_{k,m}(\lambda)|\hat{h}_{m,k}(\lambda)|. \]
Using the convention \( 0 \cdot \infty = 0 \), Proposition 5.4 and (5.10) then imply the following theorem.

**Theorem 5.6.** Suppose \( f, h \in N_j \) and \( \hat{f}, \hat{h} \) vanish for \( \lambda \) near 0. Then
\[ \langle A^f(p, \alpha_0)f, h \rangle = \frac{1}{2\pi^2} \left( \sum_{m, k} \int_{-\infty}^{0} \frac{c_{k,j}(\alpha_0)}{\lambda^{\alpha_0-1}} f_{m,k}(\lambda)\hat{h}_{m,k}(\lambda) d\lambda \right) \]
\[ + \int_{0}^{\infty} \frac{c_{k,j}^+(\alpha_0)}{\lambda^{\alpha_0-1}} f_{m,k}(\lambda)\hat{h}_{m,k}(\lambda) d\lambda. \]

We remark that if \( c_{k,j}(\alpha_0) = \infty \), then \( \hat{f}_{m,k}(\lambda) = 0 \) for \( \pm \lambda > 0 \).

6. **Unitarizable subquotients**

In this section we determine \( \alpha_0 \) and \( p \) for which the subquotient \( N_j/N_2 \) or \( N_2 \) is unitary. This can be determined using Theorem 5.2, Proposition 5.4, and the formulas (5.18) to (5.23). We next look at the representation \( R^p, \alpha_0 \) on the subquotient \( N_j/N_{j+1} \).
Theorem 6.1. The representation $R^{p,a_0}$ is unitary on $N_j/N_{j+1}$ iff those $c_{n,j}^±(a_0)$ which are nonzero and noninfinite are all positive or all negative. Moreover, the representation $R^{p,a_0}$ extended to the completion of $N_j/N_{j+1}$ is equivalent on subgroup $MAN$ to the representation

$$
\sum_{c_{n,j}^-(a_0) \notin \{0, \infty\}} \epsilon^{p-3n,+} \oplus \sum_{c_{n,j}^+(a_0) \notin \{0, \infty\}} \epsilon^{p+3n,-}.
$$

Proof. The first statement is a consequence of Theorem 5.2 and Proposition 5.4. To see the second we use Theorem 4.2. Indeed, fix $k$ and $+$ or $-$ where $c_{n,j}^±(a_0) \notin \{0, \infty\}$. Then using (2.7), (1.1.8), (1.3.17), and (1.5.3) note that

$$
(R^{p,a_0}(a(r))f)^\sim_{m,n}(\lambda) = \int R^{p,a_0}(a(r))f(z, t)\pi^\lambda(z, t)e_m, e_n) dz dt
$$

$$
= r^{a_0+2} \int f(rz, r^2t)\pi^\lambda(z, t)e_m, e_n) dz dt
$$

$$
= r^{a_0-2} \int f(z, t)\pi^\lambda(rz, r^2t)e_m, e_n) dz dt.
$$

Hence

$$
(R^{p,a_0}(a(r))f)^\sim_{m,n}(\lambda) = r^{a_0-2}f_{m,n}(\lambda/r^2).
$$

Next note by (2.8), (4.2), and (1.1.8) that

$$
(R^{p,a_0}(u)f)^\sim_{m,n}(\lambda) = \int R^{p,a_0}(u)f(z, t)\pi^\lambda(z, t)e_m, e_n) dz dt
$$

$$
= \int u^p f(u^{-3}z, t)\pi^\lambda(z, t)e_m, e_n) dz dt
$$

$$
= \int u^p f(z, t)\pi^\lambda(u^3z, t)e_m, e_n) dz dt
$$

$$
= \int u^p f(z, t)\pi^\lambda(z, t)T_u^{-1}e_m, T_u^{-1}e_n) dz dt.
$$

But if $\lambda > 0$, then (4.1) and the definition of $e_n$ implies $T_u^{-1}e_l = u^{-3}e_l$; while if $\lambda < 0$, then since $\pi^\lambda$ is defined on $\overline{\mathbb{R}}$ one has $T_u^{-1}e_l = u^{-3}e_l$. Thus

$$
(R^{p,a_0}(u)f)^\sim_{m,n}(\lambda) = \begin{cases} 
 u^{p+3(m-n)}f_{m,n}(\lambda) & \text{if } \lambda > 0, \\
 u^{p-3(m-n)}f_{m,n}(\lambda) & \text{if } \lambda < 0.
\end{cases}
$$

Finally (2.6) implies that for $x \in H$, one has

$$
(R^{p,a_0}(h)f)^\sim_{m,n}(\lambda) = \int_R R^{p,a_0}(x)f(y)\pi^\lambda(y)e_m, e_n) dy
$$

$$
= \int_R f(yx)\pi^\lambda(y)e_m, e_n) dy
$$

$$
= \int_R f(y)\pi^\lambda(y)\pi^\lambda(x^{-1})e_m, e_n) dy
$$

$$
= \int_R f(y)\pi^\lambda(x^{-1})e_m, e_l)\pi^\lambda(y)e_l, e_n) dy.
$$
Hence
\begin{equation}
(R^p, \alpha_0 (h) f)_{m,n} = \sum_i (\pi^x(x^{-1}) e_m, e_i) f_{i,n}.
\end{equation}

It follows from Theorem 4.2 and (4.10), (4.11), (4.12), and (6.1), (6.2), and (6.3) that if \( c_{n,j}(\alpha_0) \notin \{0, \infty\} \), then \( \tau^{p-3n,+} \) is a subrepresentation of \( R^p, \alpha_0 |_{MAN} \) having multiplicity one. A similar argument shows that \( \tau^{p+3n,-} \) is a subrepresentation when \( c_{n,j}(\alpha_0) \notin \{0, \infty\} \).

Theorem 6.1 completely describes the representation \( R^p, \alpha_0 \) on the minimal parabolic subgroup \( MAN \) for the quotient space \( N_j/N_{j+1} \). To determine the spectral decomposition one need only inspect the formulas (5.18) to (5.23). The same argument can be applied to the complementary series.

**Theorem 6.2.** If \( R^p, \alpha \) is a complementary series representation, then
\[
R^p, \alpha |_{MAN} = \sum_n (\tau^{p-3n,+} \oplus \tau^{p+3n,-}).
\]

**Remark.** One can show \( R^p, \alpha \) is in the complementary series if the \( c_n(\alpha) \) are all positive or all negative. By (3.24) this occurs when \( p = 0 \) and \( 0 < \alpha < 2 \) or when \( p = \pm 1 \) and \( 0 < \alpha < 1 \).

We next apply Theorem 6.1 to list all the cases where \( R^p, \alpha_0 \) is unitary on \( N_1 \) or on \( N_j/N_{j+1} \). This entails an inspection of the coefficients \( c_{n,j}(\alpha_0) \) where \( \alpha_0 = p + 2k \).

Note that when \( p + k \geq 1 \), and \( k \geq 1 \), then \( (-1)^pc_{n,2} \) are all positive when they are nonzero and noninfinite. Thus

**Theorem 6.3.** If \( \alpha = p + 2k \), \( p + k \geq 1 \), and \( k \geq 1 \), then \( R^p, \alpha \) is unitary on \( N_2 \) and
\[
R^p, \alpha |_{MAN} = \sum_{n \geq p+k} (\tau^{p-3n,+} \oplus \tau^{p+3n,-}).
\]

Next note that \( c_{n,1}(2) \) are all positive. Indeed the only nonzero, noninfinite terms are \( c_{1,1}(2) \). Hence:

**Theorem 6.4.** The representation \( R^{0,2} \) is unitary on \( N_1/N_2 \) and on the minimal parabolic subgroup \( MAN \) is equivalent to
\[
\tau^{-3,+} \oplus \tau^{3,-}.
\]

It follows from Theorems 6.3 and 6.4 that \( R^{0,2} \) is unitary on both \( N_1/N_2 \) and on \( N_2 \). Kraljevic in [9] has shown that \( R^{0,2} \) has four unitarizable irreducible subquotients. One can show that \( N_0/N_1 \) gives the trivial representation of \( SU(2, 1) \). Hence either the unitary quotient \( N_1/N_2 \) or the unitary subspace \( N_2 \) is reducible.

Next note if \( \alpha_0 = -1 \) and \( p = -2k - 1 \) where \( k \geq 1 \), then the only nonzero noninfinite coefficient is \( c_{k,2}(-1) \). If \( p = -2k - 1 \) where \( k \leq -2 \), then the only nonzero noninfinite coefficient is \( c_{-k,2}(-1) \).
Theorem 6.5. The representations

\[ R^{±3, -1}, R^{±5, -1}, R^{±7, -1}, \ldots \]

are unitary on \( N_2 \) and on \( MAN \) are unitarily equivalent to

\[ \tau^{0,±}, \tau^{±1,±}, \tau^{±2,±}, \ldots \]

These are examples of unitary representations of \( SU(2, 1) \) which are irreducible on the much smaller minimal parabolic subgroup \( P \).

Finally, assume \( p \) and \( α \) are odd integers with \( α = p + 2k \). Then if \( k > 0 \) and \( k + p \leq 0 \) then \( c_{n,2}^{±} (α) \) are nonzero and noninfinite with the same sign. Moreover, \( c_{n,1}^{-} (α) \) is nonzero noninfinite for all \( n \) while \( c_{n,1}^{+} (α) \) are nonzero noninfinite when \( n < \frac{α-2p}{2}, n < -\frac{α+p}{2} \), or when \( n \geq \frac{α-2p}{2}, n \geq -\frac{α+p}{2} \). If \( k \leq 0 \) and \( p + k \geq 1 \), then again all the coefficients \( c_{n,1}^{±} (α) \) have the same signs and the nonzero noninfinite ones for \( c_{n,1}^{-} (α) \) have parameters \( n < \frac{α-2p}{2}, n < \frac{α+p}{2} \), or \( n \geq \frac{α-2p}{2}, n \geq \frac{α+p}{2} \) while \( c_{n,1}^{+} (α) \) is nonzero noninfinite for all \( n \). Hence we can conclude

Theorem 6.6. Suppose \( α \) and \( p \) are odd integers. Then if \( α + p \leq 0 \) and \( α - p \geq 0 \), or if \( α + p \geq 2 \) and \( α - p \leq 0 \), the representation \( R^{p,\alpha} \) is unitary on \( N_i/N_2 \). Moreover,

\[ R^{p,\alpha}|_{MAN} \sim \sum_{n} \tau^{p±3n,±} \oplus \sum_{n<\min\{\frac{α-2p}{2},\frac{α+p}{2}\}} \tau^{p±3n,±} \oplus \sum_{n>\max\{\frac{α-2p}{2},\frac{α+p}{2}\}} \tau^{p±3n,±} \]

where the upper symbols are used in the first case and the lower symbols are used in the second.

These unitarizable subquotients exhaust most of the irreducible unitary subquotients of the principal representations \( R^{p,\alpha} \) for \( α > 0 \). This can be argued using the results of Kraljevic in the cases where there is exactly one unitary subquotient. However, Kraljevic showed there are cases when there are two, three, or four unitary subquotients. Where this occurs is an instance where the subspace \( N_i/N_{i+1} \) is reducible.
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