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Abstract. In this paper it is shown that several large and important classes of lattice-ordered groups, including the free abelian lattice-ordered groups, have their group operations completely determined by the underlying lattices, or determined up to \( l \)-isomorphism.

1. Introduction

In the group of integers \( \mathbb{Z} \) with the usual order \( \leq \), 1 covers 0. From this simple fact, it is easy to see that \( (\mathbb{Z}, \leq) \) is a uniquely transitive chain as defined by Ohkuma [24] and that 1 is a singular element. Either property is enough to show that, having chosen 0 to be the identity of \( \mathbb{Z} \), the usual addition is completely specified by the chain.

In this paper, we show that these properties are sufficiently general and powerful enough to prove that many large and familiar classes of lattice-ordered groups also have their group operations completely determined by the lattice and the choice of an identity. In particular, we will show

Theorem A. Every free abelian lattice-ordered group has a unique addition.

Theorem B. If \( G \) is archimedean and if for any \( 0 < g \in G \), there exists a singular element \( s \) such that \( 0 < s \leq g \), then \( G \) has a unique addition.

Theorem C. For a Stone space \( X \), any two additions on \( \mathcal{D}(X) \), the \( l \)-group of continuous extended real-valued functions with densely open real support under pointwise order and addition, must be \( l \)-isomorphic.

Theorem D. If \( \Delta \) is a root system satisfying the descending chain condition and \( G \) is a lattice-ordered group such that \( \Sigma(\Delta, \mathcal{R}) \subseteq G \subseteq \mathcal{V}(\Delta, \mathcal{R}) \), then any two abelian group operations on \( (G, \leq) \) must be \( l \)-isomorphic.

We assume that the reader is familiar with the terms and theory of lattice-ordered groups as developed in [3] or [6]; our notation will be that of [6], as is common. The reader not familiar with the definitions of convex \( l \)-subgroups,
prime and regular subgroups, polars, or plenary subsets of the regular subgroups can find these in either of the two references above. However, for the sake of the reader, we now include the following standard definitions. A regular convex l-subgroup is a convex l-subgroup maximal with respect to not including some element on the l-group; it is customary to denote the set of regular subgroups as \( \Gamma(G) = \{ G_\lambda : \lambda \in \Lambda \} \). Each regular subgroup \( G_\lambda \) has a unique cover \( G^\lambda \) minimal with respect to properly containing \( G_\lambda \). If the lattice-ordered group is normal-valued, then \( G^\lambda / G_\lambda \) is called a component of the lattice-ordered group and is order-isomorphic to a subgroup of the reals. Under containment, the set of regular subgroups \( \Gamma(G) \) forms a root system: no two incomparable elements have a lower bound. A plenary subset of \( \Gamma(G) \) is a dual ideal \( \Delta \) such that \( \bigcap_{\delta \in \Delta} G_\delta = (0) \).

For notational ease, we will use additive notation for all groups.

Following [4], an l-group \( G \) is special-valued if every positive element is the join of a pairwise disjoint collection of special elements; this is equivalent to the set of special values forming a (necessarily minimal) plenary subset of the regular subgroups. We remind the reader that special-valued l-groups are normal-valued and completely distributive. If every positive element is the join of only finitely many disjoint special elements, the group is called finite-valued.

Finally, \( (\mathbb{Z}, \leq) \), \( (\mathbb{Q}, \leq) \), and \( (\mathbb{R}, \leq) \) will denote the integers, rationals, and reals, respectively, ordered in the usual fashion. \( (\mathbb{Z}, \leq, +) \), \( (\mathbb{Q}, \leq, +) \), and \( (\mathbb{R}, \leq, +) \) will denote these sets with the usual order and addition.

Now suppose that \( (G, \leq) \) is a lattice admitting a group operation + such that \( (G, \leq, +) \) is an l-group. Let 0 be the identity of \( (G, \leq, +) \). For any element \( g \), let \( \tau_g \) be the right translation by \( g \). Then \( \tau_g \) is a lattice automorphism of \( (G, \leq) \) and we can define a new operation \( +_g \) by defining \( x +_g y \) to equal \( \tau_g^{-1}(x) + \tau_g^{-1}(y) \). Then clearly \( (G, \leq, \tau_g) \) is an l-group, l-isomorphic to \( (G, \leq, +) \), with identity \( g \). So we can assume that any two group operations on a lattice \( (G, \leq) \) have the same identity. Having assumed that and having chosen the identity element, we say that \( (G, \leq) \) has unique addition if there is precisely one group operation + so that \( (G, \leq, +) \) is an l-group. If \( (G, \leq) \) has more than one such operation but has the additional property that for any two such operations + and \( \oplus \), \( (G, \leq, +) \) is l-isomorphic to \( (G, \leq, \oplus) \), we say that \( (G, \leq) \) essentially one addition. Note that if \( (G, \leq) \) has essentially one addition and if \( (G, \leq, +) \) and \( (G, \leq, \oplus) \) are l-groups with common identity 0, then the l-isomorphism \( \tau \) between the two is just a lattice automorphism of \( (G, \leq) \) preserving 0, and that every other group operation is obtained from + in this fashion. So we will also restrict our attention to those lattice automorphisms of the lattice of an l-group that preserve the identity.

Finally, we wish to extend our thanks to a nameless referee who not only carefully read and analyzed our proofs but made many valuable suggestions as to how they might be improved or replaced by simpler ones.

2. Subgroups and properties invariant under group operations

In this section, we collect for later use several results about which subgroups and properties of an arbitrary lattice-ordered group are invariant under all group operations compatible with the lattice and chosen identity. Our starting point is the following theorem, which gathers several results of Bixler and Darnel from [4]:
Theorem 2.1. Let \((G, \leq, +)\) and \((G, \leq, \oplus)\) be \(l\)-groups on the lattice \((G, \leq)\) with the same identity. Let \(S \subset G\). Then:

(a) \(S\) is a polar of \((G, +)\) if and only if \(S\) is a polar of \((G, \oplus)\).

(b) \(S\) is a minimal prime subgroup of \((G, +)\) if and only if \(S\) is a minimal prime subgroup of \((G, \oplus)\).

(c) \(S\) is a cardinal summand of \((G, +)\) if and only if \(S\) is a cardinal summand of \((G, \oplus)\).

(d) \(S\) is the lex kernel of \((G, +)\) if and only if \(S\) is the lex kernel of \((G, \oplus)\).

(e) \(g \in G\) is special in \((G, +)\) if and only if \(g\) is special in \((G, \oplus)\).

(f) \((G, +)\) is finite-valued or special-valued if and only if \((G, \oplus)\) is finite-valued or special-valued, respectively.

Note that the Boolean algebra of polars and the set of minimal prime subgroups of an \(l\)-group are completely determined by the lattice and the identity. However, this is not true for arbitrary convex \(l\)-subgroups. For as shown by Cantor, \((\mathcal{E}, \leq)\) is characterized by being a dense unbounded countable totally ordered set. Let \(H = \mathcal{E} \times \mathbb{Z}\), ordered lexicographically with \((q, m) \geq (0, 0)\) if \(m > 0\) or if \(m = 0\) and \(q \geq 0\). On \(H\), define \((q_1, m_1)(q_2, n)\) to equal \((q_1 + 2^mq_2, m + n)\). With this operation, \(H\) is an \(o\)-group that as a chain is isomorphic to \((\mathcal{E}, \leq)\). Note that in \(H\), \(\mathcal{E} \times 0\) is a regular subgroup while \((\mathcal{E}, \leq, +)\) has no proper convex subgroups. This shows that arbitrary prime subgroups need not remain subgroups under a new operation. This also shows that changing the group operation may not preserve archimedean or abelian properties.

Proposition 2.2. If \(\tau\) is a lattice automorphism of \((G, \leq, +)\) preserving \(0\), then for any \(g \in G\), \(\tau(g) = \tau(g^+) + \tau(-g^-)\).

Proof. \(\tau(g) = a - b\), where \(a \wedge b = 0\). So \(a = \tau(g) \vee 0 = \tau(g) \vee \tau(0) = \tau(g \vee 0) = \tau(g^+)\). Likewise, \(b = -[\tau(g)] \vee 0 = -[\tau(g) \wedge 0] = -[\tau(g \wedge 0)] = -[\tau(-g^-)]\). \(\square\)

Proposition 2.3. Let \((G, \leq, +)\) and \((G, \leq, \oplus)\) be \(l\)-groups. Then for any \(g \in G\), the mixed conjugate map: \(x \to (g + x) \circ g\) and the double inverse map: \(x \to \ominus x\) are lattice automorphisms preserving the identity.

In one way or another, most of our results come from the two lattice automorphisms presented above.

We now introduce a special kind of lattice automorphism of an \(l\)-group.

Definition. An identity-preserving lattice automorphism \(\tau\) of an \(l\)-group is a \(p\)-permutation if whenever \(|g| \wedge |h| = 0\), \(|g| \wedge |\tau(h)| = 0\).

\(P\)-permutations are the lattice analogues of \(p\)-endomorphisms (\(l\)-endomorphisms \(\sigma\) where if \(g \wedge h = 0\), \(g \wedge h\sigma = 0\)) and enjoy many of the same properties.

Theorem 2.4. For a lattice automorphism \(\tau\), the following are equivalent:

(a) \(\tau\) is a \(p\)-permutation.

(b) For all \(g > 0\), \(g \wedge \tau(g) > 0\).

(c) For all \(g \in G\), \(\tau(g) \in g''\).

(d) For every polar \(P\), \(\tau(P) = P\).

(e) For every minimal prime \(M\), \(\tau(M) = M\).
Proof. (a) ⇒ (b) If \( g \land \tau(g) = 0 \), then \( 0 = \tau(g) \land \tau(g) = \tau(g \land g) = \tau(g) \) and so \( g = 0 \).

(b) ⇒ (c) Assume \( g > 0 \) but \( \tau(g) \notin g'' \). Then there exists \( 0 < h \in g' \) such that \( \tau(g) \land h > 0 \) and so \( g \land \tau^{-1}(h) > 0 \). But then \( [g \land \tau^{-1}(h)] \land [g \land \tau^{-1}(h)] > 0 \), and so \( 0 < g \land \tau^{-1}(h) \land \tau(g) \land h \leq g \land h = 0 \), a contradiction. To extend this to all \( g \), note that \( \tau(0) = 0 \) and apply Proposition 2.2.

(c) ⇒ (d) ⇒ (e) Is easily adapted from similar results about \( p \)-endomorphisms.

(e) ⇒ (a) Suppose \( |g| \land |h| = 0 \) but \( |g| \land |\tau(h)| > 0 \). There exists a minimal prime \( M \) not containing \( |g| \) and \( |\tau(h)| \). Since \( |g| \land |h| = 0 \), \( h \in M \), contradicting \( \tau(h) \notin M \). □

Proposition 2.5. The \( p \)-permutations of an \( l \)-group \( G \) form a normal subgroup of the group of all lattice automorphisms of \( G \) that preserve the identity.

Proposition 2.6. If \( \tau \) is a \( p \)-permutation of an \( l \)-group \( G \), then \( \sigma : x \rightarrow -[\tau(-x)] \) is also a \( p \)-permutation of \( G \).

Proposition 2.7. [4] If \( (G, \leq, +) \) and \( (G, \leq, \oplus) \) are \( l \)-groups, then the double inverse maps \( x \rightarrow -\ominus x \) and \( x \rightarrow \ominus -x \) are \( p \)-permutations.

Since inner automorphisms in general are not \( p \)-endomorphisms, mixed conjugate maps usually will not be \( p \)-permutations, even if one addition is abelian. However, mixed conjugate maps are \( p \)-permutations if one of the \( l \)-groups is archimedean.

Proposition 2.8. Suppose \( (G, \leq, +) \) and \( (G, \leq, \oplus) \) are both \( l \)-groups such that \( (G, \leq, +) \) is archimedean. Then for any \( 0 < g \in G \), the maps \( x \rightarrow (g + x) \ominus g \) and \( x \rightarrow (g \oplus x) - g \) are \( p \)-permutations.

Proof. Suppose there exists \( h > 0 \) such that \( [(g + h) \ominus g] \land h = 0 \); then \( (g + h) \land (h \ominus g) = g \) and so \( h \leq g \). But now for any integer \( n > 0 \), \( nh \land [(g + h) \ominus g] = 0 \) and so \( [-g + (nh \oplus g)] \land h = 0 \), implying \( [-g + (nh \oplus g)] \land nh = 0 \). But then \( nh \land [(g + nh) \ominus g] = 0 \) and so \( nh \leq g \) for all integers \( n \); so \( h = 0 \). □

From this, we get the following theorem.

Theorem 2.9. Suppose \( (G, \leq, +) \) and \( (G, \leq, \oplus) \) are \( l \)-groups.

(a) If \( (G, \leq, +) \) is archimedean, then \( (G, \leq, \oplus) \) is representable as a subdirect product of \( o \)-groups.

(b) If \( (G, \leq, +) \) is hyperarchimedean and for each prime subgroup \( M \), \( (G, +)/M \) is either cyclic or real, then \( (G, \leq, \oplus) \) is hyperarchimedean.

Proof. (a) For all \( g > 0 \) and any minimal prime subgroup \( M \), \( (g + M) \ominus g = M \) and so \( M + g = g + M = M \oplus g \). Likewise, for all \( g \leq 0 \), \( (g + M) \ominus g = M \) and so \( M \) is normal in \( (G, \leq, \oplus) \). But then \( (G, \leq, \oplus) \) is representable.

(b) Let \( M \) be a minimal prime subgroup of \( G \). By (a), \( M \) is normal in \( (G, \leq, \oplus) \) and for all \( g \in G \), \( M + g = M \oplus g \). Thus as ordered sets, \( (G, +)/M = (G, \oplus)/M \), which is order isomorphic either to \( \mathbb{Z} \) or to \( \mathbb{R} \), both of which are Dedekind complete chains. Thus for every minimal prime \( M \), \( (G, \oplus)/M \) is an archimedean \( o \)-group and so \( M \) is maximal as well. □
Our previous example shows that Theorem 2.9(a) is the best one can get for archimedean l-groups. It also shows that p-permutations need not preserve maximal convex l-subgroups. For in $(\mathbb{E}, \leq, +)$, the map $g \to 2g$ is a p-automorphism that determines a p-permutation on $H = \mathbb{E} \times \mathbb{Z}$. Since $(\mathbb{E}, \leq, +)$ is archimedean, the corresponding p-permutation on $H$ cannot preserve $\mathbb{E} \times \{0\}$.

As mentioned in the Introduction, $(\mathbb{Z}, \leq)$ is an example of a uniquely transitive chain: for any $a, b \in \mathbb{Z}$, there exists a unique order-preserving permutation $\tau$ such that $\tau(a) = b$. In [24], Ohkuma studied such chains, proving that every such chain $X$ is order isomorphic to a subgroup of $\mathbb{R}$ and that $\mathcal{A}(X)$, the group of order permutations of $X$, is just the right regular representation of this subgroup. He also proved that there exist $2^{2^\omega}$ nonisomorphic groups of this kind. We will call these groups Ohkuma groups and uniquely transitive chains Ohkuma chains. We now investigate some of the properties of Ohkuma chains.

**Lemma 2.10.** If $T$ is an Ohkuma chain and $C$ is a proper convex subset of $T$, then $C$ has no nontrivial order permutations.

*Proof*. Since $C$ is convex, any order permutation $\tau$ of $C$ can be extended to one of $T$ by defining the extension to be the identity on $T \setminus C$. But then $\tau$ must be the identity on $T$ and so on $C$. □

**Theorem 2.11.** Let $T$ be a chain and $G$ be an l-group acting transitively on $T$ as a group of order-preserving permutations. Let $C$ be a convex subset of $T$ that is either a maximal Dedekind complete subchain or an Ohkuma chain. Then $C$ is an o-block [15, p. 12] of the action of $G$ on $T$. In particular, if $C$ is properly contained in $T$, there does not exist any order isomorphism of $T$ onto $C$.

*Proof*. The case when $C$ is a Dedekind complete chain was proven by Holland in [19].

So suppose $C$ is an Ohkuma chain. If $C$ is not an o-block, there exists $0 < g \in G$ such that $g(C) \cap C \neq \emptyset$ but $g(C) \neq C$. Clearly $C \not\subseteq g(C)$ and $g(C) \not\subseteq C$. So there exists $c \in C$ such that $c < g(C)$ and there exists $d \in C$ such that $g(d) > C$.

Any order-preserving permutation of $C$ or of $g(C)$ can be extended to one of $S = C \cup g(C)$ and thus the group of order automorphisms of $S$ acts transitively on $S$. Since $C$ is an Ohkuma chain and is a proper initial segment of $S$, $S$ is not an Ohkuma chain. Thus there exist $a, b \in S$ and an order automorphism $\tau$ of $S$ such that $\tau(a) = a$ but $\tau(b) \neq b$. Assume $a \in C$. Now if for all $c \in C, \tau(c) \in C$, $\tau$ restricts to order permutations of both $C$ and $g(C)$ and so is the identity. So, without loss of generality, $b \in C$ but $\tau(b) \notin C$. But then $C \subseteq \tau(C)$, a contradiction since $C$ and $\tau(C)$ are Ohkuma chains. □

**Corollary 2.12.** Let $(G, \leq, +)$ be an l-group and $M$ be a prime subgroup of $G$. Suppose $C$ is a convex subset of $\mathcal{R}(M)$, the right cosets of $M$ in $G$, properly containing $M$ so that $C$ is either a maximal Dedekind complete subchain or is an Ohkuma chain. Then $M$ is regular and $P = \{g \in G : M + g \in C\}$ is the cover of $M$. 
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Proof. It is well known that the $o$-blocks containing $M$ of the action of $G$ upon $\mathcal{R}(M)$ correspond to the convex $l$-subgroups of $G$ containing $M$; thus $P$ is a convex $l$-subgroup.

Now suppose there exists a convex $l$-subgroup $H$ such that $M \subseteq H \subseteq P$.

Suppose that $C$ is Dedekind complete. Since $H \subseteq P$, there exists $0 < a \in P \setminus H$ and so $M + a > M + h$ for any $h \in H$. So $M + g = \bigvee \{M + h : h \in H\}$ exists in $C$. We can assume that $g$ is positive. Now for any $0 < h \in H$, $M + g + h = \bigvee \{M + h : h \in H\} + h = \bigvee \{M + h + h : h \in H\} = M + g$, and so $g + H - g \subseteq M$. But then $M \subseteq H \subseteq -g + M + g$. Since $M \subseteq -g + M + g$, $-g + M + g \subseteq -2g + M + 2g$. Since $M + g = \bigvee \{M + h : h \in H\}$ and $H \subseteq -2g + M + 2g$, $g \in -2g + M + 2g$, implying $g \in M$, a contradiction.

If $C$ is an Okhuma chain, then for any $m \in M$, $M + m = M$ and so for all $M + g \in C$, $M + g + m = M + g$, implying that $M$ is normal and $P$ and $P/M$ is then an Okhuma group and so archimedean. □

Note that if $C$ is an Okhuma chain, then $M$ is normal in its cover $P$. Okhuma chains are the only chains that guarantee such normality.

**Proposition 2.13.** Let $T$ be a chain and $M$ be a regular subgroup of an $l$-group $G$ such that $\mathcal{R}_G(M)$, the chain of right cosets of $M$ in its cover $M^*$, is order isomorphic to $T$. Then $M$ must be normal in $M^*$ if and only if $T$ is an Okhuma chain.

**Proof.** Suppose that $T$ is not an Okhuma chain. Since $M^*$ acts transitively on $\mathcal{R}_G(M)$, $\mathfrak{sh}(T)$ acts transitively on $T$. So there exist $a, b \in T$ and an order automorphism $\tau$ of $T$ so that $\tau(a) = a$ but $\tau(b) \neq b$. There exists an order automorphism $\sigma$ of $T$ so that $\sigma(a) = b$. Then $(\sigma^{-1} \circ \tau \circ \sigma)(a) \neq a$. So the stabilizer $S_a$ is a maximal convex $l$-subgroup of $\mathcal{R}_G(T)$ that is not normal, but $\mathcal{R}_{\mathcal{R}_G(T)}(S_a)$ is order isomorphic to $T$. □

**Proposition 2.14.** Let $(G, \leq, +)$ be an $o$-group and $H$ be a convex subset of $G$ containing 0 that is either a maximal Dedekind complete chain or an Okhuma chain. Then $H$ is the minimal convex subgroup of $G$, and is invariant under every order-preserving permutation that preserves 0.

**Proof.** $H$ is clearly the covering convex subgroup of $(0)$ in $G$ by Corollary 2.12. The rest follows from the fact that for any order-preserving permutation $\tau$ of $G$, either $H \subseteq \tau(H)$ or $\tau(H) \subseteq H$. □

**Theorem 2.15.** Let $(G, \leq, +)$ be an $l$-group and $H$ be a convex $l$-subgroup invariant under all lattice automorphisms $\tau$ of $G$ that preserve 0. Then for any compatible group operation $\oplus$,

(a) $H$ is an $l$-ideal of $(G, \leq, \oplus)$.

(b) For all $g \in H$, $H + g = H \oplus g$.

(c) $(G, +)/H = (G, \oplus)/H$ as ordered sets.

**Proof.** For all $g \in H$, $g + H - g = H$ and so $H$ is an $l$-ideal of $(G, \leq, +)$. Now $H = (g + H) \oplus g$ implies that $H + g = g + H = H \oplus g$ for all $g \in G$. More, if $g \in H$, this shows $H$ to be a convex subsemigroup of $(G, \leq, \oplus)$. Finally, $\oplus - H = H$ shows $H$ to be closed with respect to inverses under $\oplus$ and so $H$ is a convex $l$-subgroup of $(G, \leq, \oplus)$. The rest is now clear. □

**Lemma 2.16.** Let $(G, \leq, +)$ be an $o$-group such that $\Gamma(G)$ satisfies the descending chain condition and that each component $G^\gamma/G_\gamma$ is either an Okhuma group.
or isomorphic to \( \mathcal{G} \). Let \((G, \leq, \oplus)\) also be an l-group. Then \((G, \leq, +)\) has exactly the same convex subgroups as \((G, \leq, +)\) and, for all \( \gamma \in \Gamma(G) \),

(a) \( G_\gamma \) is normal in \((G, \leq, +)\) and \( G_\gamma \) is normal in \((G, \leq, \oplus)\).

(b) For all \( g \in G \), \( G_\gamma + g = G_\gamma \oplus g \).

(c) \((G, +)/G_\gamma = (G, \oplus)/G_\gamma \) as ordered sets, and

(d) \((G_\gamma, \oplus)/G_\gamma \) is the same group as \((G_\gamma, +)/G_\gamma \) if \( G_\gamma/G_\gamma \) is Okhuma.

**Proof.** We will index \( \Gamma(G) \) by an ordinal \( \lambda \) so that \( G_0 = (0) \). It is clear that in \( \Gamma(G) \), \( G_{\beta + 1} \) covers \( G_\beta \) and that if \( \alpha \) is a limit ordinal \( < \lambda \), \( G_\alpha = \bigcup_{\beta < \alpha} G_\beta \).

Now \( G_0 \) clearly satisfies all conditions. Let \( \alpha < \lambda \) be an ordinal and suppose for all ordinals \( \beta < \alpha \), \( G_\beta \) is a subgroup of \((G, \leq, \oplus)\) satisfying (a), (b), (c), and (d). If \( \alpha = \beta + 1 \), then by passing to the factor group \( G/G_\beta \), we can assume that \( \alpha = 1 \).

But \( G_1 \) is Okhuma or real; by Proposition 2.14, \( \tau(G_1) = G_1 \) for any order automorphism \( \tau \) that preserves 0 and so by Theorem 2.15, \( G_1 \) satisfies (a), (b), (c), and (d). So for every successor ordinal \( \alpha < \lambda \), the theorem is true.

If \( \alpha \) is a limit ordinal, then \( G_\alpha = \bigcup_{\beta < \alpha} G_\beta \), each of which is a normal convex subgroup of \((G, \leq, \oplus)\) and so \( G_\alpha \) is normal in \((G, \leq, \oplus)\). Also, \( G_\alpha \oplus x = \bigcup_{\beta < \alpha} (G_\beta \oplus x) = \bigcup_{\beta < \alpha} (G_\beta + x) = G_\alpha + x \). \( \square \)

**Theorem 2.17.** Let \((G, \leq, +)\) be a special-valued l-group with \( \Delta \) the minimal plenary subset of special values of \( \Gamma(G) \). Suppose \( \Delta \) satisfies the descending chain condition and that for all \( \delta \in \Delta \), \( G_\delta/G_\delta \) is either Okhuma or real. Then for any other addition \( \oplus \) on \((G, \leq)\), \((G, \leq, \oplus)\) has exactly the same special values and covers of special values as \((G, \leq, +)\).

**Proof.** As mentioned above, special elements are determined by the lattice and the identity. Let \( s \) be special in \((G, \leq, +)\) with value \( G_\delta \). \( G_\delta \) then equals \( I_\delta \sqcap s' \), where \( I_\delta = \{ g \in G : n|g| < |s| \text{ for all integers } n \} \) \[1\].

Now \( s'' \) is a polar in \((G, \leq, \oplus)\) as well and lex \( s'' \) is the prime subgroup of \( s'' \) in both \((G, \leq, +)\) and \((G, \leq, \oplus)\). \( s'' \) is also special-valued; the special components of \( s'' \) remain Okhuma or real; and the special values of \( s'' \) still satisfy the descending chain condition.

So in \( s''/(\text{lex } s'') \), we satisfy the hypotheses of Lemma 2.16 and thus \( (s'', \oplus)/(\text{lex } s'') \) has exactly the same set of convex \( \sigma \)-subgroups as does \( (s'', +)/(\text{lex } s'') \). Thus two special elements are \( \alpha \)-equivalent in \((G, \leq, +)\) if and only if they are \( \alpha \)-equivalent in \((G, \leq, \oplus)\) and so each special value \( G_\gamma \) in \((G, \leq, +)\) remains a special value of exactly the same special elements in \((G, \leq, \oplus)\). \( \square \)

We cannot do away with the hypothesis that \( \Delta \) satisfies the descending chain condition; for let \( \Sigma(\mathcal{F}, \mathcal{F}) \) denote those elements of \( \mathcal{F}(\mathcal{F}, \mathcal{F}) \) that have finite support. Then the underlying chain is a countable unbounded chain dense in itself and so is isomorphic to \((\mathbb{Q}, \leq)\).

### 3. Lattice-ordered groups with unique addition

In the preceding section, we established that many subgroups, subgroup structures, and properties of lattice-ordered groups are preserved under any compatible group operation. We are now in a position to apply these results and prove that several important classes of l-groups have unique addition.
Theorem 3.1. For an o-group G, the following are equivalent:
(a) G has unique addition.
(b) An order-preserving permutation of (G, ≤) that fixes 0 must be the identity.
(c) The only order-preserving permutations of (G, ≤) are the group translations.
(d) G is an Okhuma group.

Proof. Clearly (b) ⇒ (c) ⇒ (d) ⇒ (a).

For (a) ⇒ (b), let τ be an order-preserving permutation of (G, ≤) such that τ(0) = 0; define a ⊕ b to be τ⁻¹[τ(a) + τ(b)] for all a, b ∈ G. Then + = ⊕ by hypothesis and so τ is an o-automorphism of (G, ≤, +). Suppose by way of contradiction that τ is not the identity. Define

\[ β(g) = \begin{cases} 
τ(g), & \text{if } g > 0; \\
g, & \text{if } g \leq 0.
\end{cases} \]

Then β is an order automorphism of G with β(0) = 0 but is not an o-automorphism. □

For an arbitrary l-group with unique addition, certain parts of the above theorem are also true.

Proposition 3.2. For an l-group (G, ≤, +) with unique addition, every lattice automorphism of (G, ≤) preserving 0 is a group automorphism and the only p-permutation of (G, ≤) is the identity.

Proof. If τ is a p-permutation of (G, ≤), we can define σ : g → τ(g⁺) – g⁻. σ is then easily seen to be a lattice automorphism of (G, ≤) preserving 0 and thus is a group automorphism. But then τ(g⁻) – g⁺ = σ(-g) = -σ(g) = g⁻ – τ(g⁺), implying g⁻ = τ(g⁻) and g⁺ = τ(g⁺). So τ is the identity on G⁺ and a similar proof shows τ to be the identity on G⁻. Since a lattice automorphism preserving 0 is determined by its actions on the positive and negative cones, τ is the identity. □

We suspect but cannot prove that if (G, ≤) has no nontrivial p-permutations, then (G, ≤) has unique addition. We can show this to be true if (G, ≤) admits an archimedean addition.

Proposition 3.3. If (G, ≤, +) is archimedean and has no nontrivial p-permutations, then (G, ≤) has unique addition.

Proof. Suppose ⊕ is another addition for (G, ≤). Since (G, ≤, +) is archimedean, then for any 0 < g ∈ G or any 0 > g ∈ G, the map x → -g + (x ⊕ g) is a p-permutation and so x + g = x ⊕ g for all x ∈ G. Also, for all g ∈ G, -g = ⊕ g since the map g → - ⊕ g is a p-permutation. So for any x, g ∈ G, x + g = (x + g⁺) + -g⁻ = (x ⊕ g⁺) ⊕ -g⁻ = (x ⊕ g⁺) ⊕ g⁻ = x ⊕ g. □

The following theorem is central to most of our results of this section.

Theorem 3.4. Suppose that G is an l-group that satisfies

There exists a set $\mathcal{M}$ of convex l-subgroups of G such that $\bigcap \mathcal{M} = (0)$; that for each $M \in \mathcal{M}$, $\mathcal{R}(M)$ is an Okhuma chain; and that each $M \in \mathcal{M}$ contains a minimal prime subgroup N such that $G/N$ has Okhuma or real components and $\Gamma(G/N)$ satisfies the descending chain condition.

Then G has unique addition.
Proof. By Proposition 2.13, for any $M \in \mathcal{M}$, $M$ is normal in $G$ and $G/M$ is an Ohkuma group. Since $\bigcap \mathcal{M} = \{0\}$, $G$ is archimedean. So if $\oplus$ is any other group operation on $(G, \leq)$, then for any minimal prime subgroup $N$ of $G$, $N$ is normal in $(G, \oplus)$ by Theorem 2.9(a), and for all $x \in G$, $N + x = N \oplus x$.

Now for $M \in \mathcal{M}$, let $N$ be the minimal prime subgroup contained in $M$ so that $G/N$ has Okhuma or real components and $\Gamma(G/N)$ satisfies the descending chain condition. Since for all $x \in G$, $N + x = N \oplus x$, $(G, \leq, +)/N = (G, \leq, \oplus)/N$ as ordered sets. Applying Lemma 2.16 to $(G, \leq)/N$ shows that $M/N$ is a maximal convex subgroup normal in $(G, \oplus)/N$ and so $M$ is a maximal convex $l$-subgroup normal in $(G, \oplus)$. Also by Lemma 2.16, $M + x = M \oplus x$ for all $x \in G$.

Suppose now there exist $a, b \in G$ such that $a + b \neq a \oplus b$. Then there exists $M \in \mathcal{M}$ such that $M + a + b \neq M + (a \oplus b)$. But $M + a + b = (M + a) + (M + b) = (M \oplus a) \oplus (M \oplus b)$ (since $G/M$ has unique addition) $= M + a \oplus b$, a contradiction. $\Box$

We get several corollaries from this theorem.

Corollary 3.5. If $G$ is a subdirect product of Ohkuma groups, if $\Gamma(G)$ satisfies the descending chain condition, and if each component $G^i/G^j$ is Ohkuma or real, then $G$ satisfies (\ast) and hence has a unique addition.

Corollary 3.6. If $G$ is a hyperarchimedean subdirect sum of Ohkuma groups, then $G$ satisfies (\ast) and so has a unique addition.

Corollary 3.7. If $G$ is a finitely generated archimedean $l$-group and each component is cyclic, then $G$ has a unique addition.

Proof. If $N$ is a minimal prime subgroup, then $G/N$ is a totally ordered finitely generated abelian group. Thus $\Gamma(G/N)$ is finite and each component is cyclic. Since $G$ is archimedean, finitely generated, and all components are cyclic, $G$ is a subdirect product of integers. $\Box$

Corollary 3.8. A completely distributive archimedean $l$-group $G$ has unique addition if and only if $\sum_{\lambda} K_{\lambda} \subseteq G \subseteq \prod_{\lambda} K_{\lambda}$, where each $K_{\lambda}$ is an Ohkuma group.

Proof. If $G$ is a completely distributive archimedean $l$-group, then without loss of generality, $\sum_{\lambda} A_{\lambda} \subseteq G \subseteq \prod_{\lambda} A_{\lambda}$, where each $A_{\lambda}$ is an archimedean $o$-group. In particular, $G = A_{\lambda} \sqcup A_{\lambda}'$ for all $\lambda$. Now if some $A_{\lambda}'$ is not an Ohkuma group, then it admits two additions as an $o$-group and hence $G$ has two additions.

Conversely, suppose $\sum_{\lambda} K_{\lambda} \subseteq G \subseteq \prod_{\lambda} K_{\lambda}$, where each $K_{\lambda}$ is an Ohkuma group. For all $\lambda \in \Lambda$, let $G_{\lambda} = \{ g \in G : g_{\lambda} = 0 \}$. Then $G_{\lambda}$ is a maximal and a minimal prime subgroup of $G$ and $G/G_{\lambda} \cong K_{\lambda}$. So $G$ satisfies (\ast). $\Box$

At this time, we know of no subdirect product of Ohkuma groups that do not have unique additions. The following characterizes those that do.

Proposition 3.9. The following are equivalent for any $l$-group $G$ that is a subdirect product of Ohkuma groups:

(a) $G$ has unique addition.

(b) There exists a set $\mathcal{M}$ of maximal prime subgroups such that $\bigcap \mathcal{M} = \{0\}$ and for all $M \in \mathcal{M}$, $G/M$ is an Ohkuma group and $\tau(M) = M$ for every $p$-permutation $\tau$ of $(G, \leq)$.
(c) Each maximal prime subgroup of $G$ is invariant under all $p$-permutations of the lattice $(G, \leq)$.

(d) The identity is the only $p$-permutation of $(G, \leq)$.

Proof. We have shown (a) $\Rightarrow$ (d) and clearly (d) $\Rightarrow$ (c) $\Rightarrow$ (b). For (b) $\Rightarrow$ (a), let $x \in G$. Because $G$ can be $l$-embedded into $\prod_{M \in \mathcal{M}} G/M$, $G$ is archimedean and thus for all $g \in G$, the map $x \to -g + (x \oplus g)$ is a $p$-permutation. So for all $g \in G$ and all $M \in \mathcal{M}$, $M + g = M \oplus g$, and thus $G$ has a unique addition. □

We now look at the class $\mathcal{U}^*$ of $l$-groups that satisfy (*)& of Theorem 3.4.

**Proposition 3.10.** If $(G, \leq, +) \in \mathcal{U}^*$, so does every $l$-ideal of $(G, \leq, +)$.

Proof. Let $L$ be an $l$-ideal of $G$. Since the map $P \to P \cap L$ is an order-preserving bijection from the primes of $G$ not containing $L$ onto the primes of $L$, this is clear. □

**Proposition 3.11.** If $\{A_\lambda\}_{\lambda}$ is a set of $l$-groups where each $A_\lambda$ is an element of $\mathcal{U}^*$, and $G$ is an $l$-subgroup of $\prod_{\lambda} A_\lambda$ containing $\sum_{\lambda} A_\lambda$, then $G \in \mathcal{U}^*$.

Proof. If $P$ is a prime of $A_\lambda$, then $Q = P \oplus \prod_{\mu \neq \lambda} A_\mu$ is a prime of $\prod_{\lambda} A_\lambda$ and so $Q \cap G$ is a prime of $G$. □

**Proposition 3.12.** $\mathcal{U}^*$ is not closed with respect to $l$-subgroups.

Proof. There exists an Ohkuma group $K$ that contains a nontrivial divisible subgroup $S$ [16]. By Theorem 2.1, $S$ is not an Ohkuma group and so does not satisfy (*). □

We now show that free abelian $l$-groups satisfy (*) and this will at last prove Theorem A.

**Theorem 3.13.** Each free abelian $l$-group $G$ satisfies (*). Thus each $l$-ideal of a free abelian $l$-group has unique addition.

Proof. Let $S$ be a free set of generators for $G$. Then each $0 \neq g \in G$ has a representation $g = \bigvee_i \bigwedge_j g_{ij}$, where each $g_{ij}$ is in the subgroup $[S]$ generated by $S$ and both $I$ and $J$ are finite. Since $G$ is a subdirect product of integers [26], there exists a maximal prime $M$ such that $g \notin M$ and $G/M$ is cyclic.

Let $s_1, s_2, \ldots, s_n$ be the generators in $S$ needed for this representation of $g$. Then each $g_{ij}$ is in the subgroup $[s_1, s_2, \ldots, s_n]$ and without loss of generality, we may assume $M + s_i \neq M$ for $i = 1, 2, \ldots, k$ and that $M + s_i = M$ for $i = k + 1, k + 2, \ldots, n$. Thus we have an $l$-homomorphism $\pi$ of $G$ onto $\mathcal{Z}$ such that $g \pi \neq 0$, $s_i \pi \neq 0$ for $1 \leq i \leq k$, and $s_i \pi = 0$ for $k + 1 \leq i \leq n$.

Let $\{s_i\}_{\lambda} = S \setminus \{s_1, \ldots, s_k\}$ with $\Lambda$ being well ordered. Let $H$ be the lexicographical sum of $k$ copies of $\mathcal{Z}$ : $H = \mathcal{Z} \times \mathcal{Z} \times \cdots \times \mathcal{Z}$, and let $L$ be the lexicographical sum $L = \mathcal{V}(\Lambda, \mathcal{Z}) \times H$. 
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We define a map $\sigma$ of $S$ into $L$ by

$$s_1\sigma = (0, 0, \ldots, 0, s_1\pi) \in H$$
$$s_2\sigma = (0, 0, \ldots, 0, 1, s_2\pi) \in H$$
$$\vdots$$
$$s_k\sigma = (1, 0, \ldots, 0, s_k\pi) \in H$$

and for $\lambda \in \Lambda$, $s_\lambda\sigma$ is the characteristic function of $\{\lambda\}$ in $\mathcal{Y}(\Lambda, \mathcal{L})$.

Since $G$ is free, $\sigma$ lifts to an $l$-homomorphism $\overline{\sigma}$ of $(G, \preceq, +)$ into $L$ with kernel $\text{Ker}(\sigma)$, and clearly $\overline{\sigma}$ is injective on the subgroup $[S]$. Note $\text{Ker}(\sigma) \subseteq M$. Thus for any maximal convex $l$-subgroup $M$ such that $G/M$ is cyclic, there exists a prime subgroup $N = \text{Ker}(\sigma)$ so that $G/N$ has cyclic components and $\Gamma(G/N)$ satisfies the descending chain condition. So to complete the proof that $G$ satisfies $(*)$, we need only show that $\text{Ker}(\sigma)$ is a minimal prime subgroup. □

**Lemma 3.14.** Let $S$ be a set of generators of an $l$-group $G$. If $\pi$ is an $l$-homomorphism of $G$ onto an $o$-group that induces an isomorphism on the group $[S]$, then $\text{Ker}(\pi)$ is a minimal prime subgroup of $G$.

**Proof.** Suppose $P$ is a prime subgroup of $G$ contained in $\text{Ker}(\pi)$ and let $0 \neq g \in G$. Then $g = \bigvee_I \bigwedge_J g_{ij}$, where $g_{ij} \in S$ and both $I$ and $J$ are finite. Let $\sigma$ be the natural map of $G$ onto the right cosets of $P$. Then $\sigma(g) = P + g = \bigvee_I \bigwedge_J (P + g_{ij})$.

Now $\bigwedge_J (P + g_{ij}) = \min\{P + g_{ij} : j \in J\} = P + g_{ij'}$ for some $j' \in J$ and $\bigvee_I (P + g_{ij'}) = \max\{P + g_{ij'} : i \in I\} = P + g_{i'j'}$ for some $i' \in I$. Thus $P + g = P + g_{ij}$ for some $i \in I$ and $j \in J$.

Now if $g \in \text{Ker}(\pi)$, then $g_{ij} = p + g \in \text{Ker}(\pi) \cap [S] = (0)$. So $g \in P$ and thus $\text{Ker}(\pi) = P$. □

**Corollary 3.15.** Neither $\mathbb{Z}^*$ nor the class of $l$-groups with unique addition is closed with respect to $l$-homomorphic images.

Recall that an element $0 < s$ of an $l$-group is singular if $0 < g < s$ implies $g \wedge (s - g) = 0$, or that there exists $0 < h \in G$ such that $g \wedge h = 0$ and $g \vee h = s$. Singular elements are thus recognizable from the lattice and the identity, and if $\tau$ is any lattice automorphism preserving $0$, then $\tau(s)$ is singular if and only if $s$ is singular. Any join of singular elements is again singular and if $s, t$ are singular elements of an $l$-group $G$, then $s \wedge [t - (s \wedge t)] = 0$. An archimedean $l$-group is singular if every positive element exceeds a singular element.

A Specker $l$-group is an $l$-group that is generated either as an $l$-group or as a group by singular elements. Since each Specker group is a hyperarchimedean subdirect product of integers [8], every Specker group satisfies $(*)$.

**Theorem 3.16.** A Specker group has unique addition.

**Remark.** As shown in [8], on a Specker group $G$, there exists a unique multiplication $\cdot$ so that $(G, \leq, +, \cdot)$ is a ring where for any two singular elements $s$ and $t$, $s \cdot t = s \wedge t$. Moreover, $(G, \leq, +, \cdot)$ is an $f$-ring with zero radical, with each $l$-ideal being a ring ideal, and with each $l$-homomorphism of $G$ being a ring homomorphism. Note that $(G, \leq, +, \cdot)$ is completely determined by the lattice $(G, \leq)$!
Let $S$ be the set of all singular elements of an $l$-group $G$. Then the subgroup $[S]$ is an $l$-ideal of $G$, called the Specker kernel (or radical) of $G$ [8] and [11] and of course is a Specker group.

**Theorem 3.17.** If $(G, \leq, +)$ and $(G, \leq, \oplus)$ are both $l$-groups and $[S]$ is the Specker kernel of $(G, \leq, +)$, then $[S]$ is also the Specker kernel of $(G, \leq, \oplus)$ and so $+ = \oplus$ on $[S]$.

**Proof.** Let $s$ be singular in $(G, \leq)$ and suppose that for all positive integers $k \leq n$, $ks$ is the same under both $+$ and $\oplus$. Then $t = (ns \oplus s) - ns$ is singular and is in $s''$; so $t \leq s$. Let $u = s - t$. Then $u \wedge t = 0$ and $t \vee u = s$. So $0 = [\ominus ns + (t + ns)] \wedge [\oplus ns \oplus (u + ns)] = s \wedge [\ominus ns \oplus (u + ns)]$, a contradiction since $u \in s''$. Note $ns \oplus s = ns + s$.

Now for any singular element $s$, $t = -s \oplus s$ is singular and in $s''$ by Proposition 2.7. So $t \leq s$. But $s = \ominus - t$ implies $s \leq t$. So for any singular element $s$, $-s = \ominus s$. Arguing as above, but this time for $-s$, all multiples of $-s$ agree in both $(G, \leq, +)$ and $(G, \leq, \oplus)$.

For any $g \in [S]$ in $(G, \leq, +)$, we can find a pairwise disjoint collection of singular elements $\{s_1, s_2, \ldots, s_k\}$ and integers $\{m_1, m_2, \ldots, m_k\}$ so that $g = m_1s_1 + m_2s_2 + \cdots + m_k s_k$, with $g^+ = (m_1 \lor 0)s_1 + \cdots + (m_k \lor 0)s_k$ and $g^- = (-m_1 \lor 0)s_1 + \cdots + (-m_k \lor 0)s_k$. So $g^+$ and $g^-$ are in the Specker kernel of $(G, \leq, \oplus)$. The reverse inclusion is proved similarly. □

**Corollary 3.18.** Let $(G, \leq, +)$ be an $l$-group and $S$ be the set of singular elements of $(G, \leq)$. For every lattice automorphism $\tau$ of $(G, \leq)$ preserving $0$, $\tau([S]) = [S]$.

**Proof.** Define for all $g, h \in G$, $g \ominus h = \tau^{-1}(g) + \tau^{-1}(h)]$. Since $\tau$ is now an $l$-isomorphism from $(G, \leq, +)$ onto $(G, \leq, \oplus)$, $\tau([S])$ is the Specker kernel of $(G, \leq, \oplus)$. But $[S]$ is the Specker kernel of $(G, \leq, +)$ and so $\tau([S]) = [S]$. □

We can now prove Theorem B.

**Theorem 3.19.** If $(G, \leq, +)$ is a singular archimedean $l$-group, then $G$ has a unique addition.

**Proof.** Let $S$ be the set of singular elements of $G$; then $G = S''$. For every $p$-permutation $\tau$ of $G$ and every $s \in S$, $t = \tau(s)$ is in $S''$ and so $t \leq s$. Likewise, $s \leq t$ and so $\tau$ is the identity on $S$. By a proof similar to the first part of Theorem 3.17, $\tau(ns) = ns$ for any integer $n \geq 0$.

Define $\sigma(g)$ to be $-\tau(-g)]$. By Proposition 2.6, $\sigma$ is then a $p$-permutation and so for every $s \in S$, $-s = \tau(-s)$. So for any integer $n$, $\tau(ns) = ns$ and thus for all $g \in [S]$, $\tau(g) = g$.

But $[S]$ is a dense convex $l$-subgroup of $(G, \leq, +)$ and so every $0 \leq x \in G$ is the join of all $0 \leq g \in [S]$ such that $g \leq x$. So for all $0 \leq g \in G$, $\tau(g) = g$. This is easily established as well for all $0 > g \in G$ and since lattice automorphisms of $(G, \leq)$ that preserve $0$ are determined by their actions on the positive and negative cones, $\tau(g) = g$ for all $g \in G$. By Proposition 3.3, $G$ has unique addition. □

In [11], there was given an example of a singular archimedean $l$-group $G$ such that $G$ cannot be embedded into a product of real groups. By Theorem
3.19, $G$ has unique addition. Our previous examples of $l$-groups with unique addition were all subdirect products of reals.

**Corollary 3.20.** If $G$ is a Specker group, then the lateral completion $G^L$ and the Dedekind completion $G^\oplus$ of $G$ have unique additions.

Every example so far of an $l$-group with unique addition has been archimedean. It is easy to see that any $l$-group with unique addition must be abelian, for if $(G, \leq, +)$ is any $l$-group and $g, h \in G$, defining $g \oplus h$ to be $h + g$ makes $(G, \leq, \oplus)$ into an $l$-group. We suspect that every $l$-group with unique addition must be archimedean. The next proposition is the best we have been able to prove on this line. The following proof is not ours but is due to a referee.

**Proposition 3.21.** If $(G, \leq, +)$ is completely distributive and has unique addition, then $(G, \leq, +)$ is archimedean.

**Proof.** First note that $G$ must be abelian.

Let $0 < a \in G$. Since $G$ is completely distributive, there exists $g \in G$ such that $g > 0$ and for any set $A$ of positive elements of $G$ satisfying $a = \bigvee A$, there exists $b \in A$ such that $g \leq b$. Define $H$ to be $G(a) = \{x \in G : |x| \leq na\}$ for some integer $n$; let $K = H + g'$. Let $V$ be a value of $g$ and $0 < v \in V$.

Since $G$ is abelian, $a = a \land v + (a - a \land v) \leq 2(a \land v) \lor 2(a - a \land v)$. Since $g \notin V$, $g \leq 2(a \land v)$, and so $g \leq 2(a - a \land v)$. Thus $v - a \land v \in g'$. But $a \land v \in V$, and so $v \in K$.

Now suppose that $x \in K, y \notin K$, and $x < y$. Clearly $x - g \leq y$. If $g \land (x + g - y)^+ \neq 0$, there is a value of $g$ which contains $(x + g - y)^- = (y - (x + g))^+$, and hence $(y - (x + g))^+ \in K$. Since $(x + g) \land y \in K$, this gives the contradiction that $y \in K$. Thus $g \land (x + g - y)^+ = 0$, and since $(x + g - y)^+ \leq g$, we have $(x + g - y)^- = 0$, and $x + g \leq y$. It follows that the map $\tau : G \to G$ defined by

$$
\tau(u) = \begin{cases} 
  u + a, & u \notin K; \\
  u, & u \in K.
\end{cases}
$$

is an order automorphism of $G$. Since addition is unique, $\tau$ is an $l$-automorphism of $G$. Thus for all $u \in G \setminus K$, $2u = (u + a + u + a) - a = 2u + a$, which is impossible since $a \neq 0$. Thus $K = G$. In particular, for any $B \in G^+$, there exists an integer $n$ such that $b - b \land na \in g'$ and $((n + 1)a - b)^+ \geq (a - (b - b \land na))^+ \geq g$; so $(n + 1)a \leq b$ is impossible. So $G$ is archimedean. $\square$

### 4. $l$-GROUPS WITH ESSENTIALLY ONLY ONE ADDITION

In the preceding section, we generalized two properties of the integers—that they form a uniquely transitive chain and that 1 is a singular element—to obtain the class $\mathbb{Z}^*$ of $l$-groups satisfying (*) of Theorem 3.4 and to show that singular archimedean $l$-groups, respectively, have unique additions. In this section, we generalize the real number chain.

As before, let $(\mathbb{R}, \leq, +)$ be the group of real numbers with the usual order and addition. If $(\mathbb{R}, \leq, \oplus)$ is an $o$-group, then since $(\mathbb{R}, \leq)$ is Dedekind complete and has no singular elements, $(\mathbb{R}, \leq, \oplus)$ is $o$-isomorphic to $(\mathbb{R}, \leq, +)$ but need not equal $\oplus$. Thus the ordered set $(\mathbb{R}, \leq)$ has essentially only one addition $+$ such that $(\mathbb{R}, \leq, +)$ is an $o$-group.
Let \((G, \leq, +)\) be a subgroup of \((\mathbb{R}, \leq, +)\) and let \(\oplus\) be an addition on \((G, \leq)\) such that \((G, \leq, \oplus)\) is archimedean. Then \(\oplus\) can be extended to an addition on \((\mathbb{R}, \leq)\) so that \((\mathbb{R}, \leq, \oplus)\) is an \(\sigma\)-group. Thus each new archimedean addition of \((G, \leq)\) is determined by an order automorphism \(\tau\) of \((\mathbb{R}, \leq)\) where \(\tau(G)\) is a subgroup of \((\mathbb{R}, \leq, +)\).

However, we cannot assume that if \((G, \leq, \oplus)\) is archimedean, then \((G, \leq, \oplus)\) is \(l\)-isomorphic to \((G, \leq, +)\). For \((\mathbb{R}, \leq, +)\) is as a chain order-isomorphic to \((\mathbb{R} + \mathbb{R}\sqrt{2}, \leq, +)\) with the usual order and addition. So we can place new archimedean additions on \((\mathbb{R}, \leq)\) not isomorphic to the usual addition.

To generalize these ideas, let \(X\) be the Stone space associated with the complete Boolean algebra of polars of an \(l\)-group \(G\). \(X\) is then a compact Hausdorff extremally disconnected space. Let \(\mathcal{D}(X)\) be the set of all functions \(f\) from \(X\) into the extended real numbers \([-\infty, +\infty]\) so that \(f\) is a continuous real-valued function on a dense open subset of \(X\). Then \(\mathcal{D}(X)\) is an archimedean \(f\)-ring under pointwise order, addition, and multiplication. Bernau [2] proved that if \(G\) is an archimedean \(l\)-group, there exists an \(l\)-embedding \(\pi\) of \(G\) into \(\mathcal{D}(X)\) such that \(\mathcal{D}(X)\) is an essential extension of \(G\): each nonzero \(l\)-ideal of \(\mathcal{D}(X)\) has nonzero intersection with \(G\pi\). In fact, \(\mathcal{D}(X)\) is the unique archimedean essential closure of \(G\) [7]. We will identify \(G\) with \(G\pi\). Then \(G \subseteq \mathcal{D}(X) \cong G^{d\wedge L} = G^{dL\wedge}\), where \(G^{d}\) is the divisible hull of \(G\), \(G^{L}\) is the lateral completion of \(G\), and \(G^{\wedge}\) is the Dedekind-MacNeille completion of \(G\).

**Theorem 4.1.** For any Stone space \(X\), \(\mathcal{D}(X)\) has essentially only one addition.

**Proof.** Let \(+\) be the usual addition on \(\mathcal{D}(X)\) and let \(\oplus\) be another addition on \((\mathcal{D}(X), \leq)\). Since \((\mathcal{D}(X), \leq)\) is complete, \((\mathcal{D}(X), \leq, \oplus)\) is archimedean. Because the polars of \((\mathcal{D}(X), \leq, \oplus)\) are those of \((\mathcal{D}(X), \leq, +)\), \((\mathcal{D}(X), \leq, \oplus)\) can be \(l\)-embedded into \((\mathcal{D}(X), \leq, +)\) as a dense \(l\)-subgroup, and \((\mathcal{D}(X), \leq, \oplus) \cong (\mathcal{D}(X), \leq, +)^{\wedge\mathcal{D}}\). But \((\mathcal{D}(X), \leq)\) is complete, laterally complete, and has no singular elements; so \((\mathcal{D}(X), \leq, \oplus)\) is divisible, laterally complete, and complete. \(\square\)

So every two additions on \((\mathcal{D}(X), \leq)\) are connected by a lattice automorphism of \((\mathcal{D}(X), \leq)\). Note that we have also proved Theorem C.

**Theorem 4.2.** Let \((G, \leq, +)\) be an archimedean \(l\)-group and \((\mathcal{D}(X), \leq, +)\) be the essential closure of \((G, \leq, +)\). Let \(\tau\) be a lattice automorphism of \((\mathcal{D}(X), \leq)\) preserving \(0\) and define \(a \oplus b\) to be \(\tau^{-1}[\tau(a) + \tau(b)]\) for all \(a, b\) in \(\mathcal{D}(X)\).

Then \(\oplus\) defines a new archimedean addition for \((G, \leq)\) if and only if \(\tau(G)\) is an \(l\)-subgroup of \((\mathcal{D}(X), \leq, +)\) and ever archimedean addition for \((G, \leq)\) is obtained in this way.

**Proof.** Let \(\oplus\) be a new archimedean addition for \((G, \leq)\). Since the polars of \((G, \leq, \oplus)\) are those of \((G, \leq, +)\), the Stone space of \((G, \leq, \oplus)\) is homeomorphic to that of \((G, \leq, +)\) and so \((H, \leq, \oplus)\), the essential closure of \((G, \leq, \oplus)\), is \(l\)-isomorphic to \((\mathcal{D}(X), \leq, +)\) by way of some \(l\)-isomorphism \(\pi\). Note that \(\pi\) restricts to a lattice isomorphism \(\tau\) of the subset \((G, \leq)\) of \((\mathcal{D}(X), \leq)\) onto another subset \((\tau(G), \leq)\) of \((\mathcal{D}(X), \leq)\). We will now show that \(\tau\) can be extended to a lattice automorphism of \((\mathcal{D}(X), \leq)\).
To start, the Dedekind completions of both \((G, \leq)\) and \((\tau(G), \leq)\) are lattice constructions within 
\((\mathcal{D}(X), \leq)\) and so \(\tau\) can clearly be extended to a lattice
isomorphism from \((G, \leq)^{\wedge}\) onto \((\tau(G), \leq)^{\wedge}\). So we can assume that \((G, \leq)\)
is complete.

Then \((G, \leq) = G_v \oplus G_s\), where \(G_v\) is a complete vector lattice (under +
or \(\oplus\)) and \(G_s\) is a complete singular archimedean \(-\)-group \([11]\). Similarly,
\((\tau(G), \leq)^{\wedge}\) decomposes as \(\tau(G)_v \oplus \tau(G)_s\). Since \(\tau\) must map singular elements
to singular elements, clearly \(\tau(G_v) = \tau(G)_v\) and \(\tau(G_s) = \tau(G)_s\).

Now \(G_s\) is a singular archimedean \(-\)-group and so has unique addition; thus
\(+ = \oplus\) on \(G_s\) and then \(\tau\) lifts to an \(-\)-isomorphism between \((G_s, \leq, \oplus)^d\) and
\((\tau(G)_s, \leq, \oplus)^d\); this gives us a lattice isomorphism again
inside \((\mathcal{D}(X), \leq)\) of \((G, \leq, \oplus)^d\) onto \((\tau(G), \leq, \oplus)^d\) which again extends to
a lattice isomorphism from \((G, \leq, \oplus)^d\) onto \((\tau(G), \leq, \oplus)^d\).

Now \(\tau(G)\) is large in \((\mathcal{D}(X), \leq, +)\) because \((G, \leq, \oplus)\) is large in \((H, \leq, +)\). Jakubik \([20]\) has shown that \((\tau(G), \leq)^{\wedge}\) actually defines \((\mathcal{D}(X), \leq)\) as
a lattice and so \(\tau\) can be extended to \((\mathcal{D}(X), \leq)\). Note that defining \(*\) on
\((\mathcal{D}(X), \leq)\) by \(g * h = \tau^{-1}[\tau(g) + \tau(h)]\) yields that \(* = \oplus\) on \((G, \leq)\)
and so we can extend \(\oplus\) to \((\mathcal{D}(X), \leq)\).

The rest of the proof is obvious. \(\Box\)

When \(G\) is a completely distributive archimedean \(-\)-group, we can make a
useful restriction on the action of the lattice automorphism \(\tau\). For in this case,
we can assume that \(\sum_{\Lambda} A_{\lambda} \subseteq G \subseteq \prod_{\Lambda} A_{\lambda}\), where each \(A_{\lambda}\) is an archimedean \(-\)-group,
and so \((\mathcal{D}(X), \leq, +)\) is \(-\)-isomorphic to \(\prod_{\Lambda} \mathcal{R}_\lambda\). Now if \(\tau\) is a lattice
isomorphism of \(\prod_{\Lambda} \mathcal{R}_\lambda\), then for all \(\lambda, \tau(\mathcal{R}_\lambda) = \mathcal{R}_{\mu}\) for some \(\mu \in \Lambda\). Thus
\(\tau\) determines a permutation \(\pi\) of \(\Lambda : \lambda \rightarrow \mu\). \(\pi\) in its turn defines a lattice
automorphism \(\sigma\) of \(\prod_{\Lambda} \mathcal{R}_\lambda\) by \(\sigma(x)_\lambda = x_{\pi^{-1}(\mu)}\). Now for all \(\lambda, \sigma^{-1} \circ \tau\)
preserves each \(\tau\) and so induces a lattice automorphism \(\tau_\lambda\) of \(\mathcal{R}_\lambda\). Let \(\alpha\)
denote \(\sigma^{-1} \circ \tau\); then \(\alpha(\chi)_\lambda = \tau_\lambda(\chi_\lambda)\). Defining \(\oplus\) by \(g \oplus h = \tau^{-1}[\tau(g) + \tau(h)]\),
we see that \(g \oplus h = \alpha^{-1}[\alpha(g) + \alpha(h)]\). Thus we can assume that \(\tau\) preserves
each stalk \(\mathcal{R}_\lambda\). This generalizes to the following proposition.

**Proposition 4.3.** For a Stone space \(X\), the group of all lattice automorphisms of
\((\mathcal{D}(X), \leq)\) that preserve \(0\) is a splitting extension of the \(p\)-permutations by the
ring \(-\)-automorphisms of \((\mathcal{D}(X), \leq, +, \cdot)\).

**Proof.** Let \(\tau\) be a lattice automorphism of \((\mathcal{D}(X), \leq)\) preserving \(0\) and let \(\oplus\)
be the addition defined from \(\tau\) in the usual way. Then \(\tau\) is an \(-\)-isomorphism
of \((\mathcal{D}(X), \leq, +)\) onto \((\mathcal{D}(X), \leq, \oplus)\) and so for every minimal prime sub-
group \(M\) of \((\mathcal{D}(X), \leq, +)\), \(\tau(M)\) is also a minimal prime subgroup under
both + and \(\oplus\). Thus \(\tau\) induces a permutation \(\pi\) on the minimal primes of
\((\mathcal{D}(X), \leq)\).

For all \(x \in X\), \(D_x = \{g \in (\mathcal{D}(X), \leq, +) : g(x) = 0\}\) is easily seen to be
a maximal prime subgroup. Since \(\mathcal{D}(X)\) is complete, there exists a unique
minimal prime subgroup \(M_x \leq D_x\) and \(M_x = \{f^y : 0 \leq f \in (\mathcal{D}(X) / D_x)\}\).

Let \(M\) be a minimal prime subgroup of \((\mathcal{D}(X), \leq, +)\). Since \(M\) is also
a ring ideal, \(M\) cannot contain any multiplicative units of \((\mathcal{D}(X), \leq, +, \cdot)\)
and, since multiplicative units of \(\mathcal{D}(X)\) are precisely the weak order units, \(M\)
contains no weak order units.
Now suppose that for all \( x \in X \), \( M \neq M_X \). Choose \( 0 < g_x \in M \setminus M_X \). Now \( \text{supp}(g_x) = \{ y \in X : g(y) \neq 0 \} \) is open in \( X \) and \( \bigcup_{x \in X} \text{supp}(g_x) = X \). By the compactness of \( X \), there exist \( g_{x_1}, \ldots, g_{x_n} \) such that \( X = \bigcup_{1 \leq i \leq n} \text{supp}(g_{x_i}) \). Then \( h = g_{x_1} \wedge \cdots \wedge g_{x_n} \) is in \( M \) and is a weak order unit. Thus \( M \) must be \( M_X \) for some \( x \in X \).

Thus \( \pi \) induces a permutation \( \bar{\pi} \) on \( X \) that is easily seen to be a homeomorphism of \( X \) [5]. \( \bar{\pi} \) in its turn defines a ring \( l \)-automorphism \( \sigma \) of \( (D(X), \leq, +, \cdot) \) by \( (f \sigma)(x) = f(\bar{\pi}(x)) \).

Now for any \( g \in M_X \), \( (g) \in M(\pi) \) implies that there exists \( 0 < f \in D(X) \) such that \( f(\pi(x)) \neq 0 \) but \( (f \sigma)(x) = f(\bar{\pi}(x)) \neq 0 \), giving that \( (g) \in M_X \). Therefore, \( \rho = \sigma \circ \tau \) is a \( p \)-permutation of \( (D(X), \leq) \) and \( \tau = \sigma^{-1} \circ \rho \).

The \( p \)-permutations clearly form a normal subgroup of the group of lattice automorphisms that preserve \( 0 \). So suppose that \( \tau = \alpha \circ \beta \), where \( \alpha \) is a ring \( l \)-automorphism and \( \beta \) is a \( p \)-permutation. Then \( \sigma \circ \alpha \) is a \( p \)-permutation and a ring \( l \)-automorphism; hence \( \sigma \circ \alpha \) is the identity. □

**Remark.** The proposition above also generalizes a description of the \( l \)-group automorphisms of \( D(X) \) that appears in [5].

Note that if we define an addition \( * \) from \( \rho \) as before, then \( * = \oplus \), and so with regard to new additions on \( (D(X), \leq) \), we need only consider those additions defined by \( p \)-permutations.

Now for any set \( \Lambda \), \( \prod_{\Lambda} \mathcal{R}_x \) has essentially only one addition by Theorem 4.1. It is equally clear to see that \( \Sigma_{\Lambda} \mathcal{R}_x \) also has essentially only one addition. However, for an \( l \)-subgroup \( (G, \leq, +) \) of \( \prod_{\Lambda} \mathcal{R}_x \) containing \( \Sigma_{\Lambda} \mathcal{R}_x \), this may not be true. Indeed, in the examples at the end of this section, a new addition on such an \( l \)-subgroup \( (G, \leq, +) \) with a strong order unit may not preserve the strong order unit. In what follows, we investigate when \( (G, \leq, +) \) does have essentially only one addition.

**Proposition 4.4.** Let \( g \) be the characteristic function of \( \Lambda \) in \( \prod_{\Lambda} \mathcal{R}_x \). Then the \( l \)-subgroup \( G = \Sigma_{\Lambda} \mathcal{R}_x + [g] \) of \( \prod_{\Lambda} \mathcal{R}_x \) has essentially only one addition.

**Proof.** Let \( \oplus \) be a new addition for \( G \). Then \( \oplus \) is given by a set of order automorphisms \{\( \tau_x \)\}_x \in \Lambda \) of the \( \mathcal{R}_x \)'s so that \( \tau_x(0) = 0 \) for each \( \lambda \), \( \tau(\ldots, g_\lambda, \ldots) = (\ldots, \tau_\lambda(g_\lambda), \ldots) \), and \( \oplus \) is defined from \( \tau \) in the usual way.

If we follow \( \tau \) by the \( l \)-automorphism \( \alpha \) of \( \prod_{\Lambda} \mathcal{R}_x \) that is multiplication by the element \((\ldots, \frac{1}{\tau_\lambda(1)}, \ldots) \), we have that \( \alpha(\tau(G)) = g \). Since \( \alpha(\tau(G)) \) is an \( l \)-subgroup of \( \prod_{\Lambda} \mathcal{R}_x \), \( G \subseteq \alpha(\tau(G)) \) and so we can assume both that \( G \subseteq \tau(G) \) and that \( \tau(g) = g \).

Now \( \sum_{\Lambda} \mathcal{R}_x \) is invariant under every lattice automorphism \( \sigma \) of \( (G, \leq, \oplus) \) and so \( \sum_{\Lambda} \mathcal{R}_x \) is an \( l \)-ideal of \( (G, \leq, +) \) with

\[
\mathcal{I} \cong (G, \oplus) / \left( \sum_{\Lambda} \mathcal{R}_x \right) = (G, +) / \left( \sum_{\Lambda} \mathcal{R}_x \right)
\]

as ordered sets and \((G, \oplus) / (\sum_{\Lambda} \mathcal{R}_x) \cong (\tau(G), +) / (\sum_{\Lambda} \mathcal{R}_x) \) as ordered groups. So there exists \( 0 < x \in \tau(G) \) such that \( \sum_{\Lambda} \mathcal{R}_x + x \) generates \((\tau(G), +) / (\sum_{\Lambda} \mathcal{R}_x) \). But now \( \sum_{\Lambda} \mathcal{R}_x + g = \sum_{\Lambda} \mathcal{R}_x + nx \) for some integer \( n > 0 \).

Without loss of generality, \( x = (\ldots, \frac{1}{n}, \ldots) \). Let \( h = \tau^{-1}(x) \). If \( n > 1 \), \( h \)
differs from \( g \) in every component and so \( \sum_{\lambda} R_{\lambda} + \epsilon[g] \) admits nonisomorphic additions. Let \( \alpha \) be an order isomorphism of the chain \((\epsilon, \preceq)\) onto the chain \((\epsilon + \epsilon \sqrt{2}, \preceq)\) so that \( \alpha(0) = 0 \). \( \alpha \) can then be lifted to an order automorphism \( \bar{\alpha} \) of \( R \). Let \( \tau_{\lambda} = \bar{\alpha} \) for all \( \lambda \). Then \( \tau(G) = \sum_{\lambda} R_{\lambda} + (\epsilon + \epsilon \sqrt{2})g \). Defining \( \oplus \) in the usual way from \( \tau \), we have that \( (G, \oplus)/(\sum_{\lambda} R_{\lambda}) \cong \epsilon + \epsilon \sqrt{2} \cong \tau(G)/(\sum_{\lambda} R_{\lambda}) \cong \epsilon \). But if \( (G, \preceq, \oplus) \) were \( l \)-isomorphic to \( (G, \preceq, \oplus) \) by some map \( \sigma \), \( \sigma \) must induce an isomorphism of \( (G, \oplus)/(\sum_{\lambda} R_{\lambda}) \) onto \( (G, \oplus)/(\sum_{\lambda} R_{\lambda}) \).

At this time, we do not know if \( \sum_{\lambda} R_{\lambda} + \epsilon[g] \) has essentially only one addition. We can prove the following.

**Proposition 4.5.** Let \( (G, \preceq, \oplus) \) be an \( l \)-subgroup of \( \prod_{\lambda} R_{\lambda} \) so that \( G/(\sum_{\lambda} R_{\lambda}) \) is \( l \)-isomorphic to \( R_{1} \oplus R_{2} \oplus \cdots \oplus R_{n} \), where each \( R_{j} \cong R \). Then \( G \) has essentially only one addition as a real vector lattice.

**Proof.** \( G/(\sum_{\lambda} R_{\lambda}) = (\sum_{\lambda} R_{\lambda} + \epsilon g_{1}) \oplus \cdots \oplus (\sum_{\lambda} R_{\lambda} + \epsilon g_{n}) \) and we may assume that the \( g_{i} \)'s are pairwise disjoint. Furthermore, by taking a suitable \( l \)-automorphism of \( \prod_{\lambda} R_{\lambda} \), we can assume that each \( g_{i} \) is the characteristic function of a subset \( A_{i} \) of \( \Lambda \). Then

\[
G = \left( \sum_{\Delta_{1}} R + \epsilon[g_{1}] \right) \oplus \cdots \oplus \left( \sum_{\Delta_{n}} R + \epsilon[g_{n}] \right).
\]

So it suffices to show that each \( \sum_{\Delta_{i}} R + \epsilon[g_{i}] \) has essentially only one addition. So let \( \oplus \) be another addition on \( H = \sum_{\Delta_{i}} R + \epsilon[g_{i}] \) so that we get a real vector lattice. We can assume that \( \oplus \) is connected to + by some lattice automorphism \( \tau = (\ldots, \tau_{\lambda}, \ldots) \), that \( (\tau(H), \preceq, \oplus) \) is a vector sublattice of \( \sum_{\Delta_{i}} R \), and that \( \tau(g_{i}) = g_{i} \). So \( H \subseteq \tau(H) \).

\[
(\tau(H), \preceq, \oplus)/(\sum_{\Delta_{i}} R_{\delta}) \cong R, \quad \text{and so for any } 0 < x \in \tau(H)/(\sum_{\Delta_{i}} R_{\delta}), \quad \text{there exists an } r \in R \text{ such that } g_{i} = rx + t \text{ for some } t \in \sum_{\Delta_{i}} R_{\delta}. \quad \text{But then} \quad x = \frac{1}{r}(g_{i} - t) \in H. \quad \text{So } \tau(H) = H \text{ and again we are done.} \]

An immediate corollary to the above is that \( \sum_{\lambda} R_{\lambda} + \epsilon[g] \) has essentially only one addition as a vector lattice.

In this section, completeness of either \( R \) or \( D(X) \) has been the crucial factor in the proofs. Every complete \( l \)-group \( G \) is the cardinal sum of a complete vector lattice \( G_{v} \) and a complete singular \( l \)-group \( G_{s} \). Now if \( S \) is the set of singular elements of \( G \), then \( G_{s} = S'' \) and so \( G_{s} \) has unique addition; since \( \bar{G}_{s} \) is a polar of \( G \), a new operation can differ from + only on \( G_{v} \). Note that since \( (G_{v}, \preceq) \) is complete and has no singular elements, then under any addition \( \oplus \), \( (G_{v}, \preceq, \oplus) \) must be an archimedean real vector lattice. So to pursue the study of new additions on complete \( l \)-groups, we can assume that \( (G, \preceq, +) \) is a complete real vector lattice and is a dense \( l \)-ideal of \( D(X) \) for the Stone space of \( D(G) \), the set of polars of \( G \).

**Proposition 4.6.** Suppose that \( (G, \preceq, +) \) is a complete vector lattice with a strong order unit \( u \) and \( (G, \preceq, \oplus) \) is an \( l \)-group. Then \( (G, \preceq, \oplus) \cong (G, \preceq, +) \) if and only if \( (G, \preceq, \oplus) \) has a strong order unit.
Proof. One way is clear. So suppose \((G, \leq, +)\) has a strong order unit. Let \(X\) be the Stone space of \(\mathcal{D}(G)\) for both \((G, \leq, +)\) and \((G, \leq, \oplus)\). Let \(\bar{1}\) be the multiplicative identity of \(\mathcal{D}(X)\). There exists an \(l\)-embedding \(\alpha\) of \((G, \leq, +)\) into \((\mathcal{D}(X), \leq, +)\) so that \(\alpha(1) = \bar{1}\). Since \((G, \leq, +)\) is a complete vector lattice, \(G\alpha\) is an \(l\)-ideal of \((\mathcal{D}(X), \leq, +)\) and so \(G\alpha \cong C(X)\). But \((G, \leq, \oplus)\) has a strong order unit and so there exists an \(l\)-embedding \(\beta\) of \((G, \leq, \oplus)\) onto \(C(X)\) as well. □

By combining this with earlier results about singular archimedean \(l\)-groups, we can drop the hypothesis that \(G\) be a vector lattice.

Corollary 4.7. If \((G, \leq, +)\) is a complete \(l\)-group with a strong order unit and if \((G, \leq, \oplus)\) is also an \(l\)-group with a strong order unit, then \((G, \leq, +) \cong (G, \leq, \oplus)\).

We now build an example of a complete and dense lattice \((G, \leq)\) with one addition \(+\) that makes \((G, \leq, +)\) into an \(l\)-group with a strong order unit and with two nonisomorphic additions \(\oplus\) such that \((G, \leq, \oplus)\) does not have a strong order unit.

Let \((G, \leq, +)\) be a complete real vector lattice with a strong order unit. As outlined in the proof of Proposition 4.6, we can assume that \((G, \leq, +)\) is \(l\)-isomorphic to \(C(X)\) for the Stone space \(X\) of \(\mathcal{D}(G)\).

Now for any other addition \(\oplus\), there exists a lattice automorphism \(\tau\) of \(D = \mathcal{D}(X)\) such that \(\tau(0) = 0\), \(\tau(G)\) is an \(l\)-ideal of \(D\), and \(\tau\) is an \(l\)-isomorphism of \((G, \leq, \oplus)\) onto \((\tau(G), \leq, +)\). Let \(\bar{1}\) be the characteristic function of \(X\), \(\bar{2}\) be twice \(\bar{1}\), \(\bar{3}\) be three times \(\bar{1}\), etc. We can assume that \(\tau(\bar{1}) = \bar{1}\). Then \(C(X) = D(\tau(\bar{1})) \subseteq D(\tau(\bar{2})) \subseteq D(\tau(\bar{3})) \subseteq \cdots\) and \(\tau(G) = \bigcup_n D(\tau(n))\). (Recall that \(D(x)\) is the convex \(l\)-subgroup of \(G\) generated by \(x\) and so equals \(\{g \in D : |g| \leq n|x|\}\) for some positive integer \(n\).) If only a finite number of the \(D(\tau(n))\) are distinct, then \(\tau(G)\) has a strong order unit and so \((G, \leq, +) \cong (G, \leq, \oplus)\). Otherwise, \(\tau(G) = \bigcup_{n} D(\tau(n))\), where, without loss of generality, \(D(\tau(\bar{1})) \subset D(\tau(\bar{2})) \subset \cdots\).

Now to the example:

Example 4.8. Let \((G, \leq, +)\) be the bounded real sequences with pointwise order and addition; then \((G, \leq, +)\) is the \(l\)-ideal of \(D = \mathcal{D}(X) = \prod_{1 \leq i < \infty} \mathbb{R}_i\) generated by \(\bar{1}\). Recall that we can define a lattice automorphism of \(D\) by defining its action on each stalk \(\mathbb{R}_i\). Now on \(\mathbb{R}_i\), there exists an order automorphism \(\tau_i\) such that for a positive integer \(n\), \(\tau_i(n) = (i + 1)^{n-1}\). Then

\[
\tau(\bar{1}) = \bar{1}, \quad \tau(\bar{2}) = (2, 3, 4, 5, \ldots), \quad \tau(\bar{3}) = (2^2, 3^2, 4^2, \ldots), \quad \text{etc.}
\]

Since \(\sum_i \mathbb{R} \subseteq (\mathcal{D}, \leq, +)\), \(\tau(G) = \bigcup_{1 \leq i} D(1^i, 2^i, 3^i, \ldots)\). But then \(\tau(G)\) has no strong order unit. □

Example 4.9. A similar lattice automorphism can now be used to give a second addition on the \(l\)-group of bounded real sequences, again having no strong order unit, that is not isomorphic to the addition defined in Example 4.8. Let \(X = \bigcup_i D(2^i, 3^i, 4^i, \ldots)\). (Note that \(X\) is then \(\tau(G)\) from Example 4.8.) Let \(Y = \bigcup_i D((2i)^i, (3i)^i, (4i)^i, \ldots)\). Then \(Y\) is an \(l\)-subgroup of \(\prod_i \mathbb{R}_i\) for the same reasons that \(X\) is.
Now $X$ is lattice isomorphic to $Y$. To prove this, for each $i$, there exists an order permutation $\sigma_i$ of $\mathcal{R}_i$ such that $\sigma_i((i+1)^k) = [(i+1)!]^k$. Let $\sigma$ be the lattice automorphism of $\prod_i \mathcal{R}_i$ determined by the $\sigma_i$'s. Then

$$\sigma(1^1, 1^1, \ldots) = (1^1, 1^1, \ldots), \quad \sigma(2^1, 3^1, 4^1, \ldots) = (2!^1, 3!^1, 4!^1, \ldots),$$
$$\sigma(2^2, 3^2, 4^2, \ldots) = ((2!)^1, (3!)^1, (4!)^1, \ldots), \text{ etc.}$$

Now suppose by way of contradiction that there exists an $l$-isomorphism $\beta$ mapping $X$ onto $Y$. Without loss of generality, for each $i$, $\mathcal{R}_i \beta = \mathcal{R}_i$; so extending $\beta$ to an $l$-automorphism $\beta$ of $D$ means we can assume that $\beta$ is multiplication by a positive element $y \in Y$. But then there exists an integer $n$ such that $y \in D((2!)^n, (3!)^n, \ldots)$ and we can assume that $y < ((2!)^n, (3!)^n, \ldots)$ for this $n$.

Now for each integer $k$, there exists an $x \in X$ such that $x \beta > ((2!)^k, (3!)^k, (4!)^k, \ldots)$ and there exists an $m$ such that $x < (2^m, 3^m, 4^m, \ldots)$. Therefore, $((2!)^n 2^m, (3!)^n 3^m, \ldots) > (2^m, 3^m, \ldots) y > xy = x \beta > ((2!)^k, (3!)^k, \ldots)$. Let $k = 2n$. Then for any integer $j$, $(j!)^n j^m \leq ((j!)^n 2^{2n})$; so $j^m > (j!)^n$ for all $j$ with $m$ and $n$ fixed. But we can select $j$ so that $j^m < j!$. Thus we have a contradiction. $\square$

Once again, every example of an $l$-group with essentially only one addition in this section has been archimedean. We now give a construction that, for any nonzero Specker group $A$, gives a nonarchimedean $l$-group which has essentially only one addition. From this construction, it is easy to build other examples. However, every example we know is abelian and it is an open question if every $l$-group with essentially one addition must be abelian.

So let $(0) \neq A$ be a Specker group and let $G = A \times A$. Since Specker groups are hyperarchimedean, for any two elements $a$ and $b$ of $A$, $b = ba + ba'$, where $ba \in a''$ and $ba' \in a'$. For $(a, b) \in G$, define $(a, b) \geq (0, 0)$ if $a \geq 0$ and $b \geq 0$. Then with componentwise addition $+$, $(G, \leq, +)$ is an $l$-group and for any $(x, y) \in G$, $(x, y) \vee (0, 0) = (x^+, (x^+ \vee y^+) - (x^+ \vee y^-) + (y_x, \vee 0))$ [1].

**Proposition 4.10.** $(G, \leq)$ has essentially only one addition.

**Proof.** Let $A_u = A \times \{0\}$ and $A_l = \{0\} \times A$; then $A_l$ is the Specker kernel of $(G, \leq, +)$ and hence of any other addition $\oplus$. Also, $(G, \leq, +)/A_l = (G, \leq, +)/A_l \cong A$ as lattices, with singular elements of the form $(s, 0) + A_l$, where $s$ is singular in $A$. Let $S$ be the set of singular elements of $A$ and let $T = \{(s, 0), (0, s) : s \in S\}$. Then $T$ generates $(G, \leq, \oplus)$. So to first prove that $(G, \leq, \oplus)$ is abelian, it suffices to show any two elements of $T$ commute.

Clearly if $x = (0, s)$ and $y = (0, t)$, then $x \oplus y = y \oplus x$. So let $x = (s, 0)$ and $y = (0, t)$. Then there exist $a, b, c$ in $S$ such that $s = a \vee c$; $t = b \vee c$; and $a, b, c$ are pairwise disjoint. Then $x \oplus y \oplus x = (a, 0) \oplus (b, 0) \oplus (0, b) \oplus (0, c) \oplus (b, 0) \oplus (a, 0) = (b, 0) \oplus (b, 0) \oplus (b, 0) \oplus (0, c)$ since disjoint elements commute. Now $(b, 0) \oplus (b, 0) \oplus (b, 0) \oplus (0, c)$ is singular in $(b, 0)'' = (0, b)''$ and so is less than $(0, b)$. Likewise, $(b, 0) \oplus (b, 0) \oplus (b, 0) \leq (0, b)$ and so $(b, 0)$ commutes with $(0, b)$. Thus $x \oplus y \oplus x = y$. A similar argument works if $x = (s, 0)$ and $y = (t, 0)$. Hence $(G, \leq, \oplus)$ is abelian.

Let $n^*(b, 0)$ denote the sum of $n(b, 0)$'s in $(G, \leq, \oplus)$ and $n(b, 0)$ the sum in $(G, \leq, +)$. Then $n^*(b, 0) \oplus A_l = n(b, 0) + A_l$ and so $n^*(b, 0) = (nb, x)$
for some \( x \in b'' \) in \( A \). Thus if \( B \) is the subgroup of \((G \leq, +)\) generated by \( \{(s, 0) : s \in S\} \), \( B \) is an \( l \)-subgroup of \((G \leq, +)\), \( B \cap A_l = (0) \), and for any \((x, y) \in B\) and \((h, k) \in A_l\), \(|(x, y)| \wedge |(h, k)| \ll |(x, y)|\). So \((G, \leq, +)\) is the direct product of \( B \) and \( A_l \) [1], and \( B \cong A_l \). But then since \( A \) is a free abelian group on some subset of \( S \) [23], \((G, \leq, +)\) is free abelian on some subset of \( T \). Thus the identity map on \( T \) lifts to a group isomorphism \( \sigma \) of \((G, \leq, +)\) onto \((G, \leq, +)\).

But \( \sigma \) is also an \( l \)-isomorphism. For if \( g \in B \), \( g\sigma \) is the projection of \( g \) onto \( A_u \) and in fact \( \sigma \) induces an \( l \)-isomorphism of \( B \) onto \( A_u \). Thus for any \( b \in B \) and \( a \in A_l \), \((b\sigma)^+ = b^+\sigma \), \((b\sigma)^- = b^- \), and \( b \wedge a = b\sigma \wedge a \). So for any \( g = b \oplus a \in B \times A_l \), \((g \triangledown 0)\sigma = [b^+ \oplus (b^+ \wedge a^+) \oplus (b^+ \wedge a^-) \oplus (a_b \triangledown 0)]\sigma = b^+\sigma + (b^+ \wedge a^+) - (b^+ \wedge a^-) + (a_b \triangledown 0) \), while \( g\sigma \triangledown 0 = (b \oplus a)\sigma \triangledown 0 = (b\sigma + a)\triangledown 0 = (b\sigma)^+ + ((b\sigma)^+ \wedge a^+) - ((b\sigma)^+ \wedge a^-) + (a_{(b\sigma)} \triangledown 0) \). But then \((g \triangledown 0)\sigma \) is the same as \( g\sigma \triangledown 0 \). \( \square \)

If \( A = T \), then \((G, \leq, +) = T \times T \), which is nonarchimedean and so by the above has essentially only one addition. Note that this does not extend to \( T \times T \times T \), as on that chain we can define \((a, b, c)(x, y, z) = (a + x + cy, b + y, c + z)\) and get a nonabelian nilpotent \( o \)-group.

5. Lattice-ordered groups with essentially only one abelian or archimedean addition

The following theorem from [12] and a subsequent version replacing \( R \) by \( T \) will be the keys to the main theorem of this section.

Theorem 5.1. If \( G \) is a special-valued abelian \( l \)-group with \( \Delta \) being the minimal plenary subset of \( \Gamma(G) \); if \( \Delta \) satisfies the descending chain condition; and if for all \( \delta \in \Delta \), \( G^\delta / G_\delta \cong R \), then \( G \) can be \( l \)-embedded into \( \mathcal{U}(\Delta, R) \) such that \( \Sigma(\Delta, R) \subseteq G \). Moreover, if \( G \) is finite-valued, then \( G \cong \Sigma(\Delta, R) \).

We now prove that this is true when \( R \) is replaced by \( T \).

Theorem 5.2. If \( G \) is a special-valued abelian \( l \)-group with \( \Delta \) being the minimal plenary subset of \( \Gamma(G) \); if \( \Delta \) satisfies the descending chain condition; and if for all \( \delta \in \Delta \), \( G^\delta / G_\delta \cong T \), then \( G \) can be \( l \)-embedded into \( \mathcal{U}(\Delta, T) \) such that \( \Sigma(\Delta, T) \subseteq G \). Moreover, if \( G \) is finite-valued, then \( G \cong \Sigma(\Delta, T) \).

Proof. For each \( \delta \in \Delta \), pick a positive special element \( g_\delta \in G^\delta / G_\delta \) so that \( G_\delta + G_\delta \) generates \( G^\delta / G_\delta \). It is easily seen that the subgroup \( H \) of \( G \) generated by the set \( \{g_\delta : \delta \in \Delta \} \) is free abelian on \( \Delta \) and is an \( l \)-subgroup \( l \)-isomorphic to \( \Sigma(\Delta, T) \). Thus the map taking \( g_\delta \) to the characteristic function of \( \{\delta\} \) in \( \mathcal{U}(\Delta, T) \) lifts to an \( l \)-isomorphism \( \sigma \) of \( H \) onto \( \Sigma(\Delta, T) \). By Wolfenstein's proof [27] of the Conrad-Harvey-Holland Theorem, \( \sigma \) lifts to an \( l \)-embedding \( \sigma \) of \( G \) into \( \mathcal{U}(\Delta, T) \) with \( \Sigma(\Delta, T) \subseteq G\sigma \).

Let \( s \) be special in \( G \) with value \( G_\delta \). Then there exists an integer \( n \) so that \( s - ng_\delta \in G_\delta \) and so \((s\sigma)_\delta = n \in T \). Now for any root \( E \) of \( \Delta \) through \( \delta \), since \( E \) is well ordered, we can assume by induction that for any \( \gamma \in \Delta \) with \( \gamma < \delta \), \((s\sigma)_\gamma \in T \). Thus \( s\sigma \in \mathcal{U}(\Delta, T) \) and so \( G\sigma \subseteq \mathcal{U}(\Delta, T) \).

If \( G \) is finite-valued, then for any special element \( s \) with value \( G_\delta \) and integer \( n \) such that \( s - ng_\delta \in G_\delta \), again by induction each special component of \( (s - ng_\delta)\sigma \) is in \( \Sigma(\Delta, T) \) and so \( s\sigma \in \Sigma(\Delta, T) \). So \( G\sigma = \Sigma(\Delta, T) \). \( \square \)
Proposition 5.3. If \( \Delta \) is a root system satisfying the descending chain condition, then \( \Sigma(\Delta, \mathcal{L}) \), \( \Sigma(\Delta, \mathcal{R}) \), \( \mathcal{V}(\Delta, \mathcal{L}) \), and \( \mathcal{V}(\Delta, \mathcal{R}) \) have essentially only one abelian addition.

Proof. We will do this only for \( \mathcal{L} \). From Theorem 2.1, \( \Sigma(\Delta, \mathcal{L}) \) remains finite-valued and \( \mathcal{V}(\Delta, \mathcal{L}) \) remains special-valued under any new additions. From Theorem 2.17, we keep the same set of special values and special covers. Thus under any new abelian addition \( \oplus \), \( (\Sigma(\Delta, \mathcal{L}), \oplus) \) must be \( l \)-isomorphic to \( \Sigma(\Delta, \mathcal{L}) \) with the usual addition.

For \( \mathcal{V}(\Delta, \mathcal{L}) \), since \( \Delta \) satisfies the descending chain condition, \( \mathcal{V}(\Delta, \mathcal{L}) = \Sigma(\Delta, \mathcal{L})^\mathcal{L} \) [12]. Let \( (G, \leq, \oplus) \) be \( \mathcal{V}(\Delta, \mathcal{L}) \) with a new abelian addition; then without loss of generality, \( \Sigma(\Delta, \mathcal{L}) \) \( \subseteq (G, \leq, \oplus) \subseteq \mathcal{V}(\Delta, \mathcal{L}) \) and so \( (G, \leq, +)^\mathcal{L} = \mathcal{V}(\Delta, \mathcal{L}) \). But \( (G, \leq, \oplus) \) is already laterally complete. \( \Box \)

Remark. The descending chain condition is necessary. Charles Holland has communicated to us a proof that \( \mathcal{V}(\mathcal{L}, \mathcal{R}) \) is order-isomorphic to \( \mathcal{V}(\mathcal{L}^{-}, \mathcal{R}) \) as ordered sets. Before his proof, we knew (as said earlier) that \( \Sigma(\mathcal{L}, \mathcal{L}) \) is order-isomorphic to \( (\mathcal{L}, \leq) \).

For the rest of this section, let \( \mathcal{A} \) be the class of all \( l \)-groups with essentially only one archimedean addition and \( \mathcal{A} \) be the class of all \( l \)-groups with essentially only one abelian addition.

Proposition 5.4. Both \( \mathcal{A} \) and \( \mathcal{A} \) are closed with respect to cardinal sums and products.

Proof. Suppose that \( G = A \square B \), where \( A, B \in \mathcal{A} \) and suppose that \( (G, \leq, \oplus) \) is an archimedean \( l \)-group. Then \( (G, \oplus) = (A, \oplus) \square (B, \oplus) \) and so is \( l \)-isomorphic to \( (G, +) \).

Now suppose that \( \{A_i\}_{i \in \Lambda} \subseteq \mathcal{A} \). Then \( \sum_{A_i} a_i \in \mathcal{A} \). For all \( 0 \leq g \in \prod A_i \), \( g = \vee a_i \) where \( a_i \in A_i \) and if \( 0 < h = \vee b \in \prod A_i \), \( g + h = \vee (a_i + b) \).

Now each \( A_i \) remains a cardinal summand of \( (\prod A_i, \leq, \oplus) \) for any archimedean addition \( \oplus \) and so \( (A_i, +) \cong (A_i, \oplus) \) by way of some \( l \)-isomorphism \( \tau_i \). Define \( \tau : \prod A_i \to (\prod A_i, \leq, \oplus) : \forall a_i \to \tau_i(\alpha) \). Then for all \( 0 \leq g, h \in (\prod A_i, \leq, +) \), \( (g + h)^\tau = \vee (g + h) \tau = g \tau + h \tau \).

Similar arguments work for \( \mathcal{A} \). \( \Box \)

We have not been able to show that when \( A \) is a cardinal summand of \( G \in \mathcal{A} \), then \( A \in \mathcal{A} \); in fact, this is not yet resolved even in the case when \( A \) is a maximal convex \( o \)-subgroup. We remark here that such convex \( o \)-subgroups are double polars of basic elements and so are recognizable from the lattice and the identity. Such an \( A \) would of course be an indecomposable summand.

However, if \( G \in \mathcal{A} \) and \( G = \sum A_i \), where each \( A_i \) is indecomposable, we get the desired result.

Proposition 5.5. Suppose \( (G, \leq, +) \in \mathcal{A} \) or \( \mathcal{A} \), and \( G = \sum A_i \), where each \( A_i \) is an indecomposable summand of \( G \). Then each \( A_i \in \mathcal{A} \) or \( \mathcal{A} \), respectively.

Proof. Choose \( \alpha \in \Lambda \) and let \( \Delta = \{ \lambda \in \Lambda : A_\lambda \text{ is lattice isomorphic to } A_\alpha \} \). Suppose \( \oplus \) is a nonisomorphic abelian addition on \( A_\alpha \). Then \( \oplus \) defines a new addition \( \oplus \) on \( (G, \leq) \) by, for all \( \delta \in \Delta \), \( (A_\delta, \oplus) \cong (A_\alpha, \oplus) \), while for
each \( \lambda \in \Lambda \setminus \Delta \), \((A_\lambda, \oplus) = (A_\lambda, +)\). Then \((G, \leq, \oplus) \cong (G, \leq, +)\) as abelian \(l\)-groups. Since the \(A_\lambda\)'s are indecomposable, the \(l\)-isomorphism must take \(\sum_\Delta (A_\delta, \oplus)\) onto \(\sum_\Delta (A_\delta, +)\). But then the atomic polars, the \(A_\delta\)'s for \(\delta \in \Delta\), must be isomorphic as well. \(\Box\)

6. Open Questions

Below we list and discuss some of the questions we have not been able to solve.

(1) If \((G, \leq, +)\) is an \(l\)-group such that the positive cone has a unique addition, does \((G, \leq)\) have a unique addition?

Here for any \(0 \leq g, h \in G\), \(g \oplus h = g + h\) for any two additions \(\oplus\) and \(+\) on \((G, \leq)\). We can show that \(\ominus = +\) if for all \(0 \leq g \in G\), \(\ominus g = -g\).

**Proposition 6.1.** Let \((G, \leq, +)\) and \((G, \leq, \oplus)\) be \(l\)-groups such that for all \(0 \leq g, h \in G\), \(g + h = g \oplus h\). If for all \(0 \leq g \in G\), \(-g = \ominus g\), then \(+ = \oplus\).

**Proof.** First, for all \(g \in G\), \(g\) can be written uniquely as \(a - b\), where \(a \wedge b = 0\). By Proposition 2.2, \(-\ominus g = (-\ominus a) + \ominus b = a - b\). Thus for all \(g \in G\), \(-g = \ominus g\).

If \(g \wedge h \leq 0\), \(g \vee h = (g - h)^+ + h = (g - h)^+ \ominus h\), and so \((g - h)^+ = g \vee h \ominus h = (g \ominus h)^+\). The result then is clear. \(\Box\)

We can answer Question 1 affirmatively if \(G\) is totally ordered.

**Proposition 6.2.** If \((G, \leq, +)\) is an \(o\)-group such that the positive cone has a unique addition, then \((G, \leq)\) has a unique addition.

**Proof.** First note that if \(0 < a \ll b\) in \((G^+, \leq, +)\), then

\[
\tau : x \rightarrow \begin{cases} 
  x + a, & \text{if } x \gg a; \\
  x, & \text{otherwise}
\end{cases}
\]

is an order automorphism of \(G^+\) and so we define a new addition \(\oplus\) on \(G^+\) from \(\tau\) as before. Note \(b \ominus b = 2b + a \neq 2b\). So \(+ \neq \oplus\) on \(G^+\), a contradiction. Thus \((G, \leq, +)\) must be archimedean and so can be embedded into \(\mathcal{R}\) [18].

Now suppose that \((G, \leq, \oplus)\) is also an \(o\)-group. The map \(g \rightarrow -\ominus g\) is a semigroup automorphism of \(G^+\), for \(-\ominus (g + h) = -\ominus (g \ominus h) = -(\ominus g + \ominus h)\), and thus there exists \(0 < r \in \mathcal{R}\) such that \(-\ominus g = rg\) for all \(g \in G^+\) [17]. Note that \(G^+\) is \(r\)-divisible: for any \(g \in G^+\), there exists \(h \in G^+\) such that \(rh = g\).

Without loss of generality, \(1 + G^+\) and \(r < 1\). Define on \(G^+\)

\[
\tau(g) = \begin{cases} 
  rg, & \text{if } 0 \leq g \leq \tau; \\
  (r + 1)g - r, & \text{if } r < g \leq 1; \\
  g, & \text{if } g > 1.
\end{cases}
\]

\(\tau\) is then an order automorphism of \(G^+\) that is not the identity and is not a homomorphism. \(\Box\)

(2) If \(G\) is an \(l\)-group with unique addition, must \(G\) be archimedean?

(3) Does each subdirect product of Okhuma groups have a unique addition?

(4) Is the class of \(l\)-groups with unique addition closed with respect to \(l\)-ideals?
(5) (Kopytov) If $G$ is an $l$-group with essentially only addition, must $G$ be abelian?

As mentioned before, for a nonabelian $l$-group $(G, \leq, +)$, defining $g \oplus h$ to equal $h + g$ makes $(G, \leq, \oplus)$ into an $l$-group. Thus if $(G, \leq)$ has essentially only one addition, $(G, \leq, \oplus) \cong (G, \leq, +)$.

Andrew Glass has suggested that $(G, \leq, +) = \mathcal{A}(R)$ may be a possible counterexample. Giraudet [21] has shown that if $\oplus$ is an addition on $(G, \leq)$ so that $(G, \leq, \oplus)$ is $l$-isomorphic to an $l$-subgroup $A$ of $\mathcal{A}(T)$ for some chain $T$ so that $A$ acts doubly transitively on $T$, then $(G, \leq, \oplus) \cong \mathcal{A}(R)$. One of us (Darnel) has recently shown that for any $x \in R$, the point stabilizer $S_x = \{g \in \mathcal{A}(R) : g(x) = x\}$ is a maximal convex $l$-subgroup in any addition on $(\mathcal{A}(R), \leq)$. This means that no normal-valued operation can be placed on $(\mathcal{A}(R), \leq)$.

(6) If $(G, \leq, +)$ is an archimedean vector lattice, must $(G, \leq, \oplus)$ be archimedean for any other addition $\oplus$?

(7) If $(G, \leq, +)$ is hyperarchimedean and $(G, \leq, \oplus)$ is archimedean, must $(G, \leq, \oplus)$ be hyperarchimedean?

(8) Are the classes $Ar$ and $Ab$ of $l$-groups with essentially only one archimedean addition and abelian addition, respectively, closed with respect to cardinal summands?

(9) If $(G, \leq, +)$ is normal-valued and $\oplus$ is another addition for $(G, \leq)$, must $(G, \leq, \oplus)$ be normal-valued?

**Added in proof**

Questions 1 and 2 have been answered in the affirmative by Jakubik in “On lattice-ordered groups having a unique addition,” Czechoslovak Math. J. 40 (115) (1990), 311–314, and in Lattice-ordered groups with unique addition must be Archimedean, Czechoslovak Math. J. 41 (1991). Question 5 has been answered in the negative by Darnel, Giraudet, and McCleary, in Lattice-ordered groups with one essential operation, submitted (1991) to Algebra Universalis. In this paper, it was indeed shown that $\mathcal{A}(R)$ does have essentially only one operation.
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