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Abstract. Elementary proofs of the abstract prime number theorem of the form \( \Lambda(m) = q^m + O(q^m m^{-1}) \) for algebraic function fields are given. The proofs use a refinement of a tauberian theorem of Bombieri.

0. Introduction

The main purpose of this paper is to give elementary proofs of the abstract prime number theorem for algebraic function fields (henceforth, the P.N.T.) which was established in the author's paper [8]. In the analytic argument in [8], the fact that the generating function \( Z(y) \) has no zeros on the circle \( |y| = q^{-1} \) plays an important role. In this paper, we shall show that the nonvanishing of the generating function has an elementary interpretation which can be expressed as another analogue (see (2.3)) of Selberg's formula in classical prime number theory. In a recent paper [2], Bombieri also proposed this formula. By introducing the new analogue and proving an elegant tauberian theorem (see Theorem 3.1), he made a correction to the last part of the argument in his earlier paper [1]. In this paper, we shall refine this tauberian theorem in a quantitative form. The result, Theorem 3.2, is sharp in some sense. Combining our elementary proof of the new analogue of Selberg's formula and the new tauberian theorem will give an elementary proof of the P.N.T. with a remainder term (see Theorems 4.1 and 4.2). Since the last part of the argument given in [1] is inadequate to prove the P.N.T., it is an interesting question whether the P.N.T. (or the conclusion in [1]) can be established with the aid of the new analogue mentioned above. We shall show briefly that this is indeed the case.

The author thanks Professor E. Bombieri for the preprint of his article [2].

1. An elementary proof of the first analogue of Selberg's formula

We begin by recalling the concept of an additive arithmetic semigroup, which was developed by Knopfmacher [6]. An additive arithmetic semigroup is, by
definition, a free commutative semigroup $\mathcal{S}$ with identity element 1 such that $\mathcal{S}$ has a countable free generating set $\mathcal{P}$ of "primes" $p$ and such that $\mathcal{S}$ admits an integer-valued degree mapping $\partial: \mathcal{S} \rightarrow \mathbb{N} \cup \{0\}$ satisfying:

(i) $\partial(1) = 0$ and $\partial(p) > 0$ for all $p \in \mathcal{P}$,

(ii) $\partial(ab) = \partial(a) + \partial(b)$ for all $a, b \in \mathcal{S}$,

and

(iii) the total number $G(n)$ of elements of degree $n$ in $\mathcal{S}$ is finite for each $n \geq 0$.

Let $P(n)$ denote the total number of primes of degree $n$ in $\mathcal{S}$. We set

$$\Lambda(m) = \sum_{p \in \mathcal{P}, r \geq 1 \atop \partial(p^r) = m} \partial(p), \quad m = 0, 1, 2, \ldots,$$

which is the counterpart of the number $N_m$ for an algebraic curve $C$ in [1]. Then,

$$\Lambda(n) = \sum_{r|n} \frac{n}{r} P\left(\frac{n}{r}\right).$$

The arithmetic function $G(n)$ is an elementary combinatorial function of $P(n)$. This can be expressed explicitly by

$$\sum_{n=0}^{\infty} G(n)y^n = \prod_{m=1}^{\infty} (1 - y^m)^{-P(m)}.$$

Therefore, for brevity, we often use formal power series and formal infinite products to establish identities and simple estimates which can also be obtained directly. Thus, from (1.1), we can deduce

$$\sum_{n=1}^{\infty} \Lambda(n)y^n \sum_{n=0}^{\infty} G(n)y^n = \sum_{n=0}^{\infty} nG(n)y^n.$$

Moreover, we shall appeal only to the convergence of real power series but not use analytic behavior. This is the sense in which our argument is elementary.

For brevity, we shall also use additive convolution of arithmetic functions. Let $f(n)$ and $g(n)$ be two arithmetic functions defined for all nonnegative integers. The function $h(n)$ defined by setting

$$h(n) = \sum_{k=0}^{n} f(k)g(n-k), \quad n = 0, 1, 2, 3, \ldots,$$

is called the additive convolution of $f$ and $g$ and denoted by $f * g$. It is easy to see that additive convolution is associative and commutative. We also define a differentiation operator $L$ on arithmetic functions $f$ by setting $(Lf)(n) = nf(n)$, $n = 0, 1, 2, \ldots$. Thus, (1.2) can be rewritten as

$$\Lambda * G = LG.$$

The following estimate quoted from [8] was established by using (1.3).

**Lemma 1.1.** Suppose there exist constants $A > 0$, $q > 1$, and $\gamma > 1$ such that

$$G(n) = Aq^n + O(q^n n^{-\gamma}), \quad n = 1, 2, \ldots.$$
Then

\[ \sum_{k=1}^{n} \frac{\Lambda(k)}{q^k} = n + O(1). \]

We next give a simpler elementary proof of the following result [1].

**Theorem 1.2 (abstract Selberg-Bombieri formula).** Suppose there exist constants \( A > 0, \ q > 1, \ \gamma > 3, \) and \( c > 0 \) such that

\[ (1.4) \quad |G(n) - Aq^n| \leq cq^n/n^\gamma, \quad n = 1, 2, \ldots. \]

Then, as \( m \to \infty, \)

\[ (1.5) \quad mA(m) + \sum_{r=1}^{m-1} \Lambda(r)\Lambda(m-r) = 2mq^m + O(q^m), \]

where the "\( O \)" constant depends only on \( A, q, \gamma, \) and \( c \) in (1.4).

**Remark.** This analogue of Selberg's formula in classical prime number theory was first proved by Bombieri [1] for an algebraic curve \( C. \) Knopfmacher [6] established this formula for an additive arithmetic semigroup with stronger hypotheses by an elementary argument. Here we shall give a simpler elementary proof. In the following proof, we follow the general idea of Diamond [4] for proving Selberg's formula and make use of the additive convolution techniques.

**Proof.** The starting-point of our proof is the following convolution identity

\[ (LA + \Lambda \ast \Lambda) \ast G = L^2 G, \]

which can be deduced easily from (1.3). Therefore,

\[ (1.6) \quad LA + \Lambda \ast \Lambda = L^2 \Lambda^{-1} \]

where \( \Lambda^{-1} \) is the additive convolution inverse of \( \Lambda. \) Since

\[ \sum_{n=0}^{\infty} G^{-1}(n)y^n = \prod_{m=1}^{\infty} (1 - y^m)^{p(m)}, \]

it is plain that \( |G^{-1}(n)| \leq G(n). \)

The arithmetic function \( L^2 G \) can be approximated well by a function of the form

\[ 2(G \ast T \ast T) + c_2(G \ast T) + c_3G, \]

where the function \( T \) is defined by setting \( T(n) = q^n, \ n = 0, 1, 2, \ldots, \) and the coefficients \( c_2 \) and \( c_3 \) will be specified later. We denote

\[ G(n) = Aq^n + a_n q^n n^{-\gamma}, \quad n = 1, 2, \ldots, \]

where \( |a_n| \leq c \) by (1.4). Then we have

\[ G \ast T(n) = q^n \left\{ An + (1 + \sigma_1) + O\left(\frac{1}{(n+1)^{\gamma-1}}\right) \right\} \]

where \( \sigma_1 = \sum_{s=1}^{\infty} a_s s^{-\gamma}, \) and

\[ G \ast T \ast T(n) = \sum_{0 \leq s \leq n} G(s)(T \ast T)(n-s) \]

\[ = (n+1)q^n + \sum_{1 \leq s \leq n} (n-s+1)q^{n-s}(Aq^s + a_s q^s s^{-\gamma}) \]

\[ = q^n \left\{ \frac{1}{2} An(n+1) + (n+1)(1 + \sigma_1) - \sigma_2 + O\left(\frac{1}{(n+1)^{\gamma-2}}\right) \right\}, \]
where $\sigma_2 = \sum_{s=1}^{\infty} a_s s^{-\gamma + 1}$. If we introduce $R = L^2 G - 2G*T*T - c_2 G*T - c_3 G$ and choose

$$c_2 = -1 - \frac{2}{A}(1 + \sigma_1), \quad c_3 = \frac{1}{A}\{(2 + c_2)(1 + \sigma_1) + 2\sigma_2\},$$

then we have

$$R(n) = q^n\{-2(1 + \sigma_1) + A + c_2 A\}n + \{-2(1 + \sigma_1) + 2\sigma_2 - c_3 A\} + O(n^{-\gamma + 2})\}$$

$$= q^n O(n^{-\gamma + 2}).$$

We now rewrite (1.6) as $L\lambda + \lambda * \lambda = 2T*T + c_2 T + c_3 \delta + R * G^{-1}$, where $\delta$ is the additive convolution identity defined by

$$\delta(n) = \begin{cases} 1, & \text{if } n = 0, \\
0, & \text{if } n > 0. \end{cases}$$

Then we have

$$m\lambda(m) + \sum_{r=1}^{m-1} \lambda(r)\lambda(m-r) = 2mq^m + O(q^m)$$

since, by (1.7),

$$|R * G^{-1}(m)| = \left| \sum_{s=0}^{m} R(s)G^{-1}(m-s) \right| \ll q^m \left( 1 + \sum_{s=1}^{m} s^{-\gamma + 2} \right) \ll q^m. \quad \Box$$

2. AN ELEMENTARY PROOF OF THE SECOND ANALOGUE OF SELBERG’S FORMULA

In this section, we shall give an elementary proof of (2.3) below which we call the second analogue of Selberg’s formula. We shall also show that (2.3) is in fact an “elementary version” of nonvanishing of the generating function $Z^*(y)$ (see [8]).

**Theorem 2.1.** Suppose there exist constants $A > 0, q > 1$ such that

$$(2.1) \sum_{n=1}^{\infty} (G(n) - Aq^n)^2 q^{-n} < \infty.$$

Then

$$(2.2) \sum_{s=1}^{n} \frac{\Lambda(2s)}{q^{2s}} = n + O(1)$$

and

$$(2.3) n\Lambda(2n) + \sum_{s=1}^{n} \Lambda(2s)\Lambda(2n-2s) = 2nq^{2n} + O(q^{2n}).$$

**Remark 1.** Bombieri also arrived at (2.3) for an algebraic curve $C$ in his recent paper [2].

**Remark 2.** (2.2) is a consequence of (2.3). However, (2.2) can be established with a weaker condition than that needed for (2.3), as we can see from Lemma 2.2.

The proof of Theorem 2.1 follows the general idea for proving Theorem 3.1 in [8]. We first prove several lemmas.
Lemma 2.2. Let

\[(2.4) \quad H(n) = \sum_{k=0}^{n} (-1)^k G(k) G(n-k).\]

If there exist constants \(A_1 > 0\) and \(\gamma > 1\) such that

\[(2.5) \quad H(2n) = A_1 q^{2n} + O(q^{2n} n^{-\gamma}) \quad \text{as} \quad n \to \infty\]

then (2.2) holds. Furthermore, if (2.5) with \(\gamma > 3\) is true then (2.3) holds.

Remark. Plainly, \(H(2n - 1) = 0, \quad n = 1, 2, \ldots\)

Proof. We first note that

\[\sum_{n=0}^{\infty} H(n)y^n = \sum_{n=0}^{\infty} (-1)^n G(n)y^n \sum_{n=0}^{\infty} G(n)y^n\]

\[= \prod_{m=1}^{\infty} (1 - y^m)^{-2P(m)} \prod_{m=1}^{\infty} (1 - y^{2m})^{-P(m)}\]

\[= \prod_{m=1}^{\infty} (1 - y^m)^{-\overline{P}(m)}\]

where

\[\overline{P}(m) = \begin{cases} 0, & \text{if } m \text{ is odd}, \\ 2P(m) + P(m/2), & \text{if } m = 2k \text{ with } k \text{ odd}, \\ 2P(m), & \text{if } 4|m. \end{cases}\]

Therefore, \(H(n) \geq 0\) for all \(n\).

We define arithmetic functions \(H_1\) and \(\Lambda_1\) by setting \(H_1(n) = H(2n)\) and \(\Lambda_1(n) = \Lambda(2n)\). Then we have \(H_1(n) = A_1 q^{2n} + O((q^2)^n n^{-\gamma})\) with \(A_1 > 0\) and \(q^2 > 1\) by (2.5). It is easy to verify that

\[\sum_{n=1}^{\infty} \Lambda_1(n)y^n = \sum_{n=0}^{\infty} H_1(n)y^n\]

\[= \frac{1}{2} \left\{ \sum_{n=1}^{\infty} \Lambda(n)(y^{1/2})^n + \sum_{n=1}^{\infty} \Lambda(n)(-y^{1/2})^n \right\} \sum_{n=0}^{\infty} G(n)(y^{1/2})^n\]

\[= \sum_{n=0}^{\infty} G(n)(-y^{1/2})^n = \sum_{n=0}^{\infty} nH_1(n)y^n,\]

or, equivalently

\[(2.7) \quad \Lambda_1 * H_1 = LH_1.\]

Therefore, if (2.5) with \(\gamma > 1\) is true, then, by Lemma 1.1,

\[\sum_{k=1}^{n} \frac{\Lambda_1(k)}{(q^2)^k} = \sum_{k=1}^{n} \frac{\Lambda(2k)}{q^{2k}} = n + O(1).\]

Furthermore, if (2.5) with \(\gamma > 3\) is true, then, by Theorem 1.2,

\[n\Lambda_1(n) + \sum_{s=1}^{n-1} \Lambda_1(s)\Lambda_1(n-s) = 2nq^{2n} + O(q^{2n})\]

and (2.3) follows. \(\square\)
Lemma 2.3. Suppose there exist constants $A > 0$, $q > 1$, and $\nu$ with $0 \leq \nu < 1$ such that

$$\sum_{n=1}^{\infty} (G(n) - Aq^n)^2 q^{-2\nu n} < \infty.$$  

Then there exists a constant $A_1$ such that

$$H(2n) = A_1 q^{2n} + o(q^{2\nu n}) \quad \text{as} \quad n \to \infty. \quad (2.8)$$

Proof. We denote $G(n) = Aq^n + a_n q^{\nu n}$, $n = 1, 2, \ldots$. Then, $\sum_{n=1}^{\infty} a_n^2 < \infty$ and $a_n \to 0$ as $n \to \infty$. We first show that

$$\sum_{k=1}^{2m-1} (-1)^k a_k a_{2m-k} = o(1) \quad \text{as} \quad m \to \infty. \quad (2.9)$$

Actually, we have

$$\sum_{k=1}^{2m-1} (-1)^k a_k a_{2m-k} = 2 \sum_{k=1}^{m-1} (-1)^k a_k a_{2m-k} + (-1)^{m-1} a_{2m}^2$$

and by the Cauchy-Schwarz inequality,

$$\left| \sum_{k=1}^{m-1} (-1)^k a_k a_{2m-k} \right| \leq \left( \sum_{k=1}^{m-1} a_k^2 \right)^{1/2} \left( \sum_{k=1}^{m-1} a_{2m-k}^2 \right)^{1/2} \to 0.$$

Then we have

$$H(2m) = 2G(2m) + \sum_{k=1}^{2m-1} (-1)^k G(k) G(2m-k)$$

$$= 2(Aq^{2m} + a_{2m} q^{\nu 2m})$$

$$+ \sum_{k=1}^{2m-1} (-1)^k (Aq^k + a_k q^{\nu k})(Aq^{2m-k} + a_{2m-k} q^{\nu (2m-k)})$$

$$= (2A - A^2) q^{2m} + 2Aq^{2m} \sum_{k=1}^{m-1} (-1)^k a_k q^{-(1-\nu)k}$$

$$+ q^{\nu m} \sum_{k=1}^{2m-1} (-1)^k a_k a_{2m-k} + 2a_{2m} q^{\nu 2m}$$

$$= (2A - A^2 + 2A\sigma) q^{2m} + o(q^{\nu m}),$$

where $\sigma = \sum_{k=1}^{\infty} (-1)^k a_k q^{-(1-\nu)k}$, by (2.9). \qed

Lemma 2.4. Assume the hypothesis of Theorem 2.1. Then we have $A_1 > 0$ in Lemma 2.3.

Proof. We note that $A_1 > 0$ since all $H(n) > 0$. Suppose the conclusion of the lemma is not true so that $A_1 = 0$. Hence, by Lemma 2.3,

$$H(2n) = o(q^n). \quad (2.10)$$
Therefore, we have $\sum_{n=0}^{\infty} H(n)q^{-n} = B > 0$, since $H(n)$ are not all zeros. Define arithmetic functions $G_1$ and $G_2$ by setting

$$
\sum_{n=0}^{\infty} G_1(n)y^n = \prod_{m=1 \text{ odd}}^{\infty} (1 - y^m)^{-P(m)},
$$

and

$$
\sum_{n=0}^{\infty} G_2(n)y^n = \prod_{m=1 \text{ even}}^{\infty} (1 - y^m)^{-P(m)}.
$$

Then, plainly, $0 \leq G_1(n) \leq G(n)$ and $0 \leq G_2(n) \leq G(n)$. Therefore, $\sum_{n=0}^{\infty} G_1(n)q^{-2n}$ converges. From (2.6), (2.11), and (2.12), we have

$$
\left(\sum_{n=0}^{\infty} G_2(n)y^n\right)^2 \left(\sum_{n=0}^{\infty} G_1(n)y^{2n}\right) = \sum_{n=0}^{\infty} H(n)y^n.
$$

It follows that $\sum_{n=0}^{\infty} G_2(n)q^{-n}$ converges and $\sum_{n=0}^{\infty} G_2(n)q^{-n} = B_1 > 0$. We now note that

$$
\sum_{n=0}^{\infty} G_1(n)y^n \sum_{n=0}^{\infty} G_2(n)y^n = \sum_{n=0}^{\infty} G(n)y^n.
$$

Therefore,

$$
\lim_{y \to q^{-1}} (1 - qy) \sum_{n=0}^{\infty} G_1(n)y^n = \lim_{y \to q^{-1}} \frac{(1 - qy) \sum_{n=0}^{\infty} G(n)y^n}{\sum_{n=0}^{\infty} G_2(n)y^n} = \frac{A}{B_1} = B_2 > 0.
$$

This implies that

$$
\sum_{n=0}^{\infty} G_1(n)q^{-n} \geq B_2 > 0.
$$

If we define $G_3$ and $G_4$ by setting

$$
\sum_{n=0}^{\infty} G_3(n)y^n = \sum_{n=0}^{\infty} G_1(n)y^{2n}
$$

and

$$
\sum_{n=0}^{\infty} G_4(n)y^n = \left(\sum_{n=0}^{\infty} G_2(n)y^n\right)^2,
$$

then, from (2.13), we have

$$
H(n) = G_3(n) + G_3(n-1)G_4(1) + \cdots + G_3(1)G_4(n-1) + G_4(n) \geq G_3(n)
$$

and hence

$$
\lim_{n \to \infty} \frac{H(2n)q^{-n}}{H(n)q^{-n}} \geq \lim_{n \to \infty} \frac{G_1(n)q^{-n}}{G_1(n)q^{-n}} > 0,
$$

by (2.14). This contradicts (2.10). □

Proof of Theorem 2.1. Now, (2.2) and (2.3) follow immediately from Lemmas 2.4 and 2.2. □
To conclude this section, we show that the formula (2.3) is in fact an "elementary version" of nonvanishing at the point \( y = -q^{-1} \) of the generating function

\[
Z'(y) = \sum_{n=0}^{\infty} G(n)y^n = \prod_{m=1}^{\infty} (1 - y^m)^{-P(m)}
\]

(see [8]). Actually, \( 1 + \sum_{n=0}^{\infty} H(n)y^n = Z'(y)Z'(-y) \). From Lemma 3.3 in [8], if \( Z'(y) \) has a zero at \( y = -q^{-1} \), then \( H(2n) = o(q^n) \), i.e., \( A_1 = 0 \) in (2.7). Therefore, from (2.7),

\[
A(2n) = A_1(n) \leq A_1 \ast H_1(n) = nH_1(n) = nH(2n) = O(nq^n)
\]

and hence (2.3) does not hold. Conversely, if \( Z'(y) \) has no zeros at \( y = -q^{-1} \), then plainly \( A_1 \neq 0 \) in (2.8) and (2.3) follows.

3. A TAUBERIAN THEOREM

In [2], Bombieri proved the following tauberian theorem by an elementary argument.

**Theorem 3.1.** Suppose that \( a_m > 0 \) and that

\[
ma_m + \sum_{i=1}^{m-1} a_ia_{m-i} = 2m + O(1)
\]

(3.1)

and

\[
\sum_{i=1}^{m} a_{2i} = m + O(1)
\]

(3.2)

as \( m \to \infty \). Then \( a_m \sim 1 \).

**Remark.** Instead of (3.2), Bombieri's hypothesis is

\[
ma_{2m} + \sum_{i=1}^{m-1} a_{2i}a_{2m-2i} = 2m + O(1).
\]

However, what he really needed is (3.2), which is a consequence of (3.3).

We can refine this theorem in the following quantitative form.

**Theorem 3.2.** Assume the hypothesis of Theorem 3.1. Then \( a_m = 1 + O(\frac{1}{m}) \) as \( m \to \infty \).

**Remark.** Let \( a_m = 1 \) if \( m \) is not a square of an integer and \( a_{n^2} = 1 + 1/n^2 \). Then, plainly (3.1) and (3.2) are satisfied. This example shows that \( a_m = 1 + O(\frac{1}{m}) \) as \( m \to \infty \) is sharp.

**Proof of Theorem 3.2.** We first note that (3.1) implies

\[
\sum_{i=1}^{m} a_i = m + O(1),
\]

(3.4)

by a tauberian theorem of Erdös [5]. Following [2], we set \( a_m = 1 + r_m \). It suffices to show \( r_m = O(\frac{1}{m}) \). From (3.1) and (3.4), we have

\[
mr_m + \sum_{k=1}^{m-1} r_k r_{m-k} = O(1)
\]

(3.5)
and from Theorem 3.1, \( r_m \to 0 \) as \( m \to \infty \). Therefore, there exists a constant \( K \) such that

\[
|mr_m + \sum_{k=1}^{m-1} r_k r_{m-k}| \leq K
\]

holds for \( m = 1, 2, \ldots \). We fix a positive integer \( m_0 \) sufficiently large so that, for \( m \geq m_0 \),

\[
\frac{1}{m} \sum_{k=1}^{m} |r_k| < \frac{1}{4}, \quad |r_m| < \frac{1}{4}.
\]

We shall show that for every positive integer \( k \) if \( m \geq 2^k m_0 \) then

\[
|r_m| \leq \left(\frac{1}{4}\right)^{k+1} + \frac{K}{m} (1 + \eta + \eta^2 + \cdots + \eta^{k-1})
\]

where

\[
\eta = \frac{1}{4} + \frac{3}{4} \log 2.
\]

This leads to the conclusion of the theorem immediately. In fact, for any \( m \geq 2m_0 \), if we take \( k \) satisfying \( 2^{k+1} m_0 > m \geq 2^k m_0 \), from (3.8), we shall have

\[
|r_m| \leq 2^{-2k-2} + \frac{K}{1 - \eta} \frac{1}{m} \leq \left(\frac{m_0}{m}\right)^2 + \frac{K}{1 - \eta} \frac{1}{m} \leq \left(\frac{m_0 + K}{1 - \eta} \frac{1}{m}\right).
\]

To prove (3.8), we first note that, for \( k = 1 \), (3.8) is certainly true. Actually, we have, from (3.6) and (3.7),

\[
|r_m| \leq \frac{1}{m} \left\{ 2 \sum_{s=1}^{[m/2]} |r_s| |r_{m-s}| + K \right\}
\]

\[
\leq \frac{1}{m} \left\{ \frac{1}{2} \sum_{s=1}^{[m/2]} |r_s| + K \right\} \leq \left(\frac{1}{4}\right)^{2} + \frac{K}{m}.
\]

Therefore, we assume (3.8) for \( 1 \leq k \leq l \) and consider \( m \geq 2^{l+1} m_0 \). We denote \( \eta_k = 1 + \eta + \eta^2 + \cdots + \eta^{k-1} \). Then we have, by the induction hypothesis,

\[
|r_m| \leq \frac{1}{m} \left\{ 2 \sum_{s=1}^{[m/2]} |r_s| |r_{m-s}| + K \right\}
\]

\[
\leq \frac{1}{m} \left\{ 2 \sum_{s=1}^{[m/2]} |r_s| \left(\frac{1}{4}\right)^{l+1} + \frac{K}{m-s} \eta_l \right\} + K
\]

\[
= \frac{2}{m} \left(\frac{1}{4}\right)^{l+1} \sum_{s=1}^{[m/2]} |r_s| + \frac{2K}{m} \eta_l \sum_{s=1}^{[m/2]} |r_s| \frac{1}{m-s} + \frac{K}{m}
\]

since, for \( s \leq \left[ \frac{m}{2} \right] \), \( m-s \geq \frac{m}{2} \geq 2^{l} m_0 \). We shall estimate the last two sums in (3.10) separately.
First, we have, by (3.7),
\[
\sum_{s=1}^{\lfloor m/2 \rfloor} |r_s| \frac{1}{m-s} = \sum_{s=1}^{2^{-l-1}m} |r_s| \frac{1}{m-s} + \sum_{s=[2^{-l-1}m]+1}^{\lfloor m/2 \rfloor} |r_s| \frac{1}{m-s} \\
\leq \frac{1}{4} \left( \frac{1}{m-2^{-l-1}m} 2^{-l-1}m + \sum_{s=[2^{-l-1}m]+1}^{\lfloor m/2 \rfloor} \frac{1}{m-s} \right) \\
\leq \frac{1}{4} \left( \frac{1}{3} + \log 2 \right) = \frac{1}{3} \eta
\]
since
\[
\sum_{s=[2^{-l-1}m]+1}^{\lfloor m/2 \rfloor} \frac{1}{m-s} = \frac{m-2^{-l-1}m-1}{k} \leq \int_{m/2-1}^{m-2} \frac{dt}{t} = \log 2.
\]
Hence,
\[
2K \frac{\eta}{m} \sum_{s=1}^{\lfloor m/2 \rfloor} |r_s| \frac{1}{m-s} \leq \frac{2K}{3} \frac{\eta}{m} \eta.
\]

Secondly, we have, by (3.7) and (3.8) with \(1 < k < l\),
\[
\sum_{s=1}^{\lfloor m/2 \rfloor} |r_s| = \sum_{s=1}^{2^{-l}m} |r_s| + \sum_{s=2^{-l}m+1}^{2^{-l+1}m} |r_s| + \cdots + \sum_{s=[m/4]+1}^{\lfloor m/2 \rfloor} |r_s| \\
\leq [2^{-l}m] \frac{1}{4} + \sum_{s=2^{-l}m+1}^{2^{-l+1}m} \left( \frac{1}{4} + \frac{K \eta}{s} \right) \\
+ \sum_{s=2^{-l+1}m+1}^{2^{-l+2}m} \left( \frac{1}{4} + \frac{K \eta}{s} \right) + \cdots + \sum_{s=[m/4]+1}^{\lfloor m/2 \rfloor} \left( \frac{1}{4} + \frac{K \eta}{s} \right) \\
\leq \frac{1}{4} \left[ \frac{1}{2^{-l}m} + \left( \frac{1}{2^{-l+1}m} - \frac{1}{2^{-l}m} \right) + \cdots + \left( \frac{1}{[m/2]} - \frac{1}{[m/4]} \right) \right] \\
+ \frac{K \eta}{2^{-l-1}m} + \frac{1}{2^{-l}m+1} + \cdots + \frac{1}{[m/2]} \\
= \frac{1}{4} \Sigma_1 + \frac{K \eta}{2^{-l-1}m} \sum_{s=[2^{-l+1}m]+1}^{\lfloor m/2 \rfloor} \frac{1}{s},
\]
say. Therefore, if \(l = 1\), we have \(\sum_{s=1}^{\lfloor m/2 \rfloor} |r_s| \leq m 2^{-l}/4\). If \(l \geq 2\), we have
\[
\Sigma_1 = \frac{3}{4} \frac{1}{2^{-l}m} + \frac{3}{4} \frac{1}{2^{-l+1}m} + \frac{3}{4} \frac{1}{2^{-l+2}m} + \cdots + \frac{3}{4} \left( \frac{1}{2} \frac{1}{2} \right)^{l-2} \left( \frac{1}{2} \right) + \left( \frac{1}{2} \right)^{l-1} \left( \frac{1}{2} \right) \\
\leq \frac{3}{4} 2^{-l} m \left( 1 + \frac{1}{2} + \frac{1}{2^3} + \cdots + \frac{1}{2^l-2} \right) + \left( \frac{1}{4} \right)^{l-1} \frac{m}{2} \\
\leq \frac{3}{2} 2^{-l} m + \left( \frac{1}{4} \right)^{l-1} \frac{m}{2}.
and

\[
\sum_{s=\lceil 2^{-1}m \rceil+1}^{\lfloor m/2 \rfloor} \frac{1}{s} < \int_{\lceil 2^{-1}m \rceil}^{\lfloor m/2 \rfloor} \frac{dt}{t} \leq \log \frac{m/2}{\lfloor m/2 \rfloor} \leq l \log 2
\]

since \( m \geq 2^{l+1}m_0 > 2^{l+1} \). Therefore, from (3.12),

\[
\sum_{s=1}^{\lfloor m/2 \rfloor} |r_s| \leq \frac{1}{4} \left\{ \frac{3}{2} 2^{-l}m + \left( \frac{1}{4} \right)^{l-1} \frac{m}{2} \right\} + K \eta_{l-1} l \log 2
\]

\[
\leq \frac{m}{4} 2^{-l+1} + K \eta_{l-1} l \log 2.
\]

Hence, if \( l \geq 2 \),

\[
\frac{2}{m} \left( \frac{1}{4} \right)^l \sum_{s=1}^{\lfloor m/2 \rfloor} |r_s| \leq \left( \frac{1}{4} \right)^{l+2} + \frac{K}{m} \eta_{l-1} \frac{2l \log 2}{4^{l+1}}
\]

(3.13)

Plainly, (3.13) is true if \( l = 1 \).

Now, applying (3.11) and (3.13) to (3.10), we arrive at

\[
|r_m| \leq \left( \frac{1}{4} \right)^{l+2} + \frac{K}{16 m} \eta_{l-1} \eta + \frac{2 K}{3 m} \eta \eta + \frac{K}{m}
\]

\[
\leq \left( \frac{1}{4} \right)^{l+2} + \frac{K}{m} \eta_{l+1}.
\]

This completes the proof of (3.8) and hence the proof of the theorem. \( \square \)

4. AN ELEMENTARY PROOF OF THE ABSTRACT PRIME NUMBER THEOREM

We can now give elementary proofs of the following two theorems.

**Theorem 4.1.** Suppose there exist constants \( A > 0, B > 0, q > 1, \gamma > 3, \) and \( \delta > 1 \) such that

\[
G(n) = Aq^n + O(q^n n^{-\gamma}), \quad n = 1, 2, \ldots,
\]

and

\[
\sum_{k=0}^{2n} (-1)^k G(k) G(2n - k) = Bq^{2n} + O(q^{2n} n^{-\delta}), \quad n = 1, 2, \ldots.
\]

Then

\[
\Lambda(n) = q^n + O \left( \frac{q^n}{n} \right).
\]

**Theorem 4.2.** Suppose there exist constants \( A > 0 \) and \( q > 1 \) such that

\[
\sum_{n=1}^{\infty} (G(n) - Aq^n)^2 q^{-n} < \infty. \ \text{Then} \ (4.1) \ \text{holds.}
\]
Remark 1. The asymptotic result $\Lambda(n) \sim q^n$ (or in his notation, $N_m \sim q^m$, the purely asymptotic conclusion of a well-known theorem of A. Weil) was first stated by Bombieri [1] for an algebraic curve $C$. An analytic proof was given by the author in [8]. In a recent paper [2], Bombieri proved $N_m \sim q^m$ for $C$ by means of the elegant tauberian theorem quoted in Theorem 3.1 and formulas (1.5) and (2.3). He proved (1.5) and (2.3) by using some special properties of the curve $C$. Knopfmacher's elementary proof [6] of $\Lambda(m) \sim q^m$, following the proof in [1], was defective.

Remark 2. Theorem 4.1 is a new version of the abstract prime number theorem for algebraic function fields. Theorem 4.2 is a weaker form of Theorem 3.6 in [8]. There are simple examples to which Theorem 4.1 applies but Theorem 4.2 does not.

Proof of Theorems 4.1 and 4.2. The hypothesis of Theorem 4.1 implies, by Theorem 1.2 and Lemma 2.2,

$$m \frac{\Lambda(m)}{q^m} + \sum_{k=1}^{m-1} \frac{\Lambda(k) \Lambda(m-k)}{q^k} \frac{1}{q^{m-k}} = 2m + O(1)$$

and

$$\sum_{k=1}^{m} \frac{\Lambda(2k)}{q^{2k}} = m + O(1).$$

Also, the hypothesis of Theorem 4.2 implies, by Theorem 1.2 and Theorem 2.1, the above formulas. The same conclusions of Theorems 4.1 and 4.2 follow immediately by taking $a_m = \Lambda(m)q^{-m}$ in Theorem 3.2. 

Combining Theorem 4.1 and Theorems 2.1 and 2.5 in [8] with analytic argument, the next theorem follows directly.

Theorem 4.3. If the first condition of Theorem 4.1 is replaced by $G(n) = Aq^n + O(q^{\eta n})$, $n = 1, 2, \ldots$ with $0 < \eta < 1$, then

$$\Lambda(n) = q^n + O(q^{\eta n})$$

holds for some $\theta$ with $\eta < \theta < 1$.

5. Another Elementary Proof of the Abstract Prime Number Theorem

To conclude our discussion, we shall show briefly that the original idea in [1] leads to another proof of Theorem 3.1. However, this proof seems now clumsy by comparison with Bombieri's elegant proof [2]. In particular, this gives another elementary proof of the P.N.T.

As in [1], we set $a_m = 1 + r_m$. From (3.1), (3.2), and (3.4), we have

$$mr_m + \sum_{k=1}^{m-1} r_k r_{m-k} = O(1),$$

$$|r_m| \leq 1 + O(\frac{1}{m}),$$

$$\sum_{k=1}^{m} r_k = O(1),$$

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
and

\[(5.4) \sum_{k=1}^{m} r_{2k} = O(1).\]

Then, from (5.2) and (5.1), \(\limsup_{m \to \infty} |r_m| = A \leq 1\) and \(A \leq A^2\), hence either \(A = 0\) or \(A = 1\). It suffices to show \(A < 1\).

To this end, first, we can prove the following lemma which is a strengthened form of the lemma in Bombieri’s paper [2]. The proof follows his general idea.

**Lemma 5.1.** We have

\[(5.5) \limsup_{m \to \infty} |r_m - r_{m+1}| \leq 1, \quad \limsup_{m \to \infty} |r_m + r_{m+1}| \leq 1\]

(however, only the first inequality is needed in what follows).

**Remark.** Lemma 5.1 shows that \(\{r_m\}\) has a kind of slow oscillation which is essential for deducing Theorem 3.1 from the following lemma of Wirsing (see [3, 7]).

**Lemma 5.2.** Let \(f\) and \(g\) be real-valued Lebesgue measurable functions defined on \([0, \infty), \) which are square-integrable over every finite subinterval. Let

\[
\limsup_{x \to \infty} \frac{1}{x} \int_0^x f^2(y) \, dy = F, \quad \limsup_{x \to \infty} \frac{1}{x} \int_0^x g^2(y) \, dy = G,
\]

where \(F\) and \(G\) are finite. Let \(h\) be the function defined by

\[
h(x) = \frac{1}{x} \int_0^x f(x - y) g(y) \, dy, \quad x > 0.
\]

If

\[
\lim_{x \to \infty} \frac{1}{x} \int_0^x h(y) \, dy = 0,
\]

then

\[
\limsup_{x \to \infty} \frac{1}{x} \int_{x_0}^x h^2(y) \, dy \leq \frac{1}{2} FG,
\]

where \(x_0\) is any positive number.

**Sketch of a proof of Theorem 3.1 by using Wirsing’s lemma.** We apply Lemma 5.2 to the functions \(f(x) = g(x) = r_k\), for \(k - 1 < x < k\). It is easy to show that

\[
h(x) = \frac{1}{x} \sum_{k=1}^{[x]} r_k \int_{k-1}^{k} f(x - y) \, dy + O\left(\frac{1}{x}\right)
\]

\[(5.6) = \frac{[x]}{x} [(x] + 2)([x] + 1) + \frac{1 - [x]}{x} ([x] + 1)([x] + 1) + O\left(\frac{1}{x}\right)\]

by (5.1) and (5.2). Therefore, we have

\[
\frac{1}{x} \int_0^x h(y) \, dy = \frac{1}{x} \left\{O(\log x) + \sum_{k=1}^{[x]} r_k\right\} \to 0
\]

as \(x \to \infty\). Thus, the convolution average hypothesis of Wirsing’s lemma is satisfied. Moreover, by using (5.6), a careful calculation yields

\[
\frac{1}{x} \int_0^x h^2(y) \, dy = \frac{1}{x} \left\{\frac{2}{3} \sum_{k=1}^{[x]} r_k^2 + \frac{1}{3} \sum_{k=1}^{[x]} r_k r_{k+1} + O(\log x)\right\}.
\]
Now, by the Cauchy-Schwarz inequality, we have
\[
\sum_{k=1}^{[x]} r_k r_{k+1} = \sum_{k=1}^{[x]} r_k^2 - \sum_{k=1}^{[x]} r_k (r_k - r_{k+1}) \\
\geq \sum_{k=1}^{[x]} r_k^2 - \left( \sum_{k=1}^{[x]} r_k^2 \right)^{1/2} \left( \sum_{k=1}^{[x]} (r_k - r_{k+1})^2 \right)^{1/2},
\]
and hence
\[
\frac{1}{x} \int_1^x h^2(y) \, dy \geq \frac{1}{x} \sum_{k=1}^{[x]} r_k^2 - \frac{1}{3} \left( \frac{1}{x} \sum_{k=1}^{[x]} r_k^2 \right)^{1/2} \\
\times \left( \frac{1}{x} \sum_{k=1}^{[x]} (r_k - r_{k+1})^2 \right)^{1/2} + O(\log x).
\]
Set
\[
\limsup_{m \to \infty} \frac{1}{m} \sum_{k=1}^{m} r_k^2 = B.
\]
Note that \( B \leq 1 \) by (5.2). Then, by Wirsing's lemma, we arrive at \( B - \frac{1}{3} \sqrt{B} \leq B^2/2 \), since, by Lemma 5.1,
\[
\limsup_{m \to \infty} \left( \frac{1}{m} \sum_{k=1}^{m} (r_k - r_{k+1})^2 \right)^{1/2} \leq 1.
\]
It follows that \( B < 1 \).
Finally, by (5.1) and the Cauchy-Schwarz inequality, we have
\[
A = \limsup_{m \to \infty} |r_m| = \limsup_{m \to \infty} \frac{1}{m} \sum_{k=1}^{m-1} r_k r_{m-k} \\
\leq \limsup_{m \to \infty} \frac{1}{m} \sum_{k=1}^{m} r_k^2 = B < 1.
\]
This completes the proof. \( \square \)
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