REMARKS ON PRESCRIBING GAUSS CURVATURE

XINGWANG XU AND PAUL C. YANG

ABSTRACT. We study the nonlinear partial differential equation for the problem of prescribing Gauss curvature $K$ on $S^2$. We give an example of a rotationally symmetric $K$ for which the Kazdan-Warner obstruction is satisfied but the equation has no rotationally symmetric solution. On the other hand, we give a simple sufficient condition for solvability of the equation when $K$ is rotationally symmetric. Finally we give a sufficient condition for solvability when $K$ is not necessarily rotationally symmetric.

1. Introduction

The standard 2-sphere $S^2 = \{x_1^2 + x_2^2 + x_3^2 = 1\}$ with its natural metric $g_0 = dx_1^2 + dx_2^2 + dx_3^2$ has constant Gauss curvature $K_0 = 1$. Under a conformal change of metric $g = e^{2u}g_0$, the Gauss curvature $K$ of the metric $g$ is given by the equation

\[ \Delta u + Ke^{2u} = 1. \]

The problem of characterizing the function $K$ for which (1.1) has a solution has received much attention in the literature [A, BC, Bo, CY1, CY2, ChD, ChS, ES, Ha, Ho, K, KW, M, SZ, Z]. In particular, we recall the subtle implicit condition discovered by Kazdan and Warner [KW]:

\[ \int \langle \nabla K, \nabla x_k \rangle e^{2u} = 0, \quad k = 1, 2, 3. \]

This condition gives rise to many examples of $K$ for which (1.2) is not solvable. In particular, a rotationally symmetric function $K = K(x_3)$ which is monotone and nonconstant does not admit a solution. Although there has been many known criteria for the existence of solutions to equation (1.1) involving the nondegeneracy of the function $K$, the possibility that the following condition is a necessary and sufficient condition for the solvability of (1.1) remains open:

\[ (\alpha) \text{ There exists a function } u \text{ for which equation (1.2) holds.} \]

In this article we will first give a family of rotationally symmetric functions $K_\varepsilon = K_\varepsilon(x_3)$ with the property that $K_\varepsilon'$ changes sign, thus assuring the existence of function $u_\varepsilon$ satisfying (1.2). However, the family $K_\varepsilon$ has a monotone limit $K$ as $\varepsilon$ tends to 0, thus the equation (1.1) does not have a solution. We will
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show that for sufficiently small $\varepsilon$ the equation (1.1) with $K = K_\varepsilon$ cannot have a rotationally symmetric solution, by proving a compactness property of such a family of solutions $u_\varepsilon$.

In this example, the functions $K_\varepsilon$ have the property that $K'_\varepsilon$ changes sign over the region where $K_\varepsilon$ is negative. It is natural to investigate the following condition:

\textit{(a') $K'$ has both positive and negative values in the region where $K > 0$.}

We will show that condition \textit{(a')} is in fact sufficient condition for the solvability of equation (1.1) provided we impose a nondegeneracy condition on the critical points of $K$. More precisely, we prove

\textbf{Theorem 2.} Let $K = K(x_3)$ be a rotationally symmetric function which is non-degenerate, i.e., $K''(q) \neq 0$ where $K'(q) = 0$. If $K$ satisfies condition \textit{(a')}, then equation (1.1) has a solution.

Previously Hong [Ho] and Cheng-Smoller [ChS] had given sufficient conditions for the solvability of (1.1) as an ordinary differential equation. In the case of rotational symmetry an extremizing sequence of rotationally symmetric functions for the relevant functional can only blow up at the two poles. Hence, the nondegeneracy conditions are only imposed at the poles in the results of Hong and Cheng-Smoller. In our case we treat the equation as a partial differential equation and we need to impose nondegeneracy conditions at all the possible blowup points. We do not know whether the solutions we obtain are in fact rotationally symmetric.

As a final remark we point out that in the general case where $K$ need not be rotationally symmetric, it suffices to consider the behavior of $\nabla K$ over the region where $K$ is positive. More precisely we have the following improvement of a previous result by one of us [CY2]:

\textbf{Theorem 3.} Let $K$ be a smooth function on $S^2$ with only nondegenerate critical points in the region $\Omega = \{p | K(p) > 0\}$; in fact, we assume that $\Delta K \neq 0$ for all critical points $Q \in \Omega$ of $K$, and $p + 1 = \text{number of local maxima } Q \in \Omega$ of $K$, and $q = \text{number of saddle points } Q \in \Omega$ with $\Delta K(Q) > 0$.

If $p \neq q$, equation (1.1) has a solution.

The proof is a modification of the argument in [CY2].

The analysis required to prove Theorems 2 and 3 is the control of the concentration phenomenon as given in [CY1] and a companion compactness theorem for conformal metrics given in the appendix of [CY3].

\section{Consequences of Moser's Inequality}

In this section we recall without proof the basic analytic facts about concentrating mass distributions derived in [CY1] from the fundamental inequality of Moser [M].

For $u \in H^1$, $g = e^{2u}g_0$ gives rise to a conformal metric on $S^2$. Under a conformal transformation of $S^2$ we denote the pull back metric $\phi^*g = e^{2T(\phi)(u)}g_0$, thus we have in particular, $T(\phi)(u) = u \circ \phi + \frac{1}{2} \log(\det d\phi)$. We frequently make use of the following family of conformal transformations of $S^2$: given $Q \in S^2$ and $t \geq 1$, let $y$ be the stereographic coordinates obtained by projecting from $Q$, as the North Pole, to the equatorial $y_1, y_2$ plane. $\phi_{Q,t}$ will denote the conformal transformation given in the $y$ coordinates by $\phi_{Q,t}(y) = ty$. The
totality of such conformal transformations is homeomorphic to the unit ball in \( R^3 \), as we can make explicit by taking \( q = \frac{e^{-1}}{t} Q \). For \( u \in H^1 \), let
\[
S[u] = \int |\nabla u|^2 + 2u, \quad J[u] = \log \int e^{2u} - S[u], \quad F[u] = \log \int Ke^{2u} - S[u].
\]
The Euler equation for the critical point of the functional \( F \) is given by (1.1).

**Lemma 2.1** [O, OPS]. \( J[u] \leq 0 \), with equality only in the case \( e^{2u} = \det d\phi \), where \( \phi \) is a conformal transformation of \( S^2 \).

Denote by \( \mathcal{S} \) the class of functions \( u \in H^1 \) satisfying
\[
\int_{S^2} x_i e^{2u} \, dv = 0, \quad i = 1, 2, 3.
\]

**Lemma 2.1’** [CY1]. There exist a constant \( 1/2 < a < 1 \) such that for \( u \in \mathcal{S} \), we have
\[
\int e^{2u} \leq \exp \left[ a \int |\nabla u|^2 + 2 \int u \right].
\]

**Lemma 2.2** (Concentration Lemma). Given a sequence \( u_j \in H^1 \) with \( S[u_j] \leq C \), then either (i) \( \int |\nabla u|^2 \leq C_1 \) or (ii) a subsequence \( e^{2u_j} \, dA \) concentrates at a point \( Q \in S^2 \): for any continuous function \( f \) we have
\[
\lim_{j \to \infty} \int f e^{2u_j} = f(Q).
\]

We introduce a parameter which measures the extent of concentration:

**Definition.** We say \( u \in \mathcal{S}_{Q,t} \) if \( T[\phi_{Q,t}](u) \in \mathcal{S} \). In this case, we also write \( Q = Q(u) \) and \( t = t(u) \). (Such a conformal transformation can be shown to exist by a simple topological argument.)

For very concentrated mass \( e^{2u} \, dA \), we have the following:

**Lemma 2.3** (Asymptotic formula). For each \( \mathcal{C}^2 \) function \( f \), we have
\[
\int f e^{2u} = f(Q) + 2\Delta f(Q)t^{-2}(\log t) + O((|\nabla f(Q)|t^{-1}(\log t)^{-1/2}(S[u])^{1/2}).
\]

In order to apply the previous lemma effectively we need to make sure that the error term is of lower order than the main term. For this reason we introduce a flow in \( H^1 \) along which \( S[u] \) decreases without changing the \( (Q, t) \) parameter of concentration. We formulate this as the following

**Lemma 2.4** (Lifting Lemma). Given \( u_0 \in \mathcal{S}_{Q,t} \) with \( t \) large and \( S[u] \leq \eta \), there exists a continuous path \( u_\gamma \in H^1 \), \( 0 \leq \gamma \leq \gamma_0 \), with \( u(0) = u_0 \), \( u_\gamma \in \mathcal{S}_{Q,t} \), and \( J[u_\gamma] \) and \( F[u_\gamma] \) both increasing functions of \( \gamma \) so that, at the endpoint,
\[
S[u_{\gamma_0}] = O((|\nabla K(Q)|)^2 t^{-2} \log t + O(t^{-2}).
\]

The Lifting Lemma was proved in [CY2] under the assumption that \( K \) is strictly positive. Here we make the simple observation that in case \( K \) is allowed to have negative values, the previous arguments still go through provided we
start with \( u_0 \in H^{1*} = \{ u \in H^1 \mid \int K e^{2u} \, dv > 0 \} \). From this we observe that the flow introduced in [CY2] remains in the class \( H^{1*} \); namely, using
\[
\int K e^{2u} = \exp\{F[u] + S[u]\},
\]
and the fact that \( \frac{d}{d\tau} F[u] > 0 \) and \( S[u] \geq 0 \), we see that \( \int K e^{2u} \) is always positive. Hence we have the (modified) Lifting Lemma 2.4.

3. Nonexistence

Suppose \( K_\epsilon(\theta) \) is a family of smooth functions of \( \theta \) satisfying the following condition: there exist \( 0 < \delta_0 < \delta_1 < \delta_2 < \delta_3 < \pi \) such that

1. \( K_\epsilon(\delta_0) = 0, K_\epsilon(\delta_1) = -1, K'_\epsilon(\delta_2) = 0, K_\epsilon(0) = 1, -2 \leq K_\epsilon \leq +1 \);
2. For \( 0 < \theta < \delta_3 \), \( K_\epsilon(\theta) = K(\theta) \), i.e., \( K_\epsilon(\theta) \) does not depend on \( \epsilon \);
3. \( K'(\theta) < 0 \) for \( 0 < \theta < \delta_2 \) and \( K'(\theta) \leq 0 \) for \( \delta_2 \leq \theta \leq \delta_3 \);
4. \( 0 \leq K'_\epsilon(\theta) < \epsilon \) for \( \delta_3 \leq \theta \leq \pi \);
5. \( K(\theta) < -1 \) for all \( \delta_1 \leq \theta \leq \pi \).

We set up coordinates \((\theta, \phi)\) on \( S^2 \) such that \( 0 \leq \theta \leq \pi, 0 \leq \phi \leq 2\pi \), and \((0, \phi) = N, (\pi, \phi) = S\). We will prove the following:

**Theorem 1.** There exists an \( \epsilon_0 > 0 \) such that \( K_\epsilon(\theta) \) cannot be realized as a Gaussian curvature of some metric on \( S^2 \) which is rotationally symmetric and pointwise conformal to the standard metric for all \( \epsilon \leq \epsilon_0 \).

We will use an indirect argument. Suppose the conclusion is false; then there exists a sequence \( \epsilon_i \) tending to zero such that the equation
\[
\Delta u + K_\epsilon e^{2u} = 1
\]
would have a solution, \( u_{\epsilon_i} \). Integrating (3.1), we drop the subscript \( i \) for convenience,
\[
\int_{S^2} K_\epsilon e^{2u} \, dv = 4\pi.
\]

Kazdan-Warner’s condition [KW] applied to the rotationally symmetric eigenfunction \( x_3 = \cos(\theta) \) gives,
\[
\int_0^{2\pi} \int_0^\pi K'_\epsilon \sin^2(\theta) e^{2u} \, d\theta \, d\phi = 0.
\]

**Lemma 3.1.** The volume of \((S^2, e^{2u}, g_0)\) is uniformly bounded from below and above.

**Proof.** Since \( K_\epsilon \leq 1 \), by (3.2) we have
\[
4\pi = \int_{S^2} K_\epsilon e^{2u} \, dv \leq \int_{S^2} e^{2u} \, dv = \text{volume of } (S^2, e^{2u}, g_0).
\]

This proves the lower bound.

By Ahlfors’s generalized Schwarz lemma, \( u_\epsilon \) is bounded from above by the hyperbolic metric on the disk \( \delta_1 < \theta \leq \pi \), and hence uniformly bounded from above on the smaller disk \( \delta_4 < \theta \leq \pi \), where \( \delta_1 < \delta_4 < \delta_2 \) is any fixed number. Therefore, we have
\[
\int_0^{2\pi} \int_{\delta_4}^\pi e^{2u} \sin(\theta) \, d\theta \, d\phi \leq M.
\]
Using (3.3), we have

\[ 0 \leq \int_{0}^{2\pi} \int_{\delta_3}^{\delta_4} K'_e [ \sin(\theta) ]^2 e^{2u_e} d\theta \, d\phi \]

(3.6)

\[ < e \int_{0}^{2\pi} \int_{\delta_3}^{\delta_4} e^{2u_e} \sin(\theta) d\theta \, d\phi \leq eM. \]

Now using (3.3), (3.4), and the fact that \( K'(\theta) \leq 0 \) on the interval \((0, \delta_3)\), we have

\[ \int_{0}^{2\pi} \int_{\delta_3}^{\delta_3} [ -K'(\theta) ][ \sin(\theta) ]^2 e^{2u_e} d\theta \, d\phi \]

(3.7)

\[ \leq \int_{0}^{2\pi} \int_{\delta_3}^{\delta_3} K'(\theta) \sin^2(\theta) e^{2u_e} d\theta \, d\phi \leq eM \]

for any \( 0 \leq \delta \leq \delta_0 \).

Since \( K'(\theta) \sin(\theta) \) is bounded away from zero on \((\delta, \delta_4)\), we must have

\[ \int_{0}^{2\pi} \int_{\delta}^{\delta_4} e^{2u_e} \sin(\theta) d\theta \, d\phi \leq M_1 \]

(3.8)

uniformly in \( e \), where \( 0 < \delta < \delta_0 \). We also have

\[ \int_{0}^{2\pi} \int_{0}^{\delta} e^{2u_e} \sin(\theta) d\theta \, d\phi \]

(3.9)

\[ \leq \left( \inf_{0 \leq \theta \leq \delta} K \right)^{-1} \int_{0}^{2\pi} \int_{0}^{\delta} Ke^{2u_e} \sin(\theta) d\theta \, d\phi \]

\[ \leq \left( \inf_{0 \leq \theta \leq \delta} K \right)^{-1} \left\{ 4\pi - \int_{0}^{2\pi} \int_{\delta}^{\delta} Ke^{2u_e} \sin(\theta) d\theta \, d\phi \right\} \leq Cst. \quad \square \]

**Lemma 3.2.** The diameter of \((S^2, e^{2u_e} g_0)\) is bounded.

**Proof.** By the Schwarz lemma we have a bound for the diameter of the region \( \delta_2 \leq \theta \leq \pi \). Since the metric is rotationally symmetric, by the method of the proof of the Rauch comparison theorem, we have a bound for distances in the \( \theta \) direction on the region \( 0 \leq \theta \leq \delta \), hence for the diameter of the region \( 0 \leq \theta \leq \delta \) for \( \delta < \delta_0 \). Thus it suffices to give a bound for the diameter of the region \( \delta \leq \theta \leq \delta_2 \). This means that we need to bound the length of the radial geodesics:

\[ \int_{\delta}^{\delta_2} e^{u_e}, \]

(3.10)

and the length of the \( \phi \) circles \( \theta = \theta_0 \) for \( \delta \leq \theta_0 \leq \delta_2 \):

\[ 2\pi e^{u_e(\theta_0)} \sin(\theta_0). \]

(3.11)

The length of the radial geodesic can be bounded using the Cauchy-Schwarz inequality:

\[ \int_{\delta}^{\delta_2} e^{u_e} \leq \left[ \int_{\delta}^{\delta_2} \frac{1}{\sin(\theta)} d\theta \right]^{1/2} \cdot \left( \int_{\delta \leq \theta \leq \delta_2} e^{2u_e} \sin(\theta) d\theta \right)^{1/2} \leq Cst. \]
To control the length of the $\phi$-circles we use the Fubini theorem. Let $\rho(\theta) = \int_0^\theta e^{u_e} \, d\theta$ be the radial distance from the $\phi$ circle to the North Pole, and let $A(\rho) = \text{area of the ball of radius } \rho$ and $L(\rho) = \text{length of the boundary circle} = 2\pi \sin \theta e^{u_e(\theta)}$. Differentiating, using Fubini’s theorem, we have

$$\frac{dA}{d\rho} = L(\rho) = 2\pi \sin(\theta)e^{u_e(\theta)}.$$

By the Bishop Comparison Theorem [BiC],

$$\frac{dA}{d\rho} \leq \frac{dA_0}{d\rho} \quad \text{for } 0 < \theta < \delta,$$

where $A_0$ is the corresponding area function on the hyperbolic surface of curvature $-2$. Since the radial diameter is bounded, we see that $\frac{dA_0}{d\rho}$ is a bounded function, and hence

$$\frac{dA}{d\rho} \leq AM_0 \leq (\sup A)M_0. \quad \square$$

**Lemma 3.3.** $S[u_e]$ is uniformly bounded from above.

*Proof.* By the previous argument and the Li-Yau estimates on the first eigenvalue [LY], we know that if $\lambda_e$ is the first nonzero eigenvalue of the Laplace operator $\Delta_e$ associated to the Riemannian metrics $e^{2u_e}g_0$ on $S^2$, then $\lambda_e \geq \Lambda > 0$, where $\Lambda$ is a constant not depending on $\varepsilon$. By Lemma 3.1, we have

$$\int_{S^2} K^2 e^{2u_e} \, dv \leq M.$$

Then by [CY3, Theorem in Appendix], we see that there exists a conformal transformation $\phi_e$ such that if we define

$$w_e = u_e \circ \phi_e + \frac{1}{2} \log |d\phi_e|,$$

then $\int_{S^2} \|\nabla w_e\|^2 \, dv$ is uniformly bounded from above. Consequently, $\int_{S^2} w_e \, dv$ is also uniformly bounded from above. Therefore $S[w_e]$ is uniformly bounded from above and below. It is well known that $S[w_e] = S[u_e]$. The proof of Lemma 3.3 is complete. $\square$

From the bounds on $\int \|\nabla w_e\|^2$, we can derive immediately, using the Green’s function, the following estimate:

$$\left| w_e(Q) - \int w_e \right| \leq \left| \int (-\Delta w_e)(x)G(x, Q) \right| \leq \int |K_e e^{2u_e} - 1||G(x, Q)| \, dx \leq \sup |K_e| \cdot \left( \int e^{4u_e} \right)^{1/2} \cdot \left( \int |G(x, Q)|^2 \right)^{1/2} + Cst.$$

Using Lemma 2.1 with $u = 2w_e$,

$$\int e^{4w_e} \leq \exp \left\{ 4 \int |\nabla w_e|^2 + 4 \int w_e \right\} \leq Cst.$$

We see that $w_e$ is bounded uniformly independent of $\varepsilon$. Rewriting (3.12) as $u_e = w_e \circ \phi^{-1} - \frac{1}{2} \log |d\phi_e|$, we conclude that $u_e$ is a bounded perturbation of the main term $-\frac{1}{2} \log |d\phi_e|$. If $\phi_e$ is a bounded sequence of conformal
transformations, then a subsequence of \( u_\varepsilon \) converges to a function and we can pass to the limit to obtain a function \( u \) satisfying

\[
\Delta u + \left( \lim_{\varepsilon \to 0} K_\varepsilon \right) e^{2u} = 1.
\]

This contradicts the Kazdan-Warner condition. On the other hand, if \( \phi_\varepsilon \) is not a bounded sequence of conformal transformations, say \( \phi_{\varepsilon,j} = \phi_{\varepsilon,j_1} \) with \( t_j \) tending to \( \infty \), it follows that a subsequence \( \phi_{\varepsilon,j} \) converges to some \( \Phi \in S^2 \). We must have \( \theta(\Phi) \leq \delta_1 \), for otherwise \( e^{2u_{\varepsilon,j}} \) would be unbounded in contradiction to the Schwarz lemma. On the other hand, we have

\[
\lim_{j \to \infty} \int (\nabla K_\varepsilon \cdot \nabla \cos(\theta)) e^{2u_{\varepsilon,j}} = -K'(\theta(\Phi)) \sin(\theta(\Phi)) > 0,
\]

again in contradiction with the Kazdan-Warner condition if \( \Phi \) is not the North Pole. Finally in the case \( \Phi \) is the North Pole, we can evaluate asymptotically the integral, using \( \alpha = K''(0) < 0 \),

\[
\int_{0 \leq \theta \leq \delta_1} (\nabla K_\varepsilon \cdot \nabla \cos(\theta)) e^{2u_{\varepsilon,j}} = \alpha - \frac{1}{t_j^2} \log t_j + O \left( \frac{1}{t_j^2} \right),
\]

while

\[
\int_{\delta_1 \leq \theta \leq \pi} (\nabla K_\varepsilon \cdot \nabla \cos(\theta)) e^{2u_{\varepsilon,j}} = O \left( \frac{1}{t_j^2} \right).
\]

This again gives a contradiction to the Kazdan-Warner condition.

4. Existence results

We give the proofs of Theorems 2 and 3 in this section.

**Proof of Theorem 2.** We introduce a 2-dimensional variational scheme. Let the local positive maxima of \( K \) be \( \theta_1, \theta_2, \ldots, \theta_N \) listed in the order \( 0 < K(\theta_1) \leq K(\theta_2) \leq \cdots \leq K(\theta_N) \). These correspond in general to circles \( \theta = \theta_i \) on the sphere, except when \( \theta_i \) is at the end point. Fix a plane domain \( \Omega \) obtained by deleting \( N - 1 \) disjoint disks from a large disk. Label the boundary circles of \( \Omega \) as \( \Gamma_1, \Gamma_2, \ldots, \Gamma_N \). Fix a diffeomorphism \( \varphi \) mapping each \( \Gamma_i \) onto the circle \( \theta = \theta_i \), and in the case \( \theta = \theta_i \) is a pole, map all of \( \Gamma_i \) to the pole. Let \( \mathcal{F} \) be the family of continuous maps \( u: \Omega \to H^1(S^2) \) with the properties

(I) \( \lim_{\rho \to \partial \Omega} S[u_\rho] = 0 \)

and

(II) \( \lim_{\rho \to \zeta \in \partial \Omega} e^{2u_\rho} dA = \delta_{\varphi(\zeta)} \),

where \( H^1 = \{ v \in H^1 \mid \int K e^{2v} > 0 \} \).

The max-min problem we consider is the following: Let

\[
\mu = \sup_{u \in \mathcal{F}} \min_{\rho \in \Omega} F[u_\rho].
\]

**Claim 1.** For each \( u \in \mathcal{F} \), the minimum is achieved at some \( \rho \in \Omega \) and this minimum value \( F[u_\rho] \) satisfies

\[
F[u_\rho] \leq \log K(\theta_1) - \varepsilon.
\]
Proof of Claim 1. It follows from assumption \((\alpha')\) that either \(N = 1\) in which case \(\theta = \theta_1\) is not a pole, or \(N > 1\) so that there exist at least two boundary curves in \(\Gamma_1, \Gamma_2, \ldots, \Gamma_N\). Consider the center of mass surface \(S: p \mapsto \int e^{2u_p} \, X / \int e^{2u_p} = C.M.(e^{2u_p})\). Let \(T_\varepsilon\) be the tubular neighborhood of the curve \(\{\theta = \theta_1\}\). By the observation above, \(\partial(T_\varepsilon)\) must meet \(S\) at some point \(\int e^{2u_p} \, X / \int e^{2u_p}\). When \(\varepsilon\) is sufficiently small, \(e^{2u_p} \, dA\) is very concentrated. Thus we can apply the asymptotic formula to see that

\[
F[u_p] = \log (\frac{1}{4\pi} \int Ke^{2u_p} \, dA) - S[u_p] < \log(\delta_i) - \varepsilon.
\]

We consider a maximizing sequence \(u_{p_i}^{(i)}\) of minima, satisfying \(F[u_{p_i}^{(i)}] \geq F[u_{p_i}]\), \(F[u_{p_i}] \neq \mu\). We need to show that a subsequence of \(u_{p_i}^{(i)}\) converges. If the Dirichlet integrals \(\int |\nabla u_{p_i}^{(i)}|^2\) remain bounded, then a subsequence would converge to a weak limit which is in fact a solution of equation (1.1).

Suppose for the maximizing sequence \(u_{p_i}^{(i)}\), there is no upper bound for \(\int |\nabla u_{p_i}^{(i)}|^2\). From the inequality

\[
\mu - \varepsilon \leq F[u_{p_i}^{(i)}] = \log (\frac{1}{4\pi} \int Ke^{2u_{p_i}} \, dA) - S[u_{p_i}],
\]

we see that \(S[u_{p_i}^{(i)}] \leq Cst\). Thus the Concentration Lemma shows that a subsequence of \(u_{p_i}^{(i)}\) concentrates at a point \(Q_0\). Clearly we must have \(K(Q_0) > 0\). The Lifting Lemma then shows that we may assume without loss of generality that \(S[u_{p_i}^{(i)}] \ll 1\) when \(i\) is sufficiently large.

Claim 2. \(\theta(Q_0)\) is a critical point of \(K\).

Proof of Claim 2. Assume on the contrary that \(\nabla K(\theta(Q_0)) \neq 0\). Let \(T_\varepsilon\) be a tubular neighborhood of the circle \(\theta = \theta(Q_0)\). We will modify the maps \(u_{p_i}^{(i)}\) over the portion \(\Delta = \{p \in \Omega \mid u_{p_i}^{(i)} \in S_{Q_1} \text{ with } q = (t-1)/tQ \in T_\varepsilon\}\), to obtain a competing map \(v_p^{(i)}\) such that the \(q\) parameter of \(v_p^{(i)}\) no longer enters the region \(T_\varepsilon\), but, \(F[v_p^{(i)}] \geq F[u_{p_i}^{(i)}]\) for each \(p \in \Delta\). Assume that \(K'(\theta(Q_0)) > 0\). Let \(\chi\) be a cut-off function: \(\chi = 1\) on \(\theta(Q_0) - \varepsilon/2 \leq \theta \leq \theta(Q_0) + \varepsilon/2\); \(\chi = 0\) on \(\theta < \theta(Q_0) - \varepsilon\) and \(\theta > \theta(Q_0) + \varepsilon\); and otherwise varies linearly. Observe that from

\[
F[u_{p_i}^{(i)}] = \min_p F[u_{p_i}^{(i)}],
\]

we see that whenever the \(Q\) parameter of \(u_{p_i}^{(i)}\) lies outside the interval \((\theta(Q_0) - \varepsilon, \theta(Q_0) + \varepsilon)\), the \(t\) parameter must stay bounded, say \(t \leq t_0\).

We will move the function \(u\) in the following way: Let \(\Psi_s\) be rotation by angle \(s\) around the axis perpendicular to the plane spanned by \(Q_0\) and \(\nabla K(Q_0)\). Define

\[
v_p^{(i),s} = \begin{cases} u_p^{(i)}, & \text{if } p \notin \Delta, \\
T[\Psi_s(\theta(Q(u_p^{(i)})))](u_p^{(i)}), & \text{if } p \in \Delta.
\end{cases}
\]
It is clear that \( v_p^{(i),s} \in \mathcal{F} \) and that
\[
\frac{d}{ds} F[v_p^{(i),s}] = \frac{d}{ds} \log \int K e^{2v_p^{(i),s}} = \frac{d}{ds} \log \int K \circ \Psi_s(\theta(Q(u_p^{(i)}))) e^{2u_p^{(i)}}
\]
\[
= \left[ \int K e^{2v_p^{(i)}} \right]^{-1} \int \langle \nabla K, \frac{d}{ds} \Psi_s(\theta(Q(u_p^{(i)}))) \rangle e^{2u_p^{(i)}} > 0
\]
by the asymptotic formula.

Observe that the effect of the transformation \( T[\Psi_s] \) on the \((Q, t)\) parameter is given by \( Q(T[\Psi_s](u)) = \Psi_s(Q(u)) \), while the \( t \) parameter is unchanged. Hence we may let \( v_p = v_p^{(i),1} \). \( v_p^{(i)} \) is a better competing map whose minimum does not concentrate at \( \theta = \theta(Q_0) \). This proves Claim 2.

It follows from Claim 2 that \( Q_0 \) must be a local minimum.

**Claim 3.** \( Q_0 \) cannot be a local minimum.

**Proof of Claim 3.** Assume that \( Q_0 \) is a local minimum of \( K \), i.e., \( \theta_0 = \theta(Q_0) \), \( K'(\theta_0) = 0 \), and \( K''(\theta_0) > 0 \). We retain our notation as in the proof of Claim 2, and we will modify \( u^{(i)} \) over the region \( \Delta \) to construct a competing map \( v_p^{(i)} \) with the property that \( F[v_p^{(i)}] = F[u_p^{(i)}] \) for all \( p \in \Omega \), but that \( v_p^{(i)} \) does not concentrate near \( \theta = \theta_0 \). More precisely, the \( Q \) parameter of \( v_p^{(i)} \) does not enter the region \( T_\epsilon \). Choose \( \epsilon \) sufficiently small so that for \( \theta \in (\theta_0 - \epsilon, \theta_0 + \epsilon) \), we have \( K''(\theta) \geq \delta > 0 \). We let \( v_p^{(i),t} = u_p^{(i)} \) as before when \( p \notin \Delta \). When \( p \in \Delta \), let \( (Q(p), t(p)) \) denote the \((Q, t)\) parameter of the function \( u_p^{(i)} \). Let \( \chi \) be a cut-off function as before, and let \( v_p^{(i),s} = T[\varphi Q(u_p^{(i)}, 1 + s\chi(Q(u_p^{(i))))][u_p^{(i)}] \) for \( p \in \Delta \). Then it is again clear that \( v_p^{(i),t} \in \mathcal{F} \) and that
\[
\frac{d}{ds} F[v_p^{(i),t}] = \frac{d}{dt} \left[ \log \frac{1}{4\pi} \int K e^{2v_p^{(i),t}} \right]
\]
\[
= \frac{d}{ds} \log \int K \circ \varphi_{Q(u_p^{(i)}, 1 + s\chi(Q(u_p^{(i))))}^{-1} e^{2u_p^{(i)}}
\]
\[
= \left[ \int K e^{2v_p^{(i),s}} \right]^{-1} \int \langle \nabla K, \nabla (Q(u_p^{(i)}) \rangle e^{2u_p^{(i)}} > 0
\]
by the asymptotic formula. Observe that the effect of \( T[\varphi Q(u_p^{(i)}, 1 + s\chi(Q(u_p^{(i))))] \), the transformation on the \((Q, t)\) parameter, is to leave the \( Q \) parameter alone while reducing the \( t \) parameter.

Hence we may let \( v_p = v_p^{(i),1} \). Then \( v_p^{(i)} \) is a competing map with the stated property, and Claim 3 is proved.

This finishes the proof of Theorem 2. \( \square \)

**Proof of Theorem 3.** Here we simply observe that the same proof as given in [CY2] still works with the modification that all test maps take values in the space \( H^{1*} = \{ u \in H^1 \mid \int Ke^{2u} > 0 \} \). We argue that if a maximizing sequence of minima does not converge, then \( u_p^{(i)} \) must concentrate at a point \( Q_0 \), where \( K(Q_0) > 0 \). As we observed in §2, the Lifting Lemma still works in this case, thus we can proceed as before to show that at least one of the variational schemes must converge. \( \square \)
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