CONTINUOUS DEPENDENCE OF NONMONOTONIC DISCONTINUOUS DIFFERENTIAL EQUATIONS
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Abstract. Continuous dependence of solutions for a class of nonmonotonic, discontinuous differential equations is studied. First, a local existence theorem due to Z. Wu is extended to a larger class. Then, a result concerning continuous dependence for this larger class is proven. This employs a type of convergence similar to Gihman's Convergence Criterion, which is defined to be

\[ \lim_{n \to \infty} \int_{a}^{b} f_n(s, y) \, ds = \int_{a}^{b} f_\infty(s, y) \, ds. \]

The significance of Gihman's Convergence Criterion is that for certain classes of differential equations it has been found to be necessary and sufficient for continuous dependence. Finally, examples are presented to motivate and clarify this continuous dependence result.

1. Introduction

We consider initial value problems of the form

\[
\begin{align*}
\text{(IVP)} & \quad u'(t) = f(t, u(t)), \quad \text{for } t \in [0, T], \\
& \quad u(0) = x_0.
\end{align*}
\]

A fundamental question one can study concerning (IVP) is that of continuous dependence on \( f \), that is, does a small change in \( f \) bring about only a small change in \( u \)? Such results are important for at least two reasons in applications. One, \( f \) may be the result of an experiment and hence could contain measurement errors. We would like the corresponding solution \( u \) to be similar to the "true" solution. Two, given \( f \) we may wish to work with some \( \tilde{f} \) that is close to \( f \), but simpler in some sense (for example, one for which the solution can be obtained by elementary methods). We would like for the solution \( \tilde{u} \) (corresponding to \( \tilde{f} \)) to be a good approximation to \( u \), the solution of interest. Such continuous dependence results can be stated in terms of sequences, that is,

\[ \text{if } f_n \to f_\infty, \text{ then } u_n \to u_\infty, \]

where \( u_n \) is the solution corresponding to \( f_n \), for \( n = 1, 2, \ldots, \infty \). We now consider what types of convergence to use. For the \( u \)'s, pointwise or uniform convergence is typically used. For the \( f \)'s, these kinds of convergence can also...
be considered. However, several results in the literature, [1, 2, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] utilize the following:

For each $a$, $b$ and $y$

$$(\text{GCC}) \quad \int_a^b f_n(s, y) \, ds \to \int_a^b f_\infty(s, y) \, ds.$$  

We shall call this Gihman's Convergence Criterion, after I. I. Gihman who first used this type of convergence in 1952 [5]. (GCC) is significant for at least two reasons. One, (GCC) is in general weaker than pointwise convergence. (Consider, for example, $f_n(s, y) \equiv \sin(ns)$ and $f_\infty \equiv 0$.) Two, for certain classes of $f$'s, some of the papers listed above have found (GCC) to be not only sufficient for convergence of the $u$'s but also necessary. It is of interest to extend the number of classes of $f$'s for which (GCC) has been studied.

We now specify the class of problems which is investigated here. Let any $T > 0$ be given. We consider $f$'s which satisfy the following four properties:

1. $f$ maps $D \equiv \{(t, x) | 0 < t < T, \ -\infty < x < \infty \}$ into $\mathbb{R}$,
2. $f$ is bounded on $D$,
3. $f$ is Lebesgue measurable in $t$ for each fixed $x \in \mathbb{R}$,
4. For each $(t, x) \in D$, $\lim_{y \to x^-} f(t, y)$ exists and $\lim_{y \to x^+} f(t, y) = \lim_{y \to x^-} f(t, y)$.

In §3 we shall study continuous dependence of solutions on $f$ for this class. We note that the requirements above are quite weak, since, for example, continuity is not assumed in either variable and $f$ does not need to satisfy a direct monotonicity condition. We note also that condition (P4) does not involve $t$.

Also, (P4) can be restated in what may be a more intuitive form, as follows:

(P4') For each fixed $t \in (0, T)$, the function $f(t, \cdot)$ is right-continuous and upper semicontinuous.

Condition (P2) is quite strong, but can probably be replaced by a condition such as:

(P2') $|f(t, x)| \leq m(t)$ for all $(t, x) \in D$, where $m : (0, T) \to \mathbb{R}$ is Lebesgue integrable.

This question is not investigated here. We note that continuous dependence was studied for a similar class of $f$'s in [10], except in that paper $f$ was also required to be nondecreasing in $x$. Thus, the theorem given in §3, though different in some respects, is in a sense a generalization of that result. In §2, we consider existence of solutions for this class and finally in §4 we give examples.

2. Existence of solutions

Before we can discuss continuous dependence of solutions on $f$ for this class, we must verify that solutions actually exist. The literature concerns itself with various definitions of solution (see, for example [3 and 4]). We shall seek existence of Carathéodory solutions: $u : [0, T] \to \mathbb{R}$ is absolutely continuous, $u'(t) = f(t, u(t))$ a.e. on $[0, T]$ and $u(0) = x_0$. It is well known that Carathéodory solutions may not exist for even simple $f$'s (for example, consider $f$ defined by $f(t, x) = 1$ for $x \leq 0$ and for all $t$, and $f(t, x) = -1$
for \( x > 0 \) and for all \( t \), so existence must indeed be proven. Existence of Carathéodory solutions was demonstrated by Wu in \[15\] under slightly stronger conditions than properties (P1), (P2), (P3) and (P4). We use a revision of Wu’s argument to weaken his original hypotheses. The following proof also contains an additional parameter \( \varepsilon \). This parameter is unnecessary for the proof of existence (i.e., \( \varepsilon = 0 \) can be used), but will be useful in the proof of continuous dependence in the next section.

**Theorem 1.** Let any \( T > 0 \) and \( x_0 \in \mathbb{R} \) be given. Let \( f \) satisfy properties (P1), (P2), (P3) and (P4).

Then, a Carathéodory solution of (IVP) exists on \([0, T]\) and among these solutions there is a greatest one.

**Proof.** For each \( \varepsilon \geq 0 \), we shall construct a nonincreasing sequence of continuous functions \( x_1, \varepsilon, x_2, \varepsilon, \ldots \) which converge to some continuous function \( u_\varepsilon \). We shall then show that \( u_0 \) is the greatest solution to (IVP).

Fix any \( \varepsilon \geq 0 \). For each \( n \in \mathbb{N} \), we shall choose a partition of \([0, T]\),

\[ 0 = \sigma_0^{(n, \varepsilon)} < \sigma_1^{(n, \varepsilon)} < \cdots < \sigma_{n-1}^{(n, \varepsilon)} = T \]

with \( \sigma_{i+1}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} \leq 2^{-n} T \), and a function \( x_n, \varepsilon : [0, T] \to \mathbb{R} \) by a procedure discussed below. We define

\[ B_{k, n, \varepsilon}(s) = \{ x : |x - x_n, \varepsilon(\sigma_k^{(n, \varepsilon)})| \leq 2M(s - \sigma_k^{(n, \varepsilon)}) + \varepsilon \}, \]

where \( M \) is any number such that \( |f(t, x)| \leq M \) for all \((t, x) \in D\). We also denote

\[ g_{k, n, \varepsilon}(s) = \sup \{ f(s, x) : x \in B_{k, n, \varepsilon}(s) \} \]

and

\[ a_{n, \varepsilon}(s) = g_{k, n, \varepsilon}(s) \quad \text{for } \sigma_k^{(n, \varepsilon)} \leq s < \sigma_{k+1}^{(n, \varepsilon)}. \]

We shall define \( x_{n, \varepsilon} : [0, T] \to \mathbb{R} \) by

\[ x_{n, \varepsilon}(0) = x_0, \]

\[ x_{n, \varepsilon}(t) = x_{n, \varepsilon}(\sigma_k^{(n, \varepsilon)}) + \int_{\sigma_k^{(n, \varepsilon)}}^{t} g_{k, n, \varepsilon}(s) \, ds, \quad \text{for } t \in [\sigma_k^{(n, \varepsilon)}, \sigma_{k+1}^{(n, \varepsilon)}]. \]

Note that we may also write \( x_{n, \varepsilon} \) as \( x_{n, \varepsilon}(t) = x_0 + \int_0^t a_{n, \varepsilon}(s) \, ds \). Note also that it suffices to choose the \( \sigma_k^{(n, \varepsilon)} \)'s in order to specify \( x_{n, \varepsilon} \).

For \( n = 1 \), we partition \([0, T]\) by letting \( \sigma_k^{(1, \varepsilon)} - \sigma_{k-1}^{(1, \varepsilon)} = T/2 \), for \( k = 1, 2 \). Thus, we have defined \( x_{1, \varepsilon} \) over all of \([0, T]\).

Now let \( n \in \mathbb{N}, \ n \neq 1 \), be given. Assume \( x_j, \varepsilon \) and the \( \sigma_k^{(j, \varepsilon)} \)'s have already been chosen, for all \( j < n \). We also assume \( x_1, \varepsilon(t) \geq x_2, \varepsilon(t) \geq \cdots \geq x_{n-1}, \varepsilon(t) \) for each \( t \in [0, T] \). Let any \( i \in \{0, 1, 2, \ldots\} \) be given, and suppose that \( \sigma_0^{(n, \varepsilon)}, \sigma_1^{(n, \varepsilon)}, \ldots, \sigma_i^{(n, \varepsilon)} \) have been chosen, with \( 0 = \sigma_0^{(n, \varepsilon)} < \sigma_1^{(n, \varepsilon)} < \cdots < \sigma_i^{(n, \varepsilon)} < T \) and that \( x_{n, \varepsilon} \) has been defined on \([0, \sigma_i^{(n, \varepsilon)}] \) with \( x_{n, \varepsilon} \leq x_{n-1, \varepsilon} \) on that interval. We now define a function \( x_{n, \varepsilon} \) on \([\sigma_i^{(n, \varepsilon)}, T] \) as follows:

\[ x_{n, \varepsilon}(t) = x_{n, \varepsilon}(\sigma_i^{(n, \varepsilon)}) + \int_{\sigma_i^{(n, \varepsilon)}}^{t} g_{i, n, \varepsilon}(s) \, ds. \]
Note that \( \overline{x_{n,e}(\theta_i(n,e))} = x_{n,e}(\theta_i(n,e)) \leq x_{n-1,e}(\theta_i(n,e)) \). We choose \( \sigma_{i+1}^{(n,e)} \) in one of several ways, depending on how \( \overline{x_{n,e}(\theta_i^{(n,e)})} \) is related to \( x_{n-1,e}(\theta_i^{(n,e)}) \). In what follows, we shall use \( \tau = \min\{T, \sigma_i^{(n,e)} + 2^{-n}T\} \).

**Case One.** \( \overline{x_{n,e}(\theta_i^{(n,e)})} < x_{n-1,e}(\theta_i^{(n,e)}) \).

Subcase a. \( \overline{x_{n,e}(t)} \leq x_{n-1,e}(t) \) for all \( t \in [\theta_i^{(n,e)}, \tau] \). In this subcase, let \( \sigma_i^{(n,e)} = \tau \) and define \( x_{n,e}(t) = \overline{x_{n,e}(t)} \) on \([\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \). Obviously, we have \( x_{n,e}(t) \leq x_{n-1,e}(t) \) on \([\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \).

Subcase b. \( \overline{x_{n,e}(t)} > x_{n-1,e}(t) \) for some \( t \in (\theta_i^{(n,e)}, \tau) \). Define \( \sigma_i^{(n,e)} = \inf\{t \in (\theta_i^{(n,e)}, \tau)|\overline{x_{n,e}(t)} > x_{n-1,e}(t)\} \). Then, \( \overline{x_{n,e}(\theta_i^{(n,e)})} = x_{n-1,e}(\sigma_i^{(n,e)}) \) and \( \overline{x_{n,e}(t)} \leq x_{n-1,e}(t) \) for all \( t \in [\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \). Define \( x_{n,e}(t) = \overline{x_{n,e}(t)} \) on \([\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \). Obviously, \( x_{n,e}(t) \leq x_{n-1,e}(t) \) on that interval.

**Case Two.** \( \overline{x_{n,e}(\theta_i^{(n,e)})} = x_{n-1,e}(\theta_i^{(n,e)}) \). In this case, define

\[
\sigma_{i+1}^{(n,e)} = \min\left\{ \tau, \min_k\left\{ \sigma_k^{(n-1,e)} : \sigma_k^{(n-1,e)} > \sigma_i^{(n,e)} \right\} \right\}.
\]

Note that \([\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \subseteq [\theta_j^{(n,e)}, \sigma_j^{(n,e)}] \) for some \( j \). Define \( x_{n,e}(t) = \overline{x_{n,e}(t)} \) on \([\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \). Fix any \( t \in [\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \). We claim \( x_{n,e}(t) \leq x_{n-1,e}(t) \). Choose \( j \) as above. Recall that

\[
\begin{align*}
x_{n,e}(t) &= x_{n,e}(\theta_i^{(n,e)}) + \int_{\theta_i^{(n,e)}}^{t} \sup\{f(s,x) : x \in B_i,n,e(s)\} \, ds \\
x_{n-1,e}(t) &= x_{n-1,e}(\theta_i^{(n,e)}) + \int_{\theta_i^{(n,e)}}^{t} \sup\{f(s,x) : x \in B_j,n-1,e(s)\} \, ds.
\end{align*}
\]

Thus, it suffices to show \( B_i,n,e(s) \subseteq B_j,n-1,e(s) \) for \( s \in [\theta_i^{(n,e)}, t] \). Note that \( \sigma_j^{(n-1,e)} \leq \sigma_i^{(n,e)} \leq t \leq \sigma_{i+1}^{(n,e)} \leq \sigma_{j+1}^{(n-1,e)} \). Let \( x \in B_i,n,e(s) \). We then have

\[
|x - x_{n,e}(\sigma_i^{(n,e)})| \leq 2M(s - \sigma_i^{(n,e)}) + \epsilon
\]
and so

\[
|x - x_{n-1,e}(\sigma_i^{(n-1,e)})| \leq \left| |x - x_{n,e}(\sigma_i^{(n,e)})| + |x_{n,e}(\sigma_i^{(n,e)}) - x_{n-1,e}(\sigma_i^{(n-1,e)})| \right|
\]
\[
\leq 2M(s - \sigma_i^{(n,e)}) + \epsilon + \left| \int_{\theta_i^{(n-1,e)}}^{t} \mathbb{B}_{j,n-1,e}(s) \, ds \right|
\]
\[
\leq 2M(s - \sigma_i^{(n,e)}) + \epsilon + M(\sigma_i^{(n,e)} - \sigma_j^{(n-1,e)})
\]
\[
= 2Ms + \epsilon - 2M \left( \sigma_i^{(n,e)} + \sigma_j^{(n-1,e)} \right)
\]
\[
= 2Ms + \epsilon - 2M \left( \sigma_i^{(n,e)} + \sigma_j^{(n-1,e)} \right)
\]
\[
= 2Ms + \epsilon - 2M \sigma_j^{(n-1,e)} + \epsilon.
\]

That is, \( x \in B_j,n-1,e(s) \). We therefore have \( x_{n,e}(t) \leq x_{n-1,e}(t) \) on \([\theta_i^{(n,e)}, \sigma_i^{(n,e)}] \). Note that \( \sigma_{i+1}^{(n,e)} - \sigma_i^{(n,e)} \leq 2^{-n}T \).
We continue this process along the interval \([0, T]\) until we reach some \(k\) such that \(\sigma_k^{(n, \varepsilon)} = T\). We must verify that this actually happens. Clearly, the sequence \(\sigma_1^{(n, \varepsilon)}, \sigma_2^{(n, \varepsilon)}, \ldots\) is strictly increasing, so we need only prove the following.

**Claim.** For each fixed \(n \in \mathbb{N}\), \(\{\sigma_i^{(n, \varepsilon)}\}\) does not converge to some number less than or equal to \(T\).

**Proof of Claim.** We shall handle this inductively. For \(n = 1\), we have the desired situation, since \(\sigma_0^{(1, \varepsilon)} = 0\), \(\sigma_1^{(1, \varepsilon)} = T/2\), and \(\sigma_2^{(1, \varepsilon)} = T\). We now assume the claim holds for \(n - 1\). We thus have \(\sigma_{j+1}^{(n-1, \varepsilon)} - \sigma_j^{(n-1, \varepsilon)} > c_{n-1}\) for all \(j\). Let any \(i \in \{0, 1, 2, \ldots\}\) be given. It suffices to show \(\sigma_{i+4}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} > c_i\) for some positive constant \(c_i\). For convenience, in Case Two if \(\sigma_m^{(n, \varepsilon)}\) is chosen to be \(\tau\) for some \(m\) in question, we say \(\sigma_m^{(n, \varepsilon)}\) satisfies case (2a). If \(\sigma_m^{(n, \varepsilon)}\) is chosen to be \(\min\{\sigma_k^{(n-1, \varepsilon)} : k > m\}\) for some \(m\) in question, we say \(\sigma_m^{(n, \varepsilon)}\) satisfies case (2b).

**Possibility One.** If \(\sigma_i^{(n, \varepsilon)}\) satisfies case (1a) (that is, Case One, subcase (a), then \(\sigma_{i+4}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} > \sigma_{i+1}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} = 2^{-n}T\).

**Possibility Two.** If \(\sigma_i^{(n, \varepsilon)}\) satisfies case (2a), then \(\sigma_{i+1}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} > 2^{-n}T\).

To make the remaining possibilities simpler, we shall assume \(\sigma_m^{(n, \varepsilon)}\) does not satisfy case (1a) or case (2a) for \(m = i + 1, i + 2, \text{ or } i + 3\), since it is obvious we can handle those situations as above. The only possibilities which still need to be studied are \(\sigma_i^{(n, \varepsilon)}\) satisfying case (1b) and \(\sigma_i^{(n, \varepsilon)}\) satisfying case (2b). Note that case (1b) cannot occur at two consecutive points \(\sigma_m^{(n, \varepsilon)}\) and \(\sigma_{m+1}^{(n, \varepsilon)}\), since \(\sigma_m^{(n, \varepsilon)}\) satisfying (1b) implies \(x_i(\sigma_m^{(n, \varepsilon)}) < x_{i-1}(\sigma_m^{(n, \varepsilon)})\) and \(x_i(\sigma_{m+1}^{(n, \varepsilon)}) = x_{i-1}(\sigma_{m+1}^{(n, \varepsilon)})\).

**Possibility Three.** Suppose \(\sigma_i^{(n, \varepsilon)}\) satisfies case (2b). Then, \(\sigma_{i+1}^{(n, \varepsilon)} = \sigma_j^{(n-1, \varepsilon)}\) for some \(j \in \mathbb{N}\). Suppose for now that \(\sigma_i^{(n, \varepsilon)}\) also satisfies case (2b). Then, \(\sigma_i^{(n, \varepsilon)} = \sigma_j^{(n-1, \varepsilon)}\). We then have \(\sigma_{i+4}^{(n-1, \varepsilon)} - \sigma_i^{(n, \varepsilon)} > \sigma_{i+2}^{(n, \varepsilon)} - \sigma_{i+1}^{(n, \varepsilon)} = 2^{-n-1}T\). The only other possibility to check is \(\sigma_i^{(n, \varepsilon)}\) satisfying case (1b). Then, \(\sigma_{i+2}^{(n, \varepsilon)}\) must satisfy case (2b), that is, \(\sigma_i^{(n, \varepsilon)} = \sigma_j^{(n-1, \varepsilon)}\) for some \(l > j\). We then have \(\sigma_{i+1}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} > \sigma_{i+2}^{(n, \varepsilon)} - \sigma_{i+1}^{(n, \varepsilon)} = 2^{-n-1}T\).

**Possibility Four.** Suppose \(\sigma_i^{(n, \varepsilon)}\) satisfies case (1b). Then, \(\sigma_{i+1}^{(n, \varepsilon)}\) must satisfy case (2b). We note that in Possibility Three we actually showed that \(\sigma_{i+3}^{(n, \varepsilon)} - \sigma_{i+2}^{(n, \varepsilon)} > c_{n-1}\). Hence, we can repeat the argument there, replacing \(i\) by \(i + 1\).

We then have \(\sigma_{i+4}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} > \sigma_{i+4}^{(n, \varepsilon)} - \sigma_{i+3}^{(n, \varepsilon)} = c_{n-1}\).

In all four possibilities, we have \(\sigma_{i+4}^{(n, \varepsilon)} - \sigma_i^{(n, \varepsilon)} > \min\{c_{n-1}, 2^{-n}T\} = d_n > 0\). Therefore, we have established the claim.

We have thus constructed the partition \(\{\sigma_i^{(n, \varepsilon)}\}\) which determines the function \(x_{n, \varepsilon}\). Note that we have \(x_{1, \varepsilon}(t) \geq x_{2, \varepsilon}(t) \geq \ldots \geq x_{n, \varepsilon}(t) \geq \ldots\) for all \(t \in [0, T]\), as desired.
We shall now show the hypotheses to the Ascoli-Arzela lemma are satisfied. We first note that \( \{x_n, \varepsilon\} \) is uniformly bounded, since

\[
| x_n, \varepsilon(t) | = | x_0 + \int_0^t a_n, \varepsilon(s) \, ds | \leq | x_0 | + \int_0^t | a_n, \varepsilon(s) | \, ds \leq | x_0 | + M T,
\]

which is independent of \( n \) and \( t \). Also, \( | x_n', \varepsilon(t) | = | a_n, \varepsilon(t) | \leq M \) for almost all \( t \in [0, T] \), hence \( \{x_n, \varepsilon\} \) is equicontinuous. Applying the Ascoli-Arzela lemma, there is some subsequence of \( \{x_n, \varepsilon\} \) that converges uniformly to some continuous function \( u_\varepsilon \). Because of the monotonicity of \( \{x_n, \varepsilon\} \), the entire sequence actually converges uniformly to \( u_\varepsilon \).

Consider the special case \( \varepsilon = 0 \). We propose to show \( u_0 \) is a solution to (IVP). Fix any \( t \in (0, T) \). We shall show \( \lim_{n \to \infty} a_n, 0(t) = f(t, u_0(t)) \). For each \( n \), there exists some \( k \) so that \( t \in [\sigma_k^{(n, 0)}, \sigma_{k+1}^{(n, 0)}] \). We claim that \( x_n, 0(t) \in B_{k, n, 0}(t) \). To see this, note that

\[
| x_n, 0(t) - x_n, 0(\sigma_k^{(n, 0)}) | = | x_0 + \int_0^t a_n, 0(s) \, ds - x_0 - \int_0^{\sigma_k^{(n, 0)}} a_n, 0(s) \, ds | \leq \int_{\sigma_k^{(n, 0)}}^{t} | a_n, 0(s) | \, ds \leq M(t - \sigma_k^{(n, 0)}) \leq 2M(t - \sigma_k^{(n, 0)})
\]

hence, \( x_n, 0(t) \in B_{k, n, 0}(t) \). We therefore have

\[
a_n, 0(t) = g_{k, n, 0}(t) = \sup \{ f(t, x) : x \in B_{k, n, 0}(t) \} \geq f(t, x_n, 0(t)),
\]

and thus

\[
\liminf_{n \to \infty} a_n, 0(t) \geq \liminf_{n \to \infty} f(t, x_n, 0(t)) = \lim_{n \to \infty} f(t, x_n, 0(t)) = f(t, u_0(t)),
\]

since \( x_n, 0(t) \downarrow u_0(t) \) and \( f \) is right-continuous in its second variable.

Now temporarily fix any \( n \in \mathbb{N} \). Choose \( k \) as before, i.e., so that \( t \in [\sigma_k^{(n, 0)}, \sigma_{k+1}^{(n, 0)}] \). Again, we have \( x_n, 0(t) \in B_{k, n, 0}(t) \). Since \( a_n, 0(t) = g_{k, n, 0}(t) = \sup \{ f(t, x) : x \in B_{k, n, 0}(t) \} \), there exists some \( \hat{x}_n \in B_{k, n, 0}(t) \) such that

\[
a_n, 0(t) - 2^{-n} < f(t, \hat{x}_n) \leq a_n, 0(t).
\]

Therefore,

\[
\limsup_{n \to \infty} a_n, 0(t) = \limsup_{n \to \infty} f(t, \hat{x}_n).
\]

Note that, since \( \hat{x}_n \) and \( x_n, 0(t) \) both lie in \( B_{k, n, 0}(t) \),

\[
| \hat{x}_n - x_n, 0(t) | \leq 2[2M(t - \sigma_k^{(n, 0)})] \leq 4MT/2^n.
\]

Since the right-hand side of the inequalities approaches 0 as \( n \to \infty \), we have

\[
\lim_{n \to \infty} \hat{x}_n = \lim_{n \to \infty} x_n, 0(t) = u_0(t).
\]

Because of our assumption (P4), we have

\[
\limsup_{n \to \infty} a_n, 0(t) \overset{(1)}{=} \limsup_{n \to \infty} f(t, \hat{x}_n) \leq f(t, u_0(t)).
\]
Therefore,
\[ \lim_{n \to \infty} a_{n,0}(t) \geq f(t, u_0(t)) \geq \lim_{n \to \infty} a_{n,0}(t), \]
and thus \( \lim_{n \to \infty} a_{n,0}(t) = f(t, u_0(t)) \).

We thus have, by the Lebesgue Dominated Convergence Theorem,
\[
u_0(t) = \lim_{n \to \infty} x_{n,0}(t) = \lim_{n \to \infty} \left[ x_0 + \int_0^t a_{n,0}(s) \, ds \right] = x_0 + \int_0^t f(s, u_0(s)) \, ds.
\]

That is, \( u_0 \) is a solution of (IVP).

It remains to show that \( u_0 \) is actually the greatest solution of (IVP). That is, we shall show \( u_0(t) \geq \overline{u}(t) \) for all \( t \in [0, T] \), where \( \overline{u} \) is any solution of (IVP). Suppose \( u_0 \) is not the greatest solution. Then, there exists some \( \overline{t} \in (0, T) \) and a solution \( \overline{u} \) such that \( u_0(\overline{t}) < \overline{u}(\overline{t}) \). Since \( x_{n,0}(\overline{t}) \downarrow u_0(\overline{t}) \), there exists some \( N \in \mathbb{N} \) such that \( x_{N,0}(\overline{t}) < \overline{u}(\overline{t}) \). Let \( a = \inf\{t \in [0, \overline{t}) : x_{N,0} < \overline{u} \text{ on } (t, \overline{t})\} \). Note that \( x_{N,0}(a) = \overline{u}(a) \), since both \( x_{N,0} \) and \( \overline{u} \) are continuous. Note also that there exists some subinterval \( [\sigma_k^{(N,0)}, \sigma_{k+1}^{(N,0)}] \) and some \( b > a \) such that \( [a, b) \subseteq [\sigma_k^{(N,0)}, \sigma_{k+1}^{(N,0)}] \) and \( x_{N,0}(t) < \overline{u}(t) \) for all \( t \in (a, b] \). We claim \( \overline{u}(s) \in B_{k,N,0}(s) \) for all \( s \in [a, b] \). Keeping in mind that \( \sigma_k^{(N,0)} \leq a \leq s \leq b < \sigma_{k+1}^{(N,0)} \), we have
\[
|\overline{u}(s) - x_{N,0}(\sigma_k^{(N,0)})| = \left| \overline{u}(a) + \int_a^s f(r, \overline{u}(r)) \, dr - x_{N,0}(a) + \int_{\sigma_k^{(N,0)}}^a a_{N,0}(s) \, ds \right| = \left| \int_a^s f(r, \overline{u}(r)) \, dr + \int_{\sigma_k^{(N,0)}}^a a_{N,0}(s) \, ds \right| \leq M(s-a) + M(a-\sigma_k^{(N,0)}) \leq 2M(s-\sigma_k^{(N,0)}).
\]

Thus, \( \overline{u}(s) \in B_{k,N,0}(s) \), and so \( f(s, \overline{u}(s)) \leq g_{k,N,0}(s) \). Therefore, for any \( t \in (a, b] \), we have
\[
0 < \overline{u}(t) - x_{N,0}(t) = [\overline{u}(t) - \overline{u}(a)] - [x_{N,0}(t) - x_{N,0}(a)] = \int_a^t f(s, \overline{u}(s)) \, ds - \int_a^t g_{k,N,0}(s) \, ds \leq 0,
\]
a contradiction. Hence, \( u_0 \) is the greatest solution to (IVP). □

(The referee pointed out an interesting characterization of the \( u_\varepsilon \)'s, constructed in the above proof and utilized in the proof of Theorem 2. He was able to prove that if we define \( f_\varepsilon(t, x) = \sup\{f(t, w) : |w - x| \leq \varepsilon\} \), then \( f_\varepsilon \) satisfies properties (P1)–(P4) and hence (by Theorem 1) the initial value problem \( v'(t) = f_\varepsilon(t, v(t)) \), \( v(0) = x_0 \) has a greatest solution. He then showed that greatest solution was in fact \( u_\varepsilon \).)
3. Continuous dependence

The main result of this section is Theorem 2, a continuous dependence result for initial value problems of the type introduced in the previous sections. We first present two lemmas needed to prove that theorem.

**Lemma 1.** Let \( f(t, x) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be Lebesgue measurable in \( t \) for fixed \( x \), right-continuous in \( x \) for fixed \( t \), and bounded. Let any \( c, d \in \mathbb{R} \) with \( c \leq d \) be given. Let \( \mathcal{F} = \{ v : [c, d] \to \mathbb{R} | v \text{ is Lebesgue measurable} \} \).

Then,

\[
\sup_{v \in \mathcal{F}} \int_c^d f(s, v(s)) \, ds = \int_c^d \sup_{y \in \mathbb{R}} f(s, y) \, ds.
\]

**Proof.** We shall first verify that the left-hand and right-hand sides exist and are finite. Recalling that the composition of a Borel measurable function and a Lebesgue measurable function, in the appropriate order, is Lebesgue measurable, and noting also that \( f \) is bounded, it follows that \( \int_c^d f(s, v(s)) \, ds \) exists and is finite for each \( v \). In fact, it is bounded uniformly in \( v \). Hence, \( \sup_{v \in \mathcal{F}} \int_c^d f(s, v(s)) \, ds \) exists and is finite.

Let \( E : [c, d] \to \mathbb{R} \) be defined by \( E(s) = \sup_{y \in \mathbb{R}} f(s, y) \). Let \( \{ y_j \}_{j=1}^\infty \) be any countable dense set in \( \mathbb{R} \) (for instance, the rationals). It follows from the right-continuity hypothesis that

\[
E(s) = \sup_{j} f(s, y_j) \quad \text{for each } s \in [c, d].
\]

**Claim.** \( \int_c^d \sup_{y \in \mathbb{R}} f(s, y) \, ds \) exists and is finite.

**Proof of Claim.** For fixed \( y \in \mathbb{R} \), \( f(\cdot, y) : [c, d] \to \mathbb{R} \) is bounded and Lebesgue measurable. It is well known that the sup of a countable number of Lebesgue measurable functions which are bounded uniformly is a bounded Lebesgue measurable function. Hence, \( \sup_{y \in \mathbb{R}} f(s, y) \overset{(2)}{=} \sup_j f(s, y_j) \) is bounded and Lebesgue measurable, so \( \int_c^d \sup_{y \in \mathbb{R}} f(s, y) \, ds \) exists and is finite.

We now proceed to verify the desired equation. Fix any \( v_0 \in \mathcal{F} \). We then have, for each \( s \in [c, d] \)

\[
f(s, v_0(s)) \leq \sup_{y \in \mathbb{R}} f(s, y),
\]

since \( v_0(s) \in \mathbb{R} \). Hence,

\[
\int_c^d f(s, v_0(s)) \, ds \leq \int_c^d \sup_{y \in \mathbb{R}} f(s, y) \, ds,
\]

and therefore

\[
\sup_{v \in \mathcal{F}} \int_c^d f(s, v(s)) \, ds \leq \int_c^d \sup_{y \in \mathbb{R}} f(s, y) \, ds.
\]

From (2), it follows that for each \( \epsilon > 0 \) and for each \( s \in [c, d] \), there exists a \( j \in \mathbb{N} \) such that \( E(s) - \epsilon < f(s, y_j) \). For each \( j \in \mathbb{N} \), define sets \( M_j \) and \( P_j \) by

\[
M_j = \{ s : E(s) - \epsilon < f(s, y_j) \} \text{ and } E(s) - \epsilon \geq f(s, y_i) \text{ for all } i < j,
\]

and

\[
P_j = \{ s : E(s) - \epsilon < f(s, y_j) \}.
\]
Fix any \( j \in \mathbb{N} \). Since \( E(t) - f(t, y_j) \) is Lebesgue measurable, we see that \( P_j \) is a Lebesgue measurable set. Hence, \( M_j = P_j \setminus \bigcup_{j<i} P_i \) is also a Lebesgue measurable set. Now define \( \overline{v} : [c, d] \to \mathbb{R} \) by

\[
\overline{v}(s) = y_j \quad \text{for} \ s \in M_j, \ j \in \mathbb{N}.
\]

Since \( M_j \) is measurable for each \( j \in \mathbb{N} \), we have \( \overline{v} \in \mathcal{S} \). Then,

\[
\int_c^d [E(t) - \varepsilon] \, dt = \sum_{j=1}^{\infty} \int_{M_j} [E(t) - \varepsilon] \, dt < \sum_{j=1}^{\infty} \int_{M_j} f(s, y_j) \, ds
\]

\[
= \int_c^d f(s, \overline{v}(s)) \, ds \leq \sup_{v \in \mathcal{S}} \int_c^d f(s, v(s)) \, ds.
\]

Now let \( \varepsilon \downarrow 0 \). We thus have

\[
\int_c^d \sup_{y \in \mathbb{R}} f(s, y) \, ds \leq \sup_{v \in \mathcal{S}} \int_c^d f(s, v(s)) \, ds.
\]

This inequality, along with (3), gives the desired result. □

**Lemma 2.** Let any \( T > 0 \) and \( x_0 \in \mathbb{R} \) be given. Let \( \{f_k\}_{k \in \mathbb{N}}, f_\infty \) be functions which satisfy properties (P1), (P2), (P3) and (P4). Assume also that

(i) \( \{f_k\}_{k \in \mathbb{N}}, f_\infty \) are uniformly bounded, and

(ii) for each \( c, d \in [0, T] \) with \( c < d \),

\[
\limsup_{k \to \infty} \int_c^d \sup_{y \in \mathbb{R}} [f_k(s, y) - f_\infty(s, y)] \, ds \leq 0.
\]

For \( k = 1, 2, \ldots, \infty \), let \( m_k \) denote the greatest solution to the initial value problem

\[
m_k'(t) = f_k(t, m_k(t)), \quad \text{for} \ t \in [0, T], \quad m_k(0) = x_0.
\]

Then, for all \( n \in \mathbb{N} \) and all \( \varepsilon > 0 \),

\[
\limsup_{k \to \infty} \left\{ \sup_{t \in [0, T]} [m_k(t) - x_n, \varepsilon(t)] \right\} \leq \varepsilon,
\]

where \( x_n, \varepsilon \) is defined as in the proof of Theorem 1, in terms of \( f_\infty \) and the uniform bound of \( \{f_k\}_{k \in \mathbb{N}}, f_\infty \).

**Proof.** Let any \( n \in \mathbb{N} \) and any \( \varepsilon > 0 \) be given. These will remain fixed throughout this proof. Let \( M \) denote the uniform bound of \( \{f_k\}_{k \in \mathbb{N}}, f_\infty \).

**Claim.** For each \( \varepsilon > 0 \), there exists a \( K \in \mathbb{N} \) such that

\[
\int_c^d f_k(s, v(s)) \, ds \leq \int_c^d f_\infty(s, v(s)) \, ds + \varepsilon
\]

for all \( k \geq K \), for all \( c, d \) with \( 0 \leq c \leq d \leq T \) and for all Lebesgue measurable functions \( v : [c, d] \to \mathbb{R} \).

**Proof of Claim.** Fix \( \varepsilon > 0 \). From hypothesis (ii) and Lemma 1, it follows that for all \( c, d \) with \( 0 \leq c \leq d \leq T \) there exists a \( K = K(c, d) \in \mathbb{N} \) such that

\[
\int_c^d [f_k(s, v(s)) - f_\infty(s, v(s))] \, ds \leq \varepsilon
\]
for all \( k \geq K \) and for all \( v \in \mathcal{F} \equiv \{v: [c, d] \to \mathbb{R} | v \text{ is Lebesgue measurable}\}.

What needs to be shown is that \( K \) can be chosen independently of \( c \) and \( d \).

Choose \( J \) to be an integer such that

\[
J \geq 8MT/\hat{\varepsilon}.
\]

Let \( t_i = iT/J \), for \( i = 0, 1, 2, \ldots, J \). For each \( i, j \in \{0, 1, \ldots, J\} \) with \( i \leq j \), there exists some \( K_{ij} \) such that

\[
\int_{t_i}^{t_j} f_k(s, v(s)) \, ds \leq \int_{t_i}^{t_j} f_\infty(s, v(s)) \, ds + \frac{\hat{\varepsilon}}{2}
\]

for all \( k \geq K_{ij} \) and for all \( v \in \mathcal{F} \). Hence, letting \( K = \max_{i,j} K_{ij} \), we have

\[
\int_{t_i}^{t_j} f_k(s, v(s)) \, ds \leq \int_{t_i}^{t_j} f_\infty(s, v(s)) \, ds + \frac{\hat{\varepsilon}}{2}
\]

for all \( i, j \in \{0, 1, \ldots, J\} \) with \( i \leq j \), for all \( k \geq K \) and for all \( v \in \mathcal{F} \).

Now let any \( c, d \) with \( 0 < c < d < T \) be given. Choose \( i, j \) such that \( t_{i-1} \leq c \leq t_i \), \( t_{j-1} \leq d \leq t_j \) and \( i \leq j \). Then,

\[
\int_c^d [f_k(s, v(s)) - f_\infty(s, v(s))] \, ds
\]

\[
= \int_c^{t_i} [f_k(s, v(s)) - f_\infty(s, v(s))] \, ds + \int_{t_i}^{t_j} [f_k(s, v(s)) - f_\infty(s, v(s))] \, ds - \int_{t_j}^{t_j} [f_k(s, v(s)) - f_\infty(s, v(s))] \, ds
\]

(Note the use of absolute values in two of the following integrands.)

\[
\leq \int_c^{t_i} |f_k(s, v(s)) - f_\infty(s, v(s))| \, ds + \int_{t_i}^{t_j} |f_k(s, v(s)) - f_\infty(s, v(s))| \, ds
\]

\[
+ \int_{t_j}^{t_j} |f_k(s, v(s)) - f_\infty(s, v(s))| \, ds
\]

\[
\leq 2MT/J + \hat{\varepsilon}/2 + 2MT/J \leq \hat{\varepsilon}. \tag{5}
\]

Now that the claim is established, we choose \( \hat{\varepsilon} = \varepsilon/l \) (where \( l \) is the number of subintervals in the partition of \([0, T]\) for \( x_{n, \varepsilon} \)) and then choose \( k \) so that \( (4) \) holds.

**Claim.** For each \( j = 0, 1, \ldots, l - 1 \) and for \( t \in [\sigma_j^{(n, \varepsilon)}, \sigma_{j+1}^{(n, \varepsilon)}] \),

\[
m_k(t) \leq x_{n, \varepsilon}(t) + (j + 1)\hat{\varepsilon}.
\]

**Proof of Claim.** We shall handle this claim inductively. First, consider \( t \in [\sigma_0^{(n, \varepsilon)}, \sigma_1^{(n, \varepsilon)}] \). Recall that \( \sigma_0^{(n, \varepsilon)} = 0 \) and \( x_{n, \varepsilon}(0) = x_0 = m_k(0) \). We then
have

\begin{equation}
|m_k(t) - x_{n,e}(\sigma_0^{(n,e)})| = |m_k(t) - m_k(\sigma_0^{(n,e)})| \\
= \left| \int_{\sigma_0^{(n,e)}}^t f_k(s, m_k(s)) \, ds \right| \leq M(t - \sigma_0^{(n,e)}) \leq 2M(t - \sigma_0^{(n,e)}) + \varepsilon.
\end{equation}

Thus,

\begin{equation}
m_k(t) = m_k(\sigma_0^{(n,e)}) + \int_{\sigma_0^{(n,e)}}^t f_k(s, m_k(s)) \, ds \\
\leq x_{n,e}(\sigma_0^{(n,e)}) + \int_{\sigma_0^{(n,e)}}^t f_\infty(s, m_k(s)) \, ds + \varepsilon \\
\leq x_{n,e}(\sigma_0^{(n,e)}) + \int_{\sigma_0^{(n,e)}}^t \sup_\{f_\infty(s, x) : |x - x_{n,e}(\sigma_0^{(n,e)})| < 2M(s - \sigma_0^{(n,e)}) + \varepsilon\} \, ds + \varepsilon \\
\leq 2M(s - \sigma_0^{(n,e)}) + \varepsilon.
\end{equation}

Now let \( j \in \mathbb{N} \) with \( 0 < j < l \) be given and assume \( m_k(\sigma_j^{(n,e)}) = x_{n,e}(\sigma_j^{(n,e)}) + j\varepsilon \).

**Case One.** \( m_k(\sigma_j^{(n,e)}) \leq x_{n,e}(\sigma_j^{(n,e)}) \).

**Subcase (i).** \( m_k(t) < x_{n,e}(t) \) for all \( t \in [\sigma_j^{(n,e)}, \sigma_{j+1}(n,e)] \).

Obviously, \( m_k(t) \leq x_{n,e}(t) + (j + 1)\varepsilon \) for all \( t \in [\sigma_j^{(n,e)}, \sigma_{j+1}(n,e)] \).

**Subcase (ii).** There exists some \( a \in [\sigma_j^{(n,e)}, \sigma_{j+1}(n,e)] \) such that \( m_k(a) = x_{n,e}(a) \) and \( m_k(s) < x_{n,e}(s) \) for all \( s \in [\sigma_j^{(n,e)}, a) \).

Fix any \( t \in [a, \sigma_{j+1}(n,e)] \). Then, for \( s \in [a, t] \),

\begin{equation}
|m_k(s) - x_{n,e}(\sigma_j^{(n,e)})| \\
\leq |m_k(s) - m_k(a)| + |x_{n,e}(a) - x_{n,e}(\sigma_j^{(n,e)})| \\
= \left| \int_a^s f_k(r, m_k(r)) \, dr \right| \\
+ \int_{\sigma_j^{(n,e)}}^a \sup_\{f_\infty(r, x) : |x - x_{n,e}(\sigma_j^{(n,e)})| \leq 2M(r - \sigma_j^{(n,e)}) + \varepsilon\} \, dr \\
\leq M(s - a) + M(a - \sigma_j^{(n,e)}) \leq 2M(s - \sigma_j^{(n,e)}) + \varepsilon.
\end{equation}
Therefore,

\[ m_k(t) = m_k(a) + \int_a^t f_k(s, m_k(s)) \, ds \]

\[ \leq x_{n, \varepsilon}(a) + \int_a^t f_\infty(s, m_k(s)) \, ds + \varepsilon \]

\[ \leq x_{n, \varepsilon}(a) + \int_a^t \sup\{f_\infty(s, x): |x - x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)})| \leq 2M(s - \sigma_j^{(n, \varepsilon)}) + \varepsilon\} \, ds + \varepsilon \]

\[ = x_{n, \varepsilon}(t) + \varepsilon \leq x_{n, \varepsilon}(t) + (j + 1)\varepsilon. \]

\[ \text{Case Two.} \]

(9) \[ x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)}) < m_k(\sigma_j^{(n, \varepsilon)}) \leq x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)}) + j\varepsilon. \]

Note first that we have

\[ 0 < m_k(\sigma_j^{(n, \varepsilon)}) - x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)}) \leq j\varepsilon \]

and hence

(10) \[ |m_k(\sigma_j^{(n, \varepsilon)}) - x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)})| \leq j\varepsilon. \]

Fix \[ t \in [\sigma_j^{(n, \varepsilon)}, \sigma_{j+1}^{(n, \varepsilon)}]. \] Then, for each \[ s \in [\sigma_j^{(n, \varepsilon)}, t], \] we have

\[ |m_k(s) - x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)})| \leq |m_k(s) - m_k(\sigma_j^{(n, \varepsilon)})| + |m_k(\sigma_j^{(n, \varepsilon)}) - x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)})| \]

\[ \leq M(s - \sigma_j^{(n, \varepsilon)}) + j\varepsilon < 2M(s - \sigma_j^{(n, \varepsilon)}) + l\varepsilon = 2M(s - \sigma_j^{(n, \varepsilon)}) + \varepsilon. \]

Thus,

\[ m_k(t) = m_k(\sigma_j^{(n, \varepsilon)}) + \int_{\sigma_j^{(n, \varepsilon)}}^t f_k(s, m_k(s)) \, ds \]

\[ \leq x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)}) + j\varepsilon + \int_{\sigma_j^{(n, \varepsilon)}}^t f_\infty(s, m_k(s)) \, ds + \varepsilon \]

\[ \leq x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)}) + \int_{\sigma_j^{(n, \varepsilon)}}^t \sup\{f_\infty(s, x): |x - x_{n, \varepsilon}(\sigma_j^{(n, \varepsilon)})| \leq 2M(s - \sigma_j^{(n, \varepsilon)}) + \varepsilon\} \, ds + (j + 1)\varepsilon \]

\[ = x_{n, \varepsilon}(t) + (j + 1)\varepsilon. \]

We have now established the claim. From this it follows that

\[ m_k(t) \leq x_{n, \varepsilon}(t) + l\varepsilon = x_{n, \varepsilon}(t) + \varepsilon \quad \text{for all } t \in [0, T] \]

(recall that \[ T = \sigma_j^{(n, \varepsilon)}. \])

We have shown for all \( \varepsilon > 0 \) and all \( n \in \mathbb{N} \), there exists a \( K \in \mathbb{N} \) such that for all \( k \geq K \), we have

\[ m_k(t) \leq x_{n, \varepsilon}(t) + \varepsilon \quad \text{for all } t \in [0, T]. \]

That is,

\[ \limsup_{k \to \infty} \left\{ \sup_{t \in [0, T]} [m_k(t) - x_{n, \varepsilon}(t)] \right\} \leq \varepsilon \]

as desired. \( \Box \)
Theorem 2. Let any \( T > 0 \) and \( x_0 \in \mathbb{R} \) be given. Let \( \{f_k\}_{k \in \mathbb{N}}, \ f_\infty \) be functions which satisfy properties (P1), (P2), (P3) and (P4).

Assume also that \( \{f_k\}_{k \in \mathbb{N}}, \ f_\infty \) are uniformly bounded. For \( k = 1, 2, \ldots, \infty \), let \( m_k \) denote the greatest solution to the initial value problem

\[
(IVP') \quad \begin{cases} 
 m_k'(t) = f_k(t, m_k(t)) \quad \text{for } t \in [0, T], \\
 m_k(0) = x_0. 
\end{cases}
\]

Also assume that for each \( c, d \in [0, T] \) with \( c \leq d \),

\[
\limsup_{k \to \infty} \int_c^d \sup_{y \in \mathbb{R}} |f_k(s, y) - f_\infty(s, y)| \, ds \leq 0.
\]

Then

\[
\limsup_{k \to \infty} \left\{ \sup_{t \in [0, T]} \left( m_k(t) - m_\infty(t) \right) \right\} \leq 0.
\]

Proof. Consider \( Y \equiv \{u_\varepsilon : \varepsilon \geq 0\} \), where \( u_\varepsilon \) is defined as in the proof of Theorem 1, using \( f_\infty \) and \( M \), the uniform bound of \( \{f_k\}_{k \in \mathbb{N}}, \ f_\infty \). We note that for \( \varepsilon \geq 0 \), \( n \in \mathbb{N} \) and \( t_1, t_2 \in [0, T] \),

\[
|x_n,\varepsilon(t_2) - x_n,\varepsilon(t_1)| \leq \int_{t_1}^{t_2} a_n,\varepsilon(s) \, ds \leq M|t_2 - t_1|,
\]

i.e., \( \{x_n,\varepsilon\} \) is uniformly Lipschitz. Hence, \( \{u_\varepsilon\} \) is also, and so \( Y \) is equicontinuous. Also, since \( u_\varepsilon(0) = x_0 \) for all \( \varepsilon \geq 0 \), it follows from the uniform Lipschitz property that \( Y \) is uniformly bounded. Thus, we have a uniformly bounded and equicontinuous family of continuous functions defined on the compact set \([0, T]\). Hence, by the Ascoli-Arzela lemma, there is some continuous function \( v \) and some subsequence \( \{\varepsilon_n\}_{n=1}^\infty \) such that \( \varepsilon_n \downarrow 0 \) and \( u_{\varepsilon_n} \to v \) uniformly on \([0, T]\) as \( n \to \infty \).

Fix any \( t \in [0, T) \). Choose any \( i, n \in \mathbb{N} \). There exists some \( j \in \mathbb{N} \) such that \( t \in [\sigma_j^{(n, \varepsilon_i)}, \sigma_{j+1}^{(n, \varepsilon_i)}] \). We have

\[
|x_{n,\varepsilon_i}(t) - x_{n,\varepsilon_i}(\sigma_j^{(n, \varepsilon_i)})| = \left| \int_{\sigma_j^{(n, \varepsilon_i)}}^t a_n,\varepsilon_i(s) \, ds \right| \leq M(t - \sigma_j^{(n, \varepsilon_i)}).
\]

Since

\[
a_n,\varepsilon_i(t) = \sup\{f_\infty(t, x) : |x - x_{n,\varepsilon_i}(\sigma_j^{(n, \varepsilon_i)})| \leq 2M(t - \sigma_j^{(n, \varepsilon_i)}) + \varepsilon_i\},
\]

there exists some \( x_{n,\varepsilon_i} \in \mathbb{R} \) satisfying

\[
|x_{n,\varepsilon_i} - x_{n,\varepsilon_i}(\sigma_j^{(n, \varepsilon_i)})| \leq 2M(t - \sigma_j^{(n, \varepsilon_i)}) + \varepsilon_i
\]

and

\[
a_n,\varepsilon_i(t) - 2^{-n} \leq f_\infty(t, x_{n,\varepsilon_i}) \leq a_n,\varepsilon_i(t).
\]

Hence,

\[
\limsup_{n \to \infty} a_n,\varepsilon_i(t) = \limsup_{n \to \infty} f_\infty(t, x_{n,\varepsilon_i}).
\]

Note that for each \( i, n \in \mathbb{N} \), we have

\[
|x_{n,\varepsilon_i} - x_{n,\varepsilon_i}(t)| \leq 2M(t - \sigma_j^{(n, \varepsilon_i)}) + \varepsilon_i + M(t - \sigma_j^{(n, \varepsilon_i)}) \leq \frac{3MT}{2^n} + \varepsilon_i.
\]
Fix any \( i \in \mathbb{N} \). Let \( B_i = \limsup_{n \to \infty} f_{\infty}(t, x_{n_k, \varepsilon_i}) \). Choose \( \{n_k\} \), depending on \( i \), such that \( f_{\infty}(t, x_{n_k, \varepsilon_i}) \to B_i \) as \( k \to \infty \). From (14), we know that \( \{x_{n_k, \varepsilon_i}\}_{k=1}^{\infty} \) is bounded. Hence, replacing \( \{n_k\} \) with a suitable subsequence, we may assume \( \{x_{n_k, \varepsilon_i}\}_{k=1}^{\infty} \) approaches some limit \( \lambda_i \) as \( k \to \infty \). We then have

\[
B_i = \lim_{k \to \infty} f_{\infty}(t, x_{n_k, \varepsilon_i}) = \limsup_{k \to \infty} f_{\infty}(t, x_{n_k, \varepsilon_i}) \leq f_{\infty}(t, \lambda_i),
\]

from our hypotheses on \( f_{\infty} \). Note also that (14) implies \( |\lambda_i - u_{\varepsilon_i}(t)| \leq \varepsilon_i \), hence \( \lambda_i \to v(t) \) as \( i \to \infty \). We thus have

\[
\limsup_{i \to \infty} B_i \leq \limsup_{i \to \infty} f_{\infty}(t, \lambda_i) \leq f_{\infty}(t, v(t)).
\]

Therefore, for each \( t \in [0, T) \),

\[
\limsup_{n \to \infty} \limsup_{i \to \infty} a_{n, \varepsilon_i}^{(N)}(t) = \limsup_{n \to \infty} f_{\infty}(t, x_{n, \varepsilon_i}) \leq f_{\infty}(t, v(t)).
\]

Now fix any \( t_1, t_2 \in [0, T] \) with \( t_1 \leq t_2 \). Recalling that

\[
x_{n, \varepsilon_i}(t_2) = x_{n, \varepsilon_i}(t_1) + \int_{t_1}^{t_2} a_{n, \varepsilon_i}(s) \, ds,
\]

we have, after two applications of Fatou's lemma and the use of (17),

\[
v(t_2) \leq v(t_1) + \int_{t_1}^{t_2} f_{\infty}(s, v(s)) \, ds.
\]

Note also that for any \( i, n \in \mathbb{N} \) and \( t_1, t_2 \in [0, T] \) with \( t_1 \leq t_2 \),

\[
|x_{n, \varepsilon_i}(t_2) - x_{n, \varepsilon_i}(t_1)| = \left| \int_{t_1}^{t_2} a_{n, \varepsilon_i}(s) \, ds \right| \leq M(t_2 - t_1).
\]

Hence,

\[
\|v(t_2) - v(t_1)\| \leq M(t_2 - t_1).
\]

Claim. \( v(t) \leq m_{\infty}(t) \) for all \( t \in [0, T] \).

Proof of Claim. Suppose not. Then, there exists some \( \tilde{t} \in (0, T) \) such that \( v(\tilde{t}) > m_{\infty}(\tilde{t}) \). From the proof of Theorem 1, we have \( x_{n,0}(\tilde{t}) \perp m_{\infty}(\tilde{t}) \). Hence, choosing \( N \) large enough, we have \( v(\tilde{t}) > x_{N,0}(\tilde{t}) \). Since \( v(0) = x_0 = x_{N,0}(0) \), there exists a subinterval \( [\sigma_j^{(N,0)}, \sigma_{j+1}^{(N,0)}] \) and \( t_1, t_2 \in [\sigma_j^{(N,0)}, \sigma_{j+1}^{(N,0)}] \) with \( t_1 < t_2 \) such that \( v(t_1) = x_{N,0}(t_1) \) and

\[
v(t) > x_{N,0}(t) \quad \text{for} \ t \in (t_1, t_2).
\]

Note that for \( t \in (t_1, t_2) \), we have

\[
|v(t) - x_{N,0}(\sigma_j^{(N,0)})| \leq |v(t) - v(t_1)| + |x_{N,0}(t_1) - x_{N,0}(\sigma_j^{(N,0)})|
\]

\[
\leq M(t - t_1) + \int_{\sigma_j^{(N,0)}}^{t_1} |a_{N,0}(s)| \, ds
\]

\[
\leq M(t - t_1) + M(t_1 - \sigma_j^{(N,0)})
\]

\[
\leq 2M(t - \sigma_j^{(N,0)}).
\]
Hence,

\[ v(t_2) \leq v(t_1) + \int_{t_1}^{t_2} f_\infty(t, v(t)) \, dt \]

\[ \leq x_{N,0}(t_1) + \int_{t_1}^{t_2} \sup\{f_\infty(t, x) : |x - x_{N,0}(\sigma_j^{(N,0)})| \leq 2M(t - \sigma_j^{(N,0)})\} \, dt \]

\[ = x_{N,0}(t_2), \]

contradicting (20). This proves the claim.

Now let any \( \gamma > 0 \) be given. We wish to show there exists some \( K = K(\gamma) \) such that for all \( k \geq K \), we have

\[ (21) \quad m_k(t) \leq m_\infty(t) + \gamma \quad \text{for all } t \in [0, T]. \]

Since \( u_j(t) \to v(t) \) uniformly on \([0, T]\), there exists some \( \bar{e} = \bar{e}(\gamma) \) such that

\[ u_j(t) + 2\bar{e} \leq v(t) + \gamma \quad \text{for all } t \in [0, T]. \]

In the proof of Theorem 1, we showed that for each \( \varepsilon \geq 0 \), \( x_{N,\varepsilon}(t) \to u_j(t) \) uniformly on \([0, T]\). Hence, there exists some \( N = N(\gamma) \) such that

\[ x_{N,\bar{e}}(t) + \bar{e} \leq u_j(t) + 2\bar{e} \quad \text{for all } t \in [0, T]. \]

From Lemma 2, we know there exists some \( K = K(\gamma) \) such that for all \( k \geq K \),

\[ m_k(t) \leq x_{N,\bar{e}}(t) + \bar{e} \quad \text{for all } t \in [0, T]. \]

We then have, for all \( k \geq K \), the following inequalities holding for all \( t \in [0, T] \):

\[ m_k(t) \leq x_{N,\bar{e}}(t) + \bar{e} \leq u_j(t) + 2\bar{e} \leq v(t) + \gamma \leq m_\infty(t) + \gamma. \]

This establishes (21), and so the theorem is proven. \( \Box \)

To help clarify Theorem 2, we give the following interpretation. We may be interested in the solutions \( u \) (greatest or not) of \( u'(t) = f_k(t, u(t)) \), but these may be difficult to determine. If we can find an \( f_\infty \) which satisfies the theorem’s hypotheses for which \( m_\infty \) is easy to determine, the theorem yields an approximate upper bound on \( u \): roughly, as \( k \) gets large, \( u \) cannot be much larger than \( m_\infty \).

### 4. Examples and discussion

We now discuss the result proven in the previous section and present examples to illustrate its principal features.

For the reader who is familiar with the Filippov notion of solution (see [4]), this paper may at first glance seem to be a special case of that theory. However, since a Filippov solution is not necessarily a Carathéodory solution, Theorem 1 is needed. Theorem 2 is also needed. Although there are continuous dependence theorems for Filippov solutions, none appear to include the convergence criterion used in Theorem 2 as a special case. For example, consider the convergence criterion used in [4]:

\[ \lim_{k \to \infty} \int_0^T \Psi_k(s) \, ds = 0, \]
where \(|f_k(s, y) - f_\infty(s, y)| \leq \Psi_k(s)|\) for almost all \((s, y)\). This type of convergence is more restrictive than that used in Theorem 2: take, for example, \(f_k(s, y) = \sin(ks)\) and \(f_\infty(s, y) \equiv 0\).

Next, the lim sup's and inequalities in Theorem 2 may appear unnatural and somewhat removed from the theory discussed in the Introduction. However, consider the following. For \(k = 1, 2, \ldots\), let
\[
f_k(t, x) = \begin{cases} -1, & \text{for } x < 0, \\ -\frac{1}{k}, & \text{for } x \geq 0. \end{cases}
\]
Also, let
\[
f_\infty(t, x) = \begin{cases} -1, & \text{for } x < 0, \\ 0, & \text{for } x \geq 0. \end{cases}
\]
We note that these functions, for \(k = 1, 2, \ldots, \infty\), satisfy properties (P1), (P2), (P3) and (P4) (with any \(T > 0\)). We also note that the \(f_k\)'s converge to \(f_\infty\) in most any sense one may consider, for example, pointwise. It is easily shown that the greatest solution to (IVP') with \(x_0 = 0\) is given by \(m_k(t) = -t\) for \(k = 1, 2, \ldots\) and \(m_\infty(t) \equiv 0\). Thus, \(m_k\) does not converge pointwise to \(m_\infty\). But, we do have
\[
\limsup_{k \to \infty} m_k(t) = -t \leq 0 = m_\infty(t),
\]
for \(t \geq 0\). Thus, this type of conclusion is the best we can obtain for \(f\)'s which satisfy properties (P1), (P2), (P3) and (P4). Theorem 2 proves that we can also assume a correspondingly weak convergence on the \(f\)'s. Schechter referred to such a phenomenon as "one-sided continuous dependence" in [10]. We also note that the \(m_k\)'s do converge to a solution of \(x' = f_\infty(t, x), x(0) = 0\), namely \(u_\infty(t) = -t\). Thus, it is possible that in this context (and others) that it is unnatural to restrict ourselves to greatest Carathéodory solutions. That is, it may be that "nicer" continuous dependence results may be obtained by considering, for example, how the sets of solutions relate.

We next note that the convergence on the \(f\)'s in Theorem 2 is not necessary for the convergence on the \(m\)'s required there, evidence of which is provided by the following example. For \(k = 1, 2, \ldots\), let \(f_k\) be given by
\[
f_k(t, x) = \begin{cases} 0, & \text{for } x < 0, \\ 1 - kx, & \text{for } x \in [0, \frac{1}{k}], \\ 0, & \text{for } x \geq \frac{1}{k}, \end{cases}
\]
and let \(f_\infty(t, x) \equiv 0\). We note that for \(k = 1, 2, \ldots, \infty\), \(f_k\) satisfies properties (P1), (P2), (P3) and (P4) (with any \(T > 0\)). It can be shown that for any \(T > 0\) and \(x_0 \in \mathbb{R}\) we have
\[
(22) \quad \limsup_{k \to \infty} \left\{ \sup_{t \in [0, T]} [m_k(t) - m_\infty(t)] \right\} \leq 0,
\]
that is, the conclusion of Theorem 2 holds. (The details are rather tedious.)
However, we have

\[
\limsup_{k \to \infty} \int_0^T \sup_{y \in \mathbb{R}} [f_k(s, y) - f_\infty(s, y)] \, ds = \limsup_{k \to \infty} \int_0^T [f_k(s, 0) - f_\infty(s, 0)] \, ds = \limsup_{k \to \infty} \int_0^T 1 \, ds = T > 0,
\]

that is, the convergence of the \( f \)'s used in Theorem 2 does not hold. In fact, we note that this set of \( f \)'s would not satisfy most any notion of convergence on the \( f \)'s that might guarantee the conclusion of Theorem 2. That is, it is not at all clear just what type of convergence on the \( f \)'s, if any, might be necessary and sufficient for (22).

Finally, we note that the "global" \( \sup_{y \in \mathbb{R}} \) device used in Theorem 2 for the convergence criterion on the \( f \)'s may appear unnatural, since the convergence criterion is "local" in the time variable. For example, one may conjecture that the following is sufficient for the conclusion of Theorem 2:

\[
(23) \quad \text{For each } c, d \in [0, T] \text{ with } c < d \text{ and for each } y \in \mathbb{R}, \quad \limsup_{k \to \infty} \int_c^d [f_k(s, y) - f_\infty(s, y)] \, ds \leq 0.
\]

(See [10] for a use of (23).) However, consider the following example. For \( k = 1, 2, \ldots \), let \( f_k : (0, 1) \times \mathbb{R} \to \mathbb{R} \) be given by

\[
f_k(t, x) = \begin{cases} 
\frac{(-k - 1)}{t} x + \frac{(k + 1)(k + 2)}{k}, & \text{for } \left(\frac{k + 1}{k}\right) t \leq x \leq \left(\frac{k + 2}{k}\right) t, \\
0, & \text{elsewhere}
\end{cases}
\]

and let \( f_\infty : (0, 1) \times \mathbb{R} \to \mathbb{R} \) be given by \( f_\infty(t, x) = 0 \). (For fixed \( t \), \( f_k \) simply defines a line segment between the point \( x = \left(\frac{k + 1}{k}\right)t, f_k = \frac{k + 1}{k} \) and the point \( x = \left(\frac{k + 2}{k}\right)t, f_k = 0 \).) Note that, for \( k = 1, 2, \ldots, \infty \), \( f_k \) satisfies properties (P1), (P2), (P3) and (P4), and that \( \{f_k\}_{k \in \mathbb{N}} \), \( f_\infty \) are uniformly bounded. Take (IVP') with \( T = 1 \) and \( x_0 = 0 \). It can be shown that for \( k = 1, 2, \ldots, m_k(t) = \left(\frac{k + 1}{k}\right)t \) and \( m_\infty(t) \equiv 0 \). It can also be shown, albeit tediously, that (23) is satisfied. However, we have

\[
\limsup_{k \to \infty} \left\{ \sup_{t \in [0, 1]} [m_k(t) - m_\infty(t)] \right\} = \limsup_{k \to \infty} \left\{ \sup_{t \in [0, 1]} \left[ \left(\frac{k + 1}{k}\right) t \right] \right\} = \limsup_{k \to \infty} \frac{k + 1}{k} = 1 > 0,
\]
that is, the conclusion to Theorem 2 does not hold. Therefore, this example demonstrates that (23) is not sufficient.
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