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Abstract. We establish the existence of an asymptotic expansion as \( t \to 0^+ \)
for the trace of the heat kernel for the Neumann Laplacian in a bounded Lip-
schitz domain. The proof of an asymptotic expansion for the heat kernel for
the Dirichlet Laplacian is also sketched. The treatment of the Dirichlet Lapla-
cian extends work of Brossard and Carmona who obtained the same result in
\( C^1 \)-domains.

A classical question in analysis asks: What is the relationship between the
spectrum of the Laplacian on a domain and the geometry of the domain? This
question has been studied by many authors including [1, 3, 7, 11, 12, 14, 15,
17, 19]. One approach to this problem proceeds by considering the trace of the
heat semigroup on \( D \),

\[
\text{tr}(g)(t) = \int_D g(t, X, X) \, dX = \sum_j e^{-\lambda_j t}
\]

where \( g \) is the heat kernel on \( D \) and \( 0 \leq \lambda_1 \leq \lambda_2 \leq \lambda_3 \cdots \) is the sequence of
eigenvalues for \(-\Delta\) on \( D \).

One attempts to give an asymptotic expansion for \( \text{tr}(g) \) near \( t = 0 \) whose
coefficients are quantities associated with the geometry of \( D \). Thus one can
deduce geometrical information about \( D \) from knowledge of the spectrum.

In this paper, we will address this question under minimal smoothness as-
sumptions on the boundary of \( D \). In particular, we will obtain asymptotic ex-
pansions for \( \text{tr}(g) \) when the order of smoothness of the boundary corresponds
exactly to the order of accuracy of the asymptotic expansion.

In order to state our main theorem, we need one definition: By a Lipschitz
domain, we mean a bounded connected open set whose boundary may be locally
described as the graph of a Lipschitz function. Our main result is

**Main Theorem.** Suppose that \( D \subset \mathbb{R}^n \) is a Lipschitz domain, then the heat
kernel for the Laplacian with Dirichlet boundary conditions on \( \partial D \) satisfies

\[
\text{tr}(g)(t) = (4\pi t)^{-n/2} \left( |D| - \frac{\sqrt{\pi} t}{2} \mathcal{H}^{n-1}(\partial D) + o(t^{1/2}) \right).
\]
If \( g \) is the heat kernel with Neumann boundary conditions, then we have the expansion

\[
\text{tr}(g)(t) = (4\pi t)^{-n/2} \left( |D| + \frac{\sqrt{\pi t}}{2} \mathcal{H}^{n-1}(\partial D) + o(t^{1/2}) \right).
\]

We note several related results. When the domain is \( C^1 \), the portion of our theorem concerning Dirichlet boundary conditions has been proved by J. Brossard and R. Carmona [5]. When the domain is smooth or is a polygon, then results of this type are well known, see [1, 4, 12, 15]. These authors either use explicit calculations to study polygons or results on boundary value problems which fail in nonsmooth domains.

We also mention the work of van den Berg [3] who proves the expansion

\[
\left| \text{tr}(g)(t) - (4\pi t)^{-n/2} \left( |D| - \frac{\sqrt{\pi t}}{2} \mathcal{H}^{n-1}(\partial D) \right) \right| \leq C_nt^{-1-(n/2)|D|}
\]

for the Dirichlet heat kernel in a domain which satisfies a uniform interior and exterior sphere condition of radius \( R \). This is of interest because the error term is of the same order as the degree of smoothness that is assumed on the boundary of \( D \).

We mention the recent work of Lapidus and Fleckinger-Pelle [13, 14]. They consider Dirichlet and Neumann Laplacians on domains which have so-called fractal boundaries. More precisely, they assume that the Minkowski dimension of \( \partial D \) is greater than \( n-1 \) and obtain asymptotic formulae for the distribution of the eigenvalues. From their results, one can deduce that

\[
(4\pi t)^{n/2} \text{tr}(g)(t) = |D| + O(t^{(n-d)/2})
\]

as \( t \to 0^+ \). Here \( d \) is the Minkowski dimension of \( \partial D \). If we use the dimension of the boundary as a measure of smoothness, then their error term corresponds exactly to the order of smoothness assumed on \( \partial D \).

Finally, we observe that there is a good deal of information available for more exotic domains (see [2, 18]). For special classes of domains, one can obtain more information about the heat kernel. However, within the scale of \( C^{k,\alpha} \)-domains, our results are sharp. For example, one can construct a Lipschitz domain, \( D \), such that for all \( \epsilon > 0 \), we have

\[
\lim_{t \to 0^+} t^{-1/2-\epsilon} \left| (4\pi t)^{n/2} \int_D g(t, X, X) dX - |D| + \frac{\sqrt{\pi t}}{2} \mathcal{H}^{n-1}(\partial D) \right| > 0
\]

where \( g \) denotes the Dirichlet heat kernel in \( D \).

Our argument breaks naturally into several steps. First, we need some simple ideas from geometric measure theory to construct and estimate the size of a good set of points. Near this good set of points, we are able to give good estimates for the heat kernel of \( D \). The first part of the argument is identical for the Dirichlet and Neumann heat kernels. In the second part of the argument, we consider the Dirichlet and Neumann cases separately. We will concentrate on the case of Neumann boundary conditions since this part of the argument, for Dirichlet boundary conditions, is similar to the work of J. Brossard and R. Carmona's treatment of \( C^1 \)-domains [5]. The ideas needed to estimate the heat kernel with
Neumann boundary conditions come from [8] where B. Dahlberg and C. Kenig study the Neumann problem for Laplace’s equation in Lipschitz domains.

1. SOME PRELIMINARY RESULTS

We begin by defining the notion of the Minkowski content of a set. We let
\[ \omega_s = \frac{\pi^{s/2}}{\Gamma(s/2 + 1)} \]
and for \( 0 \leq d \leq n \), we define
\[ m^d(E) = \lim_{r \to 0^+} \frac{|\{X \in D: \text{dist}(X, E) < r\}|}{\frac{1}{2} \omega_{n-d} r^{n-d}}. \]

We remark that this might be better called the Minkowski content of \( E \) with respect to \( D \), but in the interest of brevity, we will refer simply to the Minkowski content. We note that if \( E \subset \partial D \), the boundary of a Lipschitz domain, and \( E \) is closed, then \( m^{n-1}(E) = \mathcal{H}^{n-1}(E) \) [10, Theorem 3.2.39] where \( \mathcal{H}^d \) denotes the more familiar Hausdorff measure. In our next proposition and throughout this paper, we will use \( \delta(X) \) to denote the distance between \( X \) and \( \partial D \).

**Proposition 1.1.** Let \( D \) be a measurable subset of \( \mathbb{R}^n \) whose boundary is of finite \( d \)-dimensional Minkowski content. Suppose that \( f: (0, \infty) \to \mathbb{R} \) is locally \( C^1 \), is bounded, satisfies \( \lim_{r \to \infty} f(t) = 0 \) and
\[ \int_0^\infty |f''(t)| t^{n-d} \, dt < \infty. \]

Under these assumptions, we have
\[ \lim_{\epsilon \to 0^+} \frac{1}{\epsilon^{n-d}} \int_D \delta(X) / \epsilon \, dX = m^d(\partial D) \frac{\omega_{n-d}}{2} (n - d) \int_0^{\infty} f(s) s^{n-d-1} \, ds. \]

**Proof.** Let \( \psi_\epsilon(r) = e^{d-n} |\{X \in D: \delta(X) < \epsilon r\}|. \) It is fairly easy to see that
\[ \epsilon^{d-n} \int_D \delta(X) / \epsilon \, dX = \int_0^{\infty} f(r) \, d\psi_\epsilon(r). \]

We integrate by parts in the Riemann-Stieltjes integral on the right and obtain
\[ \int_\eta^R f(r) \, d\psi_\epsilon(r) = - \int_\eta^R f'(r) \psi_\epsilon(r) \, dr + \psi_\epsilon(R) f(R) - \psi_\epsilon(\eta) f(\eta). \]

The boundary term at infinity vanishes because \( \lim_{t \to \infty} f(t) = 0 \) and \( \psi_\epsilon(R) \) is bounded in \( R \), for each fixed \( \epsilon \). The boundary term at zero vanishes because \( \psi_\epsilon(r) \to 0 \) as \( r \to 0^+ \) and \( f \) is bounded. Next, observe that \( \psi_\epsilon(r) \) converges to \( \frac{1}{2} \omega_{n-d} r^{n-d} m^d(\partial D) \) pointwise as \( \epsilon \to 0^+ \) and that \( \psi_\epsilon(r) \leq Cr^{n-d} \) uniformly for all \( \epsilon > 0 \). This and the Lebesgue dominated convergence theorem imply that
\[ \lim_{\epsilon \to 0^+} \int_0^\infty \psi_\epsilon(r) f'(r) \, dr = \frac{1}{2} \omega_{n-d} m^d(\partial D) \int_0^{\infty} f'(r) r^{n-d} \, dr. \]

To complete the proof of the proposition, we integrate by parts again. To see that the boundary term at infinity vanishes, we need the estimate
\[ R^{n-d} |f(R)| \leq \int_{-R}^R |f'(s)| s^{n-d} \, ds \]
which follows by writing \( f \) as the integral of its derivative. The boundary term at zero vanishes because \( \psi_\epsilon \) is bounded. □
Definition. We say that \( G \subset \partial D \) is \((\varepsilon, r)\)-good if for each \( P \in \partial D \), the unit inner normal \( \nu(P) \) exists and
\[
B(P, r) \cap \partial D \subset \{ X : |(X - P) \cdot \nu(P)| < \varepsilon |X - P| \}.
\]
Given an \((\varepsilon, r)\)-good set \( G \), we construct the sawtooth region
\[
\mathcal{G} = \bigcup_{P \in G} \Gamma_r(P, 2\varepsilon)
\]
where \( \Gamma_r(P, \varepsilon) \) is the truncated cone
\[
\{ X : (X - P) \cdot \nu(P) > (1 - \varepsilon)|X - P| \} \cap B(P, r).
\]

Our next proposition is rather technical. It will be used to estimate the size of the bad set where we do not have good information about the heat kernel \( g(t, X, X) \).

Proposition 1.3. Let \( \varepsilon < \frac{1}{2} \) and suppose that \( G \) is a measurable, \((\varepsilon, r)\)-good subset of \( \partial D \), the boundary of a Lipschitz domain. Then there exists \( s_0 \) depending on \( \partial D \) and \( G \) so that for \( s < s_0 \), we have
\[
|\{ X : \delta(X) < s \}| \lesssim s [\mathcal{H}^{n-1}(\partial D \setminus G) + \varepsilon (3 + \mathcal{H}^{n-1}(\partial D))].
\]
Proof. We let \( \mathcal{G}_s = \{ X : \delta(X) < s \} \cap \mathcal{G} \) and we will show that there exists \( s_0 \) so that
\[
|\mathcal{G}_s| \gtrsim s (\mathcal{H}^{n-1}(G) - \varepsilon (2 + \mathcal{H}^{n-1}(G)), \quad s < s_0.
\]
This and our observation that \( \mathcal{H}^{n-1}(\partial D) \) and \( \mathcal{H}^{n-1}(\partial D) \) agree are sufficient to imply the conclusion after possibly choosing \( s_0 \) smaller.

To establish (1.4), we choose \( \nu_1, \ldots, \nu_N \in S^{n-1} \) and \( F_1, \ldots, F_N \subset G \), closed sets, which satisfy \( F_i \cap F_j = \emptyset \) for \( i \neq j \), \( \mathcal{H}^{n-1}(G \setminus \bigcup_{i=1}^N F_i) < \varepsilon \), and \( |\nu(P) - \nu_i| < \varepsilon \) when \( P \in F_i \). We have \( P + \rho \nu_i \in \mathcal{G}_\rho \) when \( \rho < r \) and \( P \in F_i \). First, we claim that the map \( P \to P + \rho \nu_i \) is injective when \( P \in F_i \) and \( 0 < \rho < r \). To see this, suppose that \( P - Q = (\rho - \sigma)\nu_i \) for \( P, Q \in F_i \) and \( \rho, \sigma \in (0, r) \). We have
\[
|\rho - \sigma| = |(\rho - \sigma)(\nu_i, \nu_i)|
= |(P - Q) \cdot \nu_i| \leq |(P - Q) \cdot \nu(P)| + |(P - Q) \cdot (\nu_i - \nu(P))| \\
\leq \varepsilon |P - Q| + \varepsilon |P - Q| = 2\varepsilon |\rho - \sigma|.
\]
The second inequality is our assumption that \( P \) is \((\varepsilon, r)\)-good and our choice of \( |\nu_i - \nu(P)| \). This gives a contradiction if \( \varepsilon < \frac{1}{2} \).

To estimate the size of \( \mathcal{G}_s \), we let \( \gamma \) denote the minimum of \( 2 \ \mathrm{dist}(F_i, F_j) \) for \( i \neq j \) and let \( s_0 = \min(\gamma, r) \). When \( s < s_0 \), we have
\[
|\mathcal{G}_s| \gtrsim \sum_{i=1}^N |\{ P + t \nu_i : P \in F_i, \ 0 < t < s \}|
\gtrsim s (1 - \varepsilon) \sum_{i=1}^N \mathcal{H}^{n-1}(F_i) \gtrsim s [\mathcal{H}^{n-1}(G) - \varepsilon (2 + \mathcal{H}^{n-1}(G))].
\]
The second inequality may be deduced from the area formula [10, Theorem 3.2.3] applied to the map \( (P, \rho) \to P + \rho \nu_i \). We have proven (1.4). \( \square \)
2. Outline of the proof

We let \( g_+(t, X, X) \) denote the Neumann heat kernel and \( g_-(t, X, X) \) denote the Dirichlet heat kernel. In this section, we reduce the proof of our theorem to several estimates for these kernels. One feature of Lipschitz domains is that we are unable to prove sufficiently good estimates for \( g_\pm \) which are uniform near all of \( \partial D \). Instead, we divide \( \partial D \) into a good and a bad set. Near the good set, we will be able to give precise estimates for \( g_\pm \). We will use Proposition 1.3 to show that the bad set is small and makes a negligible contribution to the trace of \( g_\pm \). We summarize our estimates in

**Proposition 2.1.** Let \( D \) be a Lipschitz domain and let \( \varepsilon > 0 \). There exists \( r > 0 \) and an \((\varepsilon, r)\)-good set \( G \) such that if \( \mathcal{G} \) is as in (1.2), then we have

\[
(2.2\pm) \quad (4\pi t)^{n/2} g_\pm(t, X, X) - 1 \mp \exp \left( \frac{-\delta(X)^2}{t} \right) \leq C \varepsilon,
\]

for \( X \in \mathcal{G} \cap \{\delta(X) < \sqrt{t/\varepsilon}\} \).

\[
(2.3-) \quad 0 \leq g_-(t, X, X) \leq (4\pi t)^{-n/2}, \quad X \in D.
\]

\[
(2.3+) \quad 0 \leq g_+(t, X, X) \leq C(1 + t^{-n/2}),
\]

\[
(2.4-) \quad |1 - (4\pi t)^{n/2} g_-(t, X, X)| \leq C \exp \left( \frac{-\delta(X)^2}{C t} \right),
\]

\[
(2.4+) \quad |1 - (4\pi t)^{n/2} g_+(t, X, X)| \leq C \eta \left( \frac{\sqrt{t}}{\delta(X)} \right)^\eta \exp \left( \frac{-\delta(X)^2}{C t} \right).
\]

In (2.4+), \( \eta \) is any positive number.

We note that the estimate (2.3-) follows from the maximum principle and (2.3+) is established by E. B. Davies in [9, Theorem 3.2.9]. Estimate (2.2-) is similar to [5, Lemma 3.8]. The estimate (2.4-) is well known and follows from the maximum principle (see [5, Remark 3.2]). Thus we still need to establish (2.2+) and (2.4+). We will do this in §§3 and 4. For the moment we accept the estimates of Proposition 2.1 and show how they may be used to prove our main theorem.

**Proof of the Main Theorem.** We choose \( \varepsilon > 0 \) and will show that for \( t \) sufficiently small, we have

\[
\left| (4\pi t)^{n/2} \int_D g_\pm(t, X, X) \, dX - |D| \mp \frac{\sqrt{\pi t}}{2} \mathcal{H}^{n-1}(\partial D) \right| \leq C \sqrt{\varepsilon t}
\]

where \( C \) depends only on \( D \).

Proposition 2.1 gives us a good set \( G \) and we let \( \mathcal{G} \) be the sawtooth region constructed in (1.2). We write \( D = \bigcup_{i=1}^3 \mathcal{G}_i(t) \) where the sets \( \mathcal{G}_i \) are defined by

\[
\mathcal{G}_1(t) = \{X: \delta(X) < \sqrt{t/\varepsilon}\} \cap \mathcal{G},
\]

\[
\mathcal{G}_2(t) = \{X: \delta(X) < \sqrt{t/\varepsilon}\} \setminus \mathcal{G},
\]

\[
\mathcal{G}_3(t) = \{X: \delta(X) \geq \sqrt{t/\varepsilon}\}.
\]
We begin by using Proposition 1.1 to obtain that

\[
\int_{\mathcal{O}(t)} \exp\left(-\frac{\delta(X)^2}{t}\right) dX \leq \exp\left(-\frac{1}{2\varepsilon}\right) \int_{D} \exp\left(-\frac{\delta(X)^2}{2t}\right) dX \\
\leq C\sqrt{t} \exp\left(-\frac{1}{2\varepsilon}\right).
\]  

(2.5)

From Proposition 1.3, we have for \( t \) small that

\[
\int_{\mathcal{O}(t)} \exp\left(-\frac{\delta(X)^2}{t}\right) dX \leq C\varepsilon t.
\]  

(2.6)

Thus from (2.2+) and Proposition 1.1, we obtain that

\[
\left| \int_{\mathcal{O}(t)} 1 - (4\pi t)^{n/2} g_{\pm}(t, X, X) dX \right| = \frac{\sqrt{\pi t}}{2} \mathcal{H}^{n-1}(\partial D) \leq C\sqrt{\varepsilon t}
\]  

for \( t \) sufficiently small. On \( \mathcal{O}_2(t) \), we have

\[
\left| \int_{\mathcal{O}_2(t)} 1 - (4\pi t)^{n/2} g_{\pm}(t, X, X) dX \right| \leq C|\mathcal{O}_2(t)| \leq C\sqrt{\varepsilon t},
\]  

by (2.3±) and Proposition 1.3.

Finally, on \( \mathcal{O}_3(t) \), we may use (2.4+) and Proposition 1.1 to obtain

\[
\left| \int_{\mathcal{O}_3(t)} 1 - (4\pi t)^{n/2} g_{+}(t, X, X) dX \right| \leq C \eta \varepsilon^{\eta/2} \exp\left(-\frac{1}{C\varepsilon}\right)
\]  

(2.9)

for \( \eta > 0 \).

The estimate (2.4–) gives the slightly better estimate

\[
\left| \int_{\mathcal{O}_3(t)} 1 - (4\pi t)^{n/2} g_{-}(t, X, X) dX \right| \leq C \exp\left(-\frac{1}{C\varepsilon}\right) \sqrt{t}.
\]  

(2.10)

Our asymptotic expansion for \( \text{tr}(g_+) \) now follows from (2.7), (2.8), and (2.9) and the expansion for \( \text{tr}(g_-) \) follows from (2.7), (2.8), and (2.10). \( \square \)

3. Estimates for the initial-Neumann problem

In this section, we will establish estimates for the initial-Neumann problem in a Lipschitz cylinder problem with inhomogeneous lateral data. We will show that on the lateral boundary, the map from Neumann data to solution maps \( L^p((0, 1) \times \partial D) \) into \( L^{p^*}((0, 1) \times \partial D) \) where \( p^* = p(n + 1)/(n + 1 - p) \), \( 1 < p < n + 1 \). Of course these exponents are dictated by homogeneity: The \( L^p \)-properties of this map are identical to that of a parabolic fractional integral of order 1. We also note that for \( p \in (n + 1, n + 1 + \varepsilon) \), we map into Hölder spaces. This will be important since these pointwise estimates will allow us to study \( g_+(t, X, Y) \) at \( Y = X \) and \( X \) near the boundary.

We begin by recalling a special case of Davies's result on the Neumann heat kernel [9, Theorem 3.2.9]. We drop the + since we will only consider the Neumann heat kernel.
Theorem 3.1. Let $D$ be a Lipschitz domain, then the Neumann heat kernel, $g_+$ for $D$ satisfies

$$0 \leq g(t, X, Y) \leq C(1 + t^{-n/2}) \exp \left( \frac{-|X - Y|^2}{Ct} \right).$$

We will also need

Corollary 3.2. Let $g$ be the Neumann heat kernel for a Lipschitz domain $D$. Let $r = |t|^{1/2} + |X - Q|_1$ and suppose that $|t - s|^{1/2} + |Q_1 - Q_2| < r/2$, then we have

$$|g(t, X, Q_1) - g(s, X, Q_2)| \leq C \left( \frac{|t - s|^{1/2} + |Q_1 - Q_2|}{r} \right) (1 + t^{-n/2}) \exp \left( \frac{-|X - Q_1|^2}{2Ct} \right).$$

Proof. Fix a point $P \in \partial D$, a coordinate system on $\mathbb{R}^n$ and a Lipschitz function $\phi: \mathbb{R}^{n-1} \to \mathbb{R}$ so that $\partial D \cap B(P, r) = \{(X', X_n): X_n > \phi(X')\} \cap B(P, r)$. Near $P$, we may extend $g(t, X, \cdot)$ by setting

$$g(s, X, Y) = \begin{cases} g(s, X, Y), & Y \in D, \\ g(s, X, (Y', 2\phi(Y') - Y_n)), & (Y', 2\phi(Y') - Y_n) \in B(P, r) \cap D. \end{cases}$$

The function $\tilde{g}(\cdot, X, \cdot)$ is a solution of a divergence form parabolic equation, hence the Nash-Moser [16] result on Hölder continuity applies to prove the corollary.

For more details on the reflection used to extend $g$ see [6] or the earlier work of Dahlberg and Kenig [8].

We take the opportunity to introduce some additional notation that we will need throughout the rest of this paper. We let $\Delta(P, r) = B(P, r) \cap \partial D$ denote a surface ball in $\partial D$. We let $I(P, r) = (0, r^2) \times \Delta(P, r)$ denote a parabolic ball contained in $(0, \infty) \times \partial D$.

The following lemma is taken from the proof of Lemma 3.1 in [6]. This depends on ideas from [8]. We repeat a simplified version of the proof for the convenience of the reader.

Lemma 3.3. Let $a$ be supported in $I(P, r)$, satisfy $\iint a = 0$ and $\|a\|_{L^2(I(P, r))} \leq Cr^{-(n+1)/2}$. If $u$ is the solution of the initial-Neumann problem with data $a$, then we have

$$|u(t, X)| \leq C \left( \frac{r}{\sqrt{t}} \right)^{n/2} (1 + t^{-n/2}), \quad t \geq 2r^2.$$
Lemma 3.4. Let \( a \) be supported in \( I(Q_0, r) \) and suppose that
\[
a \in L^p((0, \infty) \times \partial D), \quad p > n + 1.
\]
Let \( u \) denote the solution of the Neumann problem with data \( a \). Then
\[
|u(t, X)| \leq c \|a\|_{L^p((0, \infty) \times \partial D)} r^{1-(n+1)/p}.
\]
Proof. From the estimate of Theorem 3.1, it follows that
\[
\left( \int_{I(Q_0)} g(t-s, X, Q) p' \, dQ \, ds \right)^{1/p'} \leq Cr^{1-(n+1)/p}
\]
when \( p > n + 1 \) and \( p' = p/(p - 1) \). This lemma follows from this, Hölder's inequality and the representation for \( u \) in the previous lemma. \( \square \)

Remark. We note that if we use the estimates for \( g_+ \) from Corollary 3.2, we may obtain that: \( \partial u/\partial v \in L^p((0, 1) \times \partial D) \) implies that \( u \in C^{1-(n+1)/p}((0, 1) \times \partial D) \) for \( p \in (n + 1, n + 1 + \varepsilon) \) where \( \varepsilon \) depends on the \( \alpha \) in Corollary 3.2.

Our last lemma provides a proof of the estimate (2.4+) in Proposition 2.1.

Lemma 3.5. Let \( g_+(t, X, Y) \) be the Neumann heat kernel for a Lipschitz domain \( D \). Then for each \( \varepsilon > 0 \), we have
\[
|g(t, X, X) - (4\pi t)^{-n/2}| \leq C_\varepsilon t^{-n/2-\varepsilon} \delta(X)^{2\varepsilon} \exp \left( -\frac{\delta(X)^2}{Ct} \right).
\]
Proof. We let
\[
v(t, X, Y) = g(t, X, Y) - p(t, X, Y).
\]
The function \( w(t, Y) \equiv v(t, X, Y) \) solves the initial-Neumann problem
\[
\begin{align*}
\partial_t w - \Delta w &= 0, \\
w(0, Y) &= 0, \\
\frac{\partial w}{\partial \nu}(t, Q) &= \frac{\partial}{\partial \nu(Q)} p(s, X, Q).
\end{align*}
\]
We have the representation formula
\[
w(t, Y) = \int_0^t \int_{\partial D} g_+(t-s, Y, Q) \frac{\partial}{\partial \nu(Q)} p(s, X, Q) \, dQ \, ds.
\]
Since we have an explicit formula for \( p \), it is easy to see that
\[
\left| \frac{\partial}{\partial \nu} p(s, X, Q) \right| \leq C_\varepsilon s^{-n/2-1/2} \exp \left( \frac{|X - Q|^2}{8s} \right).
\]
If we use this and the estimate for \( g \) in Theorem 3.1, then we easily obtain the desired bound for \( w \). \( \square \)

4. Completion of the Proof of Proposition 2.1

In this section, we will construct the good set \( G \) and establish the estimate (2.2+) for the Neumann heat kernel. After doing this, we will make a few more remarks about the proof of (2.2-) for Dirichlet boundary conditions. The remaining statements in Proposition 2.1 have already been established.
Throughout this section, we assume that \( \varepsilon > 0 \) is fixed. We let \( G(r) \) denote the set of points \( P \in \partial D \) such that the inner normal \( \nu(P) \) exists and the conditions (4.1) and (4.2) below hold.

\[
(4.1) \quad |(P - Q) \cdot \nu(P)| < \varepsilon |P - Q|, \quad Q \in \Delta(P, r),
\]

\[
(4.2) \quad \int_{\Delta(P, s)} |\nu(P) - \nu(Q)|^{n+2} dQ \leq \varepsilon^{n+2} \mathcal{H}^{n-1}(\Delta(P, s)), \quad s < r.
\]

By Rademacher's theorem on the almost everywhere differentiability of Lipschitz functions and the Hardy-Littlewood maximal theorem, almost every point of \( \partial D \) lies in some \( G(r) \) for \( r \) small. Hence, we may find \( r_0 \) so that \( G = G(r_0) \) satisfies

\[
\mathcal{H}^{n-1}(\partial D \setminus G(r_0)) < \varepsilon.
\]

Given \( \varepsilon \), the set \( G(r_0) \) described above and the associated sawtooth region (see (1.2)) will be the good set where the estimate (2.2+) will hold.

Given \( X \in \mathcal{F} \), we choose \( \hat{X} \in \partial D \) so that \( X \in \Gamma_r(\hat{X}, 2\varepsilon) \). Then we may define \( X^* \) by the relation

\[
(4.3) \quad X^* - \hat{X} = \hat{X} - X.
\]

Of course \( \hat{X} \), and hence \( X^* \), is not unique but this will not hinder us in proving the estimate (2.2+).

As before, we let

\[
v(t, X, Y) = g(t, X, Y) - p(t, X, Y).
\]

We claim that \( v(t, X, X) \) is close to \( p(t, X, X^*) \). To be precise, we will show that for \( X \in \mathcal{F} \) and \( t \) small, we have

\[
(4.4) \quad |p(t, X, X^*) - v(t, X, X)| \leq C \varepsilon t^{-n/2}.
\]

Since \( \|X - X^*\| - 2\delta(X) \leq C \varepsilon \delta(X) \) the estimate (2.2+) follows from (4.4).

Thus, we turn to the proof of (4.4). On the boundary, we have that

\[
\frac{\partial v}{\partial \nu}(\cdot, \cdot, X) = -\frac{\partial p}{\partial \nu}(\cdot, \cdot, X),
\]

thus our first step is to collect estimates for the Neumann boundary data of \( v \).

We let

\[
f(s, Q) = \frac{\partial}{\partial \nu(Q)} p(s, Q, X) + \frac{\partial}{\partial \nu(Q)} p(s, Q, X^*)
\]

denote the error between the Neumann boundary data of \( v \) and of \( p(\cdot, \cdot, X^*) \).

For \( 2\delta(X) < \rho < r \), we claim that

\[
(4.5) \quad \int_{I(\hat{X}, \rho)} f(s, Q) dQ ds \leq C \varepsilon
\]

where \( \hat{X} \) is as in (4.3) and \( C \) is a dimensional constant. We can estimate the size of \( f \) by

\[
(4.6) \quad \int_{I(\hat{X}, 2\rho) \setminus I(\hat{X}, \rho)} |f(s, Q)|^p dQ ds \leq C \varepsilon^p \rho^{(n+1)(1-p)}
\]
where $p = n + 2$ and

\[
(4.7) \quad \int_{I(\bar{X}, 2\delta(x))} |f(x, Q)|^p \, dQ \, ds \leq C e^p \delta(X)^{(n+1)(1-p)}.
\]

To prove (4.5), we introduce domains $D^+_\rho = D \cap B(\bar{X}, \rho)$ and $D^-_\rho = \bar{D}^c \cap B(\bar{X}, \rho)$. We apply Green's formula in the domains $D^\pm_\rho$ and obtain that

\[
\int_{I_\rho} f(s, Q) \, dQ \, ds = \int_0^{\rho^2} \int_{\Sigma^+_\rho} \frac{\partial}{\partial \nu(Q)} p(s, Q, X^*) \, dQ \, ds
\]

\[
- \int_0^{\rho^2} \int_{\Sigma^-_\rho} \frac{\partial}{\partial \nu(Q)} p(s, Q, X) \, dQ \, ds
\]

\[
+ \int_{D^+_\rho} p(p^2, Y, X^*) \, dY - \int_{D^-_\rho} p(p^2, Y, X) \, dY
\]

where $\Sigma^+_\rho = \partial D^+_\rho \cap D$ and $\Sigma^-_\rho = \partial D^-_\rho \cap \bar{D}^c$. We let $B^\pm_\rho = B(\bar{X}, \rho) \cap \{Y: (Y - \bar{X}) \cdot (X - X^*) \geq 0\}$. By symmetry we have

\[
\int_{B^+_\rho} p(s, Y, X) \, dY = \int_{B^-_\rho} p(s, Y, X^*) \, dY.
\]

Hence we can bound the difference of the last two integrals in (4.8) by

\[
\left[ \sup_{Y \in B(\bar{X}, \rho)} p(s, Y, X) + p(s, Y, X^*) \right] \left[ |D^+_\rho \Delta B^+_\rho| + |D^-_\rho \Delta B^-_\rho| \right] \leq C e.
\]

In this last estimate, $\Delta$ denotes symmetric difference of two sets. Note that we have used that $\bar{X}$ is $(\varepsilon, \tau)$-good to estimate the measure of the sets appearing in this expression. Similar considerations produce the same estimates for the first two integrals appearing in (4.8).

Next, we prove (4.6). We begin by observing that our assumption that $\bar{X}$ is $(\varepsilon, \tau)$-good implies that

\[
(4.9) \quad |\nu(\bar{X}) \cdot (\bar{X} - Q)| \leq \varepsilon |Q - \bar{X}|, \quad Q \in \Delta(\bar{X}, \tau),
\]

and that

\[
(4.10) \quad ||X - Q| - |X^* - Q|| \leq \varepsilon |\bar{X} - Q|, \quad Q \in \Delta(\bar{X}, \tau).
\]

Finally, since $X - \bar{X} = \bar{X} - X^*$, we may write

\[
\int_{I_{2\rho}} |\nu(Q) \cdot \nabla Q p(s, Q, X) + \nabla Q p(s, Q, X^*)|^p \, dQ \, ds
\]

\[
\leq C_p \int_{I_{2\rho}} \left| (\nu(Q) - \nu(\bar{X})) \cdot (\nabla p(x, Q, X) + \nabla p(x, Q, X^*)) \right|^p
\]

\[
+ \left| \frac{1}{2(4\pi)^{n/2}(n/2)+1} (\nu(\bar{X}) \cdot (X - Q)) \right|^p
\]

\[
\cdot \left( \exp \left( -\frac{|X - Q|^2}{4\varepsilon} \right) - \exp \left( -\frac{|X^* - Q|^2}{4\varepsilon} \right) \right)^p
\]

\[
+ \left| \frac{1}{(4\pi)^{n/2}(n/2)+1} (\nu(\bar{X}) \cdot (\bar{X} - Q)) \exp \left( -\frac{|X^* - Q|^2}{4\varepsilon} \right) \right|^p
\]

\[
dQ \, ds.
\]
where we are using $I_\rho$ to denote $I(\tilde{X}, \rho)$. The first term is small by virtue of the estimate (4.2) for $u - u(\tilde{X})$. The second is small because of (4.10) and the third is small because of (4.9). The estimate (4.7) is proven in a similar manner.

We are now ready to give the proof of the estimate (4.4) which describes the asymptotic behavior of $v(t, X, X)$. We first consider $X$ such that $2\delta(X) < \sqrt{t}$. We let $\rho_k = 2^k \delta(X)$ and $I_k = I(\tilde{X}, \rho_k)$ for $k \geq 1$. We choose $N$ so that $2^N \delta(X) \leq \sqrt{t} < 2^{N+1} \delta(X)$ and let

$$m_k(s, Q) = \chi_{I_k} \int_{I_k} f(s, Q) dQ ds, \quad k \geq 1,$$

and define $m_0 = 0$. We define $R_k = I_k \setminus I_{k-1}$ for $k \geq 2$ and put $R_1 = I_1$. Now, we may decompose $f$ into “atoms” by letting

$$a_k = \chi_{R_k} f + m_{k-1} - m_k, \quad k = 1, \ldots, N,$$

and setting $a_{N+1} = m_N + \chi_{I_N} f$. It is clear that $f = \sum_{k=1}^{N+1} a_k$. One may check that

$$\int a_k = 0, \quad k = 1, \ldots, N,$$

and

$$\int |a_k|^p \leq C_\varepsilon \rho_k^{(n+1)(1-p)}, \quad k = 1, \ldots, N,$$

where again $p = n + 2$. If we let $w_k$ be the solution of the initial-Neumann problem with data $a_k$, then from Lemma 3.3, we have

$$|w_k(t, X)| \leq C_\varepsilon 2^{\alpha(k-N)} t^{-n/2}, \quad k = 1, \ldots, N.$$

We may sum this estimate and obtain

$$\sum_{k=1}^{N} |w_k(t, X)| \leq C_\varepsilon t^{-n/2}.$$

To estimate the contribution from $a_{N+1}$, we again divide $a_{N+1}$ into atoms supported in annular rings by setting $\rho_k = 2^k \sqrt{t}$, $k \geq 1$, $R_k = I_k \setminus I_{k-1}$, $k \geq 2$ and $R_1 = I_1$. We let

$$b_k = \chi_{R_k} a_{N+1}, \quad k = 1, \ldots, M,$$

where $M$ is chosen so that $2^M \sqrt{t} \leq r < 2^{M+1} \sqrt{t}$. Finally we let $b_{M+1} = \chi_{I_N} a_{N+1}$. If $u_k$ is the solution of the initial-Neumann problem with lateral data $b_k$, then we obtain that

$$|u_k(t, X)| \leq C_\varepsilon 2^{-\alpha k} t^{-n/2}, \quad k = 1, \ldots, M.$$

This follows from Lemma 3.4 and (4.6). Finally, we estimate $u_{M+1}$. We observe that

$$\int_0^t \int_{\partial D} |b_{M+1}(s, Q)|^2 dQ ds \leq \frac{C t^{n-1} (\partial D)}{r^{2n+2}} \exp \left( -\frac{r^2}{4t} \right)$$

when $\sqrt{t} < r$. From this and the estimate of Lemma 3.4, we obtain

$$|u_{M+1}(t, X)| \leq C_D, r \exp \left( -\frac{r^2}{4t} \right).$$
It remains to choose $t$ small to make the quantity on the right bounded by $et^{-n/2}$. This completes the proof of (4.4) when $\sqrt{t} > 2\delta(X)$. The case $\sqrt{t} \leq 2\delta(X)$ uses the techniques which estimated $w_{N+1}$.

To prove Proposition 2.1 under Dirichlet boundary conditions, only the condition (4.1) is needed to construct the good set $G$. The estimate (2.2-) follows from the ideas used by Brossard and Carmona [5, Lemma 3.8].
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