CONTRIBUTIONS TO THE CLASSIFICATION
OF SIMPLE MODULAR LIE ALGEBRAS

GEORGIA BENKART, J. MARSHALL OSBORN AND HELMUT STRADE

Abstract. We develop results directed towards the problem of classifying the finite-dimensional simple Lie algebras over an algebraically closed field of characteristic $p > 1$. A 1-section of such a Lie algebra relative to a torus $T$ of maximal absolute toral rank possesses a unique subalgebra maximal with respect to having a composition series with factors which are abelian or classical simple. In this paper we show that the sum $Q$ of those compositionally classical subalgebras is a subalgebra. This extends to the general case a crucial step in the classification by Block and Wilson of the restricted simple Lie algebras. We derive properties of the filtration which can be constructed using $Q$ and obtain structural information about the 1-sections and 2-sections of $Q$ relative to $T$. We further classify all those algebras in which $Q$ is solvable.

Introduction

Work on the problem of classifying the finite-dimensional simple Lie algebras over an algebraically closed field of prime characteristic dates from the pioneering studies of Jacobson, Witt, and Zassenhaus in the 1930s. It continues today, and in fact there has been substantial progress on this question in the last few years. It has been known since the 1930s that examples of simple Lie algebras exist in prime characteristic in addition to the classical Lie algebras, which are the analogues of the characteristic zero simple Lie algebras. In [KSI, KS2] Kostrikin and Šafarevič presented a construction which gave families of nonclassical simple Lie algebras. The Lie algebras were described as truncated versions of the infinite-dimensional complex Lie algebras used by Cartan in his study of Lie pseudogroups, and so were termed Lie algebras of Cartan type. Kostrikin and Šafarevič [KS1] conjectured that all restricted simple Lie algebras were classical or Cartan type. In [Kac3] and [W1], Kac and Wilson independently generalized the Kostrikin-Šafarevič construction showing that further examples could be obtained from the Cartan type algebras by changing the differential form or equivalently, by using an automorphism. If one refers to these algebras as Lie algebras of Cartan type also, then one has the generalized Kostrikin-Šafarevič conjecture—every simple Lie algebra over an algebraically closed field of characteristic $p > 5$ is classical or Cartan type. There is much evidence to support this conjecture: [MS, Kap, Kac2, Kac3, W1,
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A major breakthrough came with the result which was announced in 1984 [BW2, BW3, W4] and which appeared in 1988 [BW4] that a simple restricted Lie algebra is classical or Cartan type if \( p > 7 \).

The main tool used to identify a simple Lie algebra is the “Recognition Theorem” (see [Kac1, Kac2, Kac3, W1, and BGP]), which states that if \( L \) is a simple Lie algebra having a suitable maximal subalgebra \( L(0) \), then \( L \) is classical or Cartan type. Recently, Benkart and Gregory [BG] improved this theorem by showing that one of the hypotheses on \( L(0) \) (a certain restrictedness assumption) can be dropped.

In establishing their result Block and Wilson proved the following main steps:

(i) There is a maximal torus \( T \) relative to which each root \( \alpha \) is “proper.”

(ii) If \( L(\alpha) \) is a 1-section relative to \( T \), then one of the following holds:

(a) \( L(\alpha)/\text{rad} L(\alpha) = (0) \).
(b) \( L(\alpha)/\text{rad} L(\alpha) \cong \mathfrak{sl}(2) \).
(c) \( L(\alpha)/\text{rad} L(\alpha) \cong W(1:1) \).
(d) \( H(2:1)(2) \subseteq L(\alpha)/\text{rad} L(\alpha) \subseteq H(2:1) \).

(iii) If \( L(\alpha,\beta) \) is a 2-section relative to \( T \), then there is a maximal solvable ideal \( I(\alpha,\beta) \) of \( L(\alpha,\beta) \) such that \( L(\alpha,\beta)/I(\alpha,\beta) \) belongs to a certain list.

(iv) Each 1-section \( L(\alpha) \) contains a “maximum compositionally classical” subalgebra \( U(\alpha) \).

(v) \( Q = \sum_{\alpha} U(\alpha) \) is a subalgebra.

(vi) If \( Q = L \), then \( L \) is classical.

(vii) If \( Q \neq L \), then \( Q \) satisfies the hypotheses of the Recognition Theorem; consequently, \( L \) is classical or Cartan type.

In the general case a turning point came with Strade’s realization that the basic program outlined in (i)–(vii) works for \( p > 7 \) if appropriately modified. Indeed, in [S1] Strade introduces the notion of a torus \( T \) of maximal absolute toral rank and establishes that the 1-sections relative to \( T \) are as described in (ii). Such a torus may be found having all roots proper [S2]; moreover, if \( T \) is a torus of maximal absolute toral rank having all roots proper, then the 2-sections may be determined as in (iii) ([S2]; compare Theorem 1.15). Strade further shows in that paper, that (iv) holds in the general case (see Proposition 1.11).

It is the goal of this paper to establish (v) and to determine the Lie algebras in which the subalgebra \( Q \) is solvable.

This is not the end to the classification quest, as steps (vi) and (vii) remain to be done in the general case. The remainder of the problem seems to divide naturally into four cases:

(A) \( Q = L \) and all 1-sections are solvable.

(B) \( Q = L \) and at least one classical 1-section is present.

(C) \( Q \neq L \) and no 2-section is of type \( H(2:1:\phi(\tau))^{(1)} \).

(D) \( Q \neq L \) and \( L \) has a 2-section of type \( H(2:1:\phi(\tau))^{(1)} \).

In case (B), it has been established by Benkart in [B2] that \( L \) is classical if \( L \) does not contain any 2-sections of type (6) in Strade’s list of 2-sections (Theorem 1.15). In (C), \( L \) has been shown to be classical or Cartan type if no 2-sections of type (6) with \( S = W(1:1) \) or \( H(2:1)^{(2)} \) or type (7) with \( S = W(1:2) \) or \( H(2:(2,1))^{(2)} \) occur (see [B3]). Since this present paper
was submitted, Strade [S4–S8] and Strade and Wilson [SW2] have shown that the generalized Kostrikin-Šafarević conjecture holds in cases (A)–(D). Thus, as announced in [SW1], the generalized Kostrikin-Šafarević conjecture is true for all \( p > 7 \). The proofs depend on the results of this paper.

Our paper is organized as follows: In §1 we establish notation, give relevant definitions, and quote needed results. Section 2 investigates how the 1-sections fit together in the 2-sections. In §3 we establish that \( Q \) is a subalgebra and derive properties of the filtration which can be constructed using \( Q \). The subalgebra \( Q \) is \( T \)-invariant. In §4 we determine the 1-sections and 2-sections of \( Q \) with respect to \( T \) and prove that \( L \) is isomorphic to \( W(1 : n) \) if and only if \( Q \) is solvable.

1. Notation, background, preliminary results

We consider finite-dimensional Lie algebras \( L \) over an algebraically closed field \( F \) of characteristic \( p > 7 \). For definitions and facts stated without proof, we refer to [SF, S1, or S2]. Let \( K \) be a subalgebra in \( L \), and let \((L_p, [p], \iota)\) be any \( p \)-envelope of \( L \). Let \( K_p \) denote the restricted subalgebra of \( L_p \) generated by \( \iota(K) \). Then

\[
\text{TR}(K, L) := \max \{ \dim T \mid T \text{ is a torus of } K_p + C(L_p)/C(L_p) \}
\]

is the (absolute) toral rank of \( K \) in \( L \). According to [S1], this definition is independent of the \( p \)-envelope chosen. When \( K = L \), we abbreviate the notation \( \text{TR}(L, L) \) to \( \text{TR}(L) \). A torus with \( \dim T = \text{TR}(L) \) is called a torus of maximal absolute toral rank.

Relative to any torus \( T \subset L_p \) we have the root space decomposition

\[
L = \sum_{\alpha \in \Omega(T)} L_\alpha(T)
\]

where \( L_0(T) = C_L(T) \) is the centralizer in \( L \) of \( T \). If \( \alpha_1, \ldots, \alpha_k \) are \( \mathbb{Z}_p \)-independent roots, then they determine the \( k \)-section

\[
L^{(\alpha_1, \ldots, \alpha_k)}(T) = \sum_{i_j \in \mathbb{Z}_p} L_{i_1\alpha_1 + \cdots + i_k\alpha_k}(T).
\]

When there is no ambiguity about what torus is being used, we drop "(\( T \))" from the notation for root spaces and sections.

**Definition 1.1.** A torus \( T \subset L_p \) is said to be standard with respect to \( L \) if \( C_L(T) = L_0(T) \) acts triangulably on \( L \).

**Remarks.** (1) If \( T \) is a torus of maximal absolute toral rank in \( L_p \), and if \( T_0 \) is the unique maximal torus in the center \( C(L_p) \) of \( L_p \), then by Lemma 1.1 of [S2], \( T' = T + T_0 \) is the unique maximal torus of \( L_p \) which contains \( T \), and \( T' \) is a torus of maximal dimension in \( L_p \). Thus, by replacing \( T \) by \( T' \) if necessary, we see that there is no harm in assuming in what follows that a torus of maximal absolute toral rank is also of maximal dimension in \( L_p \), and it contains the unique maximal torus of \( C(L_p) \). We make this assumption throughout this paper.

(2) Roots relative to any maximal torus \( T \) in \( L_p \) can be extended to \( C_L(T) \) in the following way. For each \( h \in H = C_L(T) \), \( h^{[p]} \) is semisimple for
some value of \( r \), and \( T + Fh^{[p]} \) is a torus. Therefore, by the maximality of \( T \), \( h^{[p]} \in T \). If \( \alpha \) is a root relative to \( T \), then \( \alpha \) extends to \( H \) by letting \( \alpha(h) \) be such that \( \alpha(h)^{[p]} = \alpha(h^{[p]}) \). If \( T \) is standard, then \( H^{(1)} \) acts nilpotently on \( L \). Thus, the extension of \( \alpha \) to \( H \) is linear whenever \( T \) is standard.

(3) An algebra \( L \) is nilpotent if and only if \( \text{TR}(L) = 0 \). Indeed, if \( \text{TR}(L) = 0 \), then any torus in \( L_p \) is contained in \( C(L_p) \). For each \( x \in L \), some \([p]\)-power \( t = x^{[p]} \) is semisimple, and so \( t \in C(L_p) \). But then \( (\text{ad} x)^{[p]} = \text{ad} x^{[p]} = 0 \), and Engel’s theorem implies that \( L \) is nilpotent. Conversely, if \( L \) is nilpotent, so is any \( p \)-envelope \( L_p \). Any torus in \( L_p \) is central. Therefore, \( \text{TR}(L) = 0 \).

The following general result will be applied to the study of 1-sections:

**Proposition 1.2** [S2, Theorem 1.5]. Let \( L = \bigoplus \sum_{i \in G} L_i \) be a cyclically graded Lie algebra so that \( G \) is a cyclic group and \([L_i, L_j] \subseteq L_{i+j} \) for all \( i, j \in G \). If \( L_0 \) acts nilpotently on \( L \), then \( L \) is solvable.

**Lemma 1.3.** Let \( L \) be a Lie algebra, and \( T \) be a maximal torus in some \( p \)-envelope \( (L_p, [p], t) \). If \( L^{(a)} \) is a nonsolvable 1-section relative to \( T \), then \( C_L(T) \) is a Cartan subalgebra of \( L^{(a)} \).

**Proof.** As the centralizer of a maximal torus, \( C_L(T) \) must be a Cartan subalgebra of \( L_p \). (See, for example, [SF, Chapter 2, Theorem 4.1].) Thus, \( C_L(T) \subseteq C_{L_p}(T) \) implies that \( C_L(T) \) is nilpotent. Since \( L^{(a)} \) is assumed to be nonsolvable, \( C_L(T) \) must act nonnilpotently on \( L^{(a)} \) by Proposition 1.2. Hence, there exists an \( h \in C_L(T) \) with \( j_\alpha(h) \neq 0 \) for all \( j \neq 0 \). It follows that the normalizer of \( C_L(T) \) is just \( C_L(T) \) itself, and \( C_L(T) \) is a Cartan subalgebra. \( \square \)

**Lemma 1.4.** Let \( L \) be a Lie algebra, and \( T \) be a maximal torus in some \( p \)-envelope \( (L_p, [p], t) \). Assume that \( K = L^{(a)} \) is a 1-section relative to \( T \). Then \( \text{rad} K \) is \( T \)-invariant.

**Proof.** If \( K \) is solvable, then clearly \( \text{rad} K = K \) is \( T \)-invariant, so we may assume that \( K \) is nonsolvable. Then \( C_L(T) \) does not act nilpotently on \( K \) by Proposition 1.2. Hence there exists an \( h \in C_L(T) \) such that \( \text{ad} h |_K \) is not nilpotent. Let \( t = h^{[p]} \in C_L(T) \) be the semisimple part of \( h \). The maximality of \( T \) implies that \( t \in T \). Moreover, since \( t \) does not centralize \( K \), \( T = Ft \oplus \ker \alpha \). But \( \ker \alpha \) centralizes \( K \), and \( \text{rad} K \) is invariant under \( \text{ad} t = (\text{ad} h)^{[p]} \). Thus \( \text{rad} K \) is \( T \)-invariant. \( \square \)

Lemma 1.4 was shown to hold when \( L \) is simple and \( T \) is a torus of maximal absolute toral rank [S2, Theorem 1.8]. The proof given in [S2] invoked the following result instead of Proposition 1.2:

**Theorem 1.5** [S2, Theorem 1.4]. Let \( L \) be a simple Lie algebra over an algebraically closed field \( F \) of characteristic \( p > 7 \) and \( T \) be a torus in some \( p \)-envelope.

i. If \( C_L(T) \) is a nilpotent algebra, then \( T \) is standard with respect to \( L \).

ii. Let \( T \) be a torus of maximal absolute toral rank and \( \alpha \neq 0 \) a root with respect to \( T \). If \( \alpha(C_L(T)) = 0 \) (i.e., if \( C_L(T) \) acts nilpotently on \( L_\alpha \)), then \( L^{(a)} \) is nilpotent and acts triangulably on \( L \).

Whenever \( T \) is a maximal torus of some \( p \)-envelope, then \( C_L(T) \) is a nilpotent algebra. (See the first two lines of the proof of Lemma 1.3 or use Propo-
Theorem 1.6. Let $L$ be a simple Lie algebra over an algebraically closed field $F$ of characteristic $p > 7$, and let $(L_p, [p], i)$ be a $p$-envelope of $L$.

(a) If $T$ is a maximal torus of $L_p$, then $T$ is standard with respect to $L$.

(b) If $T$ is a torus of maximal absolute toral rank in $L_p$, then $T$ is standard with respect to $L$ and $L_p$.

Proposition 1.7 [S1, Theorem 2.6]. Let $L$ be a Lie algebra and $(L_p, [p], i)$ a $p$-envelope of $L$. Suppose $T \subseteq L_p$ is a torus of maximal absolute toral rank, and $K$ is a $k$-section with respect to $T$. Then $TR(K) \leq k$.

Lie algebras $K$ with $TR(K) \leq 1$ (in particular $1$-sections relative to a torus of maximal absolute toral rank) have been described by Strade:

Theorem 1.8 [S2, Theorem 1.7]. Let $K$ be a subalgebra of $L$.

1. If $TR(K, L) = 0$ if and only if $K$ acts nilpotently on $L$.

2. If $TR(K) = 1$, and if some Cartan subalgebra of $K$ acts triangulably on $K$, then one of the following occurs:
   
   (a) $K/\text{rad} K = (0)$, and $K^{(1)}$ is nilpotent.
   
   (b) $K/\text{rad} K \cong \mathfrak{sl}(2)$ and $\text{rad} K$ is nilpotent.
   
   (c) $K/\text{rad} K \cong W(1 : 1)$ and $\text{rad} K$ is nilpotent.
   
   (d) $H(2 : 1)(2) \subseteq K/\text{rad} K \subseteq H(2 : 1)$ and $\text{rad} K$ is nilpotent.

Corollary 1.9. Let $L$ be a Lie algebra, and $(L_p, [p], i)$ a $p$-envelope of $L$. Let $T \subseteq L_p$ be a torus of maximal absolute toral rank such that $T$ is standard with respect to $L$, and assume that $K = L^{(a)}$ is a $1$-section of $L$ relative to $T$. Then $TR(K) \leq 1$. Moreover,

(i) if $TR(K) = 0$, then $K$ is nilpotent;

(ii) if $TR(K) = 1$, then one of the following occurs:
   
   (a) $K/\text{rad} K = (0)$.
   
   (b) $K/\text{rad} K \cong \mathfrak{sl}(2)$, and $\text{rad} K$ is nilpotent.
   
   (c) $K/\text{rad} K \cong W(1 : 1)$, and $\text{rad} K$ is nilpotent.
   
   (d) $H(2 : 1)(2) \subseteq K/\text{rad} K \subseteq H(2 : 1)$ and $\text{rad} K$ is nilpotent.

Proof. By Proposition 1.7, $TR(K) \leq 1$. Remark (3) at the beginning of this section gives (i). To obtain the second part, use Lemma 1.3 to see that $C_L(T)$ is a Cartan subalgebra of $K$ whenever $K$ is nonsolvable. Because $T$ is assumed to be standard, $C_L(T)$ acts triangulably on $K$. The rest follows from Theorem 1.8. □

Definition 1.10. For each root $\alpha$, let $L^{[\alpha]} = \mathfrak{L}^{[\alpha]}(T) := L^{(\alpha)}/\text{rad} L^{(\alpha)}$. Then $\alpha$ or $L^{(a)}$ is said to be solvable, classical, Witt, or Hamiltonian if $L^{[\alpha]} \cong (0)$, $L^{[\alpha]} \cong \mathfrak{sl}(2)$, $L^{[\alpha]} \cong W(1 : 1)$, or $H(2 : 1)(2) \subseteq L^{[\alpha]} \subseteq H(2 : 1)$, respectively.

Proposition 1.11 [S2, Proposition 1.9]. Let $K$ be a Lie algebra with a triangulable Cartan subalgebra, and assume $TR(K) \leq 1$. Then $K$ contains a unique (not necessarily proper) subalgebra $U = U(K) \supseteq \text{rad} K$ of maximal dimension having codimension $\leq 2$, such that $U/\text{rad} U$ is $(0)$ or isomorphic to $\mathfrak{sl}(2)$. More explicitly, if $\pi : K \to K/\text{rad} K$ is the canonical projection, then

(i) $U = K$ if $K$ is solvable, or if $K/\text{rad} K \cong \mathfrak{sl}(2)$;
(ii) \( U = \pi^{-1} \left( \sum_{i \geq 0} Fx^i d/dx \right) \) if \( K/\text{rad } K \cong W(1:1) \);
(iii) \( U = \pi^{-1} \left( \sum_{k+l>0} Fx^{k+1+l}D_1 + \sum_{k+l>0} Fx^{k+1+l}D_2 \right) \cap (K/\text{rad } K) \) if \( H(2:1)^{(2)} \subseteq K/\text{rad } K \subseteq H(2:1) \).

Suppose now that \( L \) is a Lie algebra, and \( (L_p, [p], i) \) a \( p \)-envelope of \( L \). Let \( T \subset L_p \) be a torus of maximal absolute toral rank such that \( T \) is standard with respect to \( L \), and assume that \( L^\alpha \) is a 1-section of \( L \) relative to \( T \). If \( \alpha \) is solvable, then we set \( U(L^\alpha) = L^\alpha \). When \( \alpha \) is classical, Witt or Hamiltonian, then \( C_L(T) \) is a triangulable Cartan subalgebra of \( L^\alpha \) by Lemma 1.3, and Proposition 1.11 applies to give the subalgebra \( U(L^\alpha) \). We abbreviate the notation \( U(L^\alpha) \) to \( U(\alpha) \) or to \( U(\alpha)(T) \) if the torus needs to be distinguished. The subalgebra \( U(\alpha) \) (or \( U(K) \) in the case of Proposition 1.11) is called the maximum compositionally classical subalgebra of \( L^\alpha \) (of \( K \)). The phrase "compositionally classical" refers to the fact that every composition factor is abelian or classical simple. We consider the following subspace of \( L \) spanned by the maximum compositionally classical subalgebras of all the 1-sections:

\[
Q(L, T) := \sum_{\alpha \in \Omega(T)} U(\alpha)(T).
\]

It is the goal of §3 to show that \( Q = Q(L, T) \) is a subalgebra whenever the torus \( T \) is optimal.

Recall that a root \( \alpha \neq 0 \) (with respect to \( T \)) is termed proper if there is some \( j \neq 0 \) such that \( \alpha([L_{\alpha}(T), L_{-\alpha}(T)]) = 0 \). A torus \( T \) is said to be optimal if it has maximal absolute toral rank in \( L_p \), and if among all tori of maximal absolute toral rank, the number of proper roots with respect to \( T \) is maximal. By definition optimal tori necessarily exist. Moreover, according to [S2, Theorem 5.3], if \( L \) is a simple Lie algebra over an algebraically closed field of characteristic \( p > 7 \), the roots relative to an optimal torus are all proper. If \( T_0 \) is the unique maximal torus of \( C(L_p) \) as above, then \( T' = T + T_0 \) is optimal whenever \( T \) is. Hence, we may assume in what follows that any optimal torus \( T \) is of maximal dimension.

In establishing that \( Q \) is a subalgebra we make use of the next theorem concerning optimal tori. This result was proved in [S2, Theorem 7.1], under the hypothesis that \( L \) is simple. We replace that assumption with the requirement that \( T \) be standard with respect to \( L \).

**Theorem 1.13** [S2, Theorem 7.1]. Let \( L \) be a Lie algebra over an algebraically closed field \( F \) of characteristic \( p > 7 \). Let \( T \) be an optimal torus of some \( p \)-envelope \( (L_p, [p], i) \) of \( L \) which is standard with respect to \( L \). Then the maximum compositionally classical subalgebra of every 1-section with respect to \( T \) is \( T \)-invariant.

**Proof.** We want to show that \( U(\alpha) \) is \( T \)-invariant for each root \( \alpha \). If \( \alpha \) is solvable, or classical the result is clear, so we may assume that \( \alpha \) is Witt or Hamiltonian. Then \( H := C_L(T) \) is a Cartan subalgebra of \( L(\alpha) \), and there exists an \( h \in H \) with \( j_\alpha(h) \neq 0 \) for each \( j \neq 0 \). If \( \pi : L(\alpha) \to L^\alpha \) denotes the canonical projection, then \( \pi(H) \) is a Cartan subalgebra of \( L^\alpha \). Since roots relative to \( \pi(H) \) must be proper, we have in the Witt case that \( \pi(H) \subset W(1:1)^{(0)} = \sum_{i \neq 0} x^i d/dx \) (see [BW4, Lemma 5.6.3]). But then \( U(\alpha) = \sum_{i \neq 0} x^i d/dx \).
\[ \pi^{-1}(W(1 : 1)(0)) \] implies that \( H \subseteq U^{(\alpha)} \). If \( x \in U^{(\alpha)} \) and \( x = \sum_{j \in \mathbb{Z}} x_{ja} \), the components, \( x_{ja} \in L_{ja}(T) \), must lie in \( U^{(\alpha)} \) also. Consequently, \( U^{(\alpha)} \) is \( T \)-invariant.

When \( \alpha \) is Hamiltonian, let \( S := H(2 : 1)^{(2)} \) and \( \hat{H} = \pi(H) \cap S \). Observe that \( (L^{(\alpha)})^{(2)} = S \), so that \( S \) is \( T \)-invariant, hence, cyclically graded. Since \( S \) is simple, \( \hat{H} \) acts nonnilpotently on \( S \) by Proposition 1.2, and so is a Cartan subalgebra of \( S \). It follows from the properness of the roots (see [BW4, Theorem 1.3.1]) that \( \hat{H} \subseteq S(0) \), the unique subalgebra of \( S \) of codimension 2. As in the Witt case, this implies that \( U^{(\alpha)} \) is \( T \)-invariant. \( \square \)

**Corollary 1.14** (Compare [BW4, Lemma 12.1.3]). Let the assumptions be as in Theorem 1.13.

(a) If \( \alpha \) is a Witt root, then there is some \( i \in \mathbb{Z}_p^* \) such that \( \text{dim } L_{ja}/(U^{(\alpha)})_{ja} = \delta_{i,j} \).

(b) If \( \alpha \) is Hamiltonian, then there is some \( i \in \mathbb{Z}_p^* \) such that \( \text{dim } L_{ja}/(U^{(\alpha)})_{ja} = \delta_{i,j} + \delta_{-i,j} \).

Consequently, \( C_L(T) \subseteq U^{(\alpha)} \) for each root \( \alpha \).

**Proof.** In the Witt case, we have established in the proof of Theorem 1.13 that \( H \subseteq U^{(\alpha)} = \pi^{-1}(W(1 : 1)(0)) \), so that the result follows. In the Hamiltonian case, the definition of \( U^{(\alpha)} \) implies the existence of root vectors \( u \in L_{ia}, v \in L_{ja} \) such that \( L^{(\alpha)} = U^{(\alpha)} \oplus Fu \oplus Fv \), and \( \pi(U^{(\alpha)}) \subseteq (\sum_{k+l=0} Fx_{k+1+l}D_1 + \sum_{k+l=0} Fx_{k+1+l}D_2) \) by Proposition 1.11. Then \( T \) acts on \( L^{(\alpha)}/\text{rad } L^{(\alpha)} \) as the torus \( R := T/\{t \in T \mid [t, L^{(\alpha)}] \subseteq \text{rad } L^{(\alpha)} \} \), and since roots are proper, \( R \) is conjugate to \( F(x_1D_1 - x_2D_2) \). It follows that \( j = -i \neq 0 \). \( \square \)

Having obtained information about 1-sections, we turn our attention now to 2-sections. In the general case there are eight possible types of 2-sections:

**Theorem 1.15** [S3, Theorem II.2]. Let \( L \) be a simple Lie algebra over an algebraically closed field \( F \) of characteristic \( p > 1 \). Let \( T \) be an optimal torus in some \( p \)-envelope \( (L_p, [p], i) \) of \( L \). Let \( L^{(\alpha, \beta)} \) denote a 2-section relative to \( T \), and let \( I^{(\alpha, \beta)} = \pi^{(\alpha, \beta)}(T) \) be the maximal solvable ideal in \( L^{(\alpha, \beta)} + T \). Assume that \( \pi = \pi_{\alpha, \beta} \) is the canonical projection \( L^{(\alpha, \beta)} + T \rightarrow (L^{(\alpha, \beta)} + T)/I^{(\alpha, \beta)} \). Let \( K := \pi^{(\alpha, \beta)} = \pi(L^{(\alpha, \beta)}) \) and \( \overline{T} = \pi(T) \). Then one of the following cases occurs:

1. \( K = (0) \).
2. \( S \subseteq K + \overline{T} \subseteq (\text{Der } S)^{(1)} \), where \( S \in \{sl(2), W(1 : 1), H(2 : 1)^{(2)} \} \), and there exists some \( \lambda \in \mathbb{Z}_{p \alpha} + \mathbb{Z}_{p \beta} \) such that \( K = \pi(L^{(\lambda)}) \).
3. \( S_1 \oplus S_2 \subseteq K + \overline{T} \subseteq (\text{Der } S_1)^{(1)} \oplus (\text{Der } S_2)^{(1)} \) where \( S_1, S_2 \in \{sl(2), W(1 : 1), H(2 : 1)^{(2)} \} \).
4. \( H(2 : 1)^{(2)} \subseteq K + \overline{T} \subseteq \text{Der } H(2 : 1)^{(2)} \), and \( \overline{T} \not\subseteq H(2 : 1) \).
5. \( S \otimes A(n : 1) \subseteq K + \overline{T} \subseteq \text{Der}(S \otimes A(n : 1)) \), where \( S \in \{sl(2), W(1 : 1), H(2 : 1)^{(2)} \} \), \( n = 1, 2 \), and \( \lambda(C_L(T)) \neq 0 \) for all \( \lambda \in \mathbb{Z}_{p \alpha} + \mathbb{Z}_{p \beta} - \{0\} \).
6. \( S \otimes A(1 : 1) \subseteq K + \overline{T} \subseteq \text{Der}(S \otimes A(1 : 1)) \) where \( S \in \{sl(2), W(1 : 1), H(2 : 1)^{(2)} \} \); and \( \text{rad } K = S \otimes xA(1 : 1) \).
(7) $S \subseteq K + \overline{T} \subseteq \text{Der} S$, where $S \in \{W(1 : 1), H(2 : (2, 1))^{(2)}, H(2 : 1 : \phi(\tau))^{(1)}, H(2 : 1 : \Delta)\}$.

(8) $K = S + C_K(\overline{T})$ where $S \in \{A_2, C_2, G_2, W(2 : 1), S(3 : 1)^{(1)}, H(4 : 1)^{(2)}, K(3 : 1)\}$.

Explicit information concerning the torus $\overline{T}$ in Theorem 1.15 is derived in [S2, Theorem 7.2] (see also the remarks in Chapter II of [S3]). In the statement of the theorem given in [S2], automorphisms have been suppressed. They are included in the statement of the next theorem, which elaborates on the result of [S2].

**Theorem 1.16** [S2, Theorem 7.2]. Let $L$ be a simple Lie algebra over an algebraically closed field $F$ of characteristic $p > 7$. Let $T$ be an optimal torus in some $p$-envelope $(L_p, [p], \iota)$ of $L$. Adopting the same notation as in Theorem 1.15, we provide the following description of $\overline{T}$ for the various cases of that theorem.

1. $\overline{T} = (0)$.
2. $\overline{T}$ is conjugate under an automorphism of $\text{Der} S$ to $\langle x d/dx \rangle$ if $S = W(1 : 1)$ and to $\langle x^e D_1 - x^f D_2 \rangle$ if $S = H(2 : 1)^{(2)}$.
3. $\overline{T} = (\overline{T} \cap S_1) \oplus (\overline{T} \cap S_2)$ where $\overline{T} \cap S_i$ is as in (2). Moreover, there exist $\mathbb{Z}_p$-independent roots $\lambda, \mu \in \mathbb{Z}_p\alpha + \mathbb{Z}_p\beta$ such that $S_1 = \pi(L^{(2)}), S_2 = \pi(L^{(\mu)})$.
4. $\overline{T}$ is conjugate under an automorphism of $\text{Der} S$ to $\langle x^e D_1 \rangle + \langle x^f D_2 \rangle$.
5. $\overline{T}$ leaves invariant $S \otimes (\sum_i x^i A(n : 1))$, and $\dim \overline{T} \cap (S \otimes A(n : 1)) = 1$.
6. $\overline{T} = (t_1, t_2)$ where $t_1 \in S \otimes A(1 : 1), t_2 \in \text{id}_{S} D_1 + \text{Nor}_T(\text{rad} K)$; and $\mu(C_L(T)) = 0$ for some $\mu \in \mathbb{Z}_p\alpha + \mathbb{Z}_p\beta$.
7. $\overline{T} \subset S_p$; and $\dim \overline{T} \cap S = q$ where $q = 0$ if $S = H(2 : 1 : \phi(\tau))^{(1)}$, and $q = 1$ otherwise.
8. $T \subseteq S$.

**Remark.** In (7), $S_p$ denotes the $p$-subalgebra $\langle (\text{ad} x)^p \mid x \in S, r = 0, 1, \ldots \rangle$ of $\text{Der} S$ generated by $\text{ad} S$. The fact that $q = 1$ when $S = H(2 : 1 : \Delta)$ will be established in Lemma 2.4.

2. 1-SECTIONS IN 2-SECTIONS

Our assumptions in this section are the following: $L$ is a finite-dimensional simple Lie algebra over an algebraically closed field $F$ of characteristic $p > 7$; $T$ is an optimal torus in some $p$-envelope, $L_p$ of $L$; $L^{(\alpha, \beta)}$ is a 2-section relative to $T$; $I^{(\alpha, \beta)}$ is the maximal solvable ideal of $L^{(\alpha, \beta)} + T$; $\pi : L^{(\alpha, \beta)} + T \twoheadrightarrow (L^{(\alpha, \beta)} + T)/I^{(\alpha, \beta)}$ is the canonical projection; $K = \pi(L^{(\alpha, \beta)}); H = C_L(T); \overline{H} = \pi(H)$; and $\overline{T} = \pi(T)$.

In this section we derive information about the 1-sections of $K$ relative to $\overline{T}$. Further information concerning the toral structure of $K$ can be found in [S3]. The analysis involves considering the various cases arising in Theorem 1.15. Since the 1-sections of $K$ are quite easy to compute in the first three cases, we focus on (4)–(8). In examining the 1-sections, we need to perform calculations inside certain of the Cartan type Lie algebras. We let $S_{(0)}$ denote the standard maximal subalgebra of a Cartan type Lie algebra $S$, and $S = S_{(-k)} \supset \cdots \supset S_{(-1)} \supset S_{(0)} \supset S_{(1)} \supset \cdots \supset S_{(l)} = (0)$, the standard filtration determined from $S_{(0)}$. The explicit basis used for $S$ will be that described in
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[SF, Chapter 4], where \( \{ x_\alpha | 0 \leq \alpha \leq (p^n_1 - 1, \ldots, p^n_m - 1) = \tau(n) \} \) denotes the canonical basis for the divided power algebra \( A(m:n) \). We let \( S_p \) denote the \( p \)-subalgebra \( \langle (ad x)^r | x \in S, \ r = 0, 1, \ldots \rangle \) of \( \text{Der} S \) generated by \( ad S \). It will often be the case that \( K \subseteq \text{Der} S \subseteq (ad W(m:n)) \cong \text{Der} S \) for some \( m \) and \( n \), and when that happens we will define \( K_i = K \cap ad W(m:n)_{(i)} \) and \( \text{(Der} S)_{(i)} = (\text{Der} S) \cap ad W(m:n)_{(i)} \).

Before tackling the various cases we begin with a general result.

**Lemma 2.1.** Let \( L^{(i)} \) be a 1-section of \( L^{(\alpha, \beta)} \) and \( U^{(i)} \) be its maximum compositionally classical subalgebra. Then \( \dim \pi(L^{(i)})/\pi(U^{(i)}) = \dim L^{(i)}/U^{(i)} \), and \( \pi(U^{(i)}) \) is the maximum compositionally classical subalgebra of \( \pi(L^{(i)}) \).

**Proof.** Observe first that \( I^{(\alpha, \beta)} \cap U^{(i)} \subseteq I^{(\alpha, \beta)} \cap L^{(i)} \subseteq \text{rad} L^{(i)} \subseteq U^{(i)} \). As a consequence, \( I^{(\alpha, \beta)} \cap L^{(i)} = I^{(\alpha, \beta)} \cap U^{(i)} \). Then

\[
\pi(L^{(i)}) = L^{(i)}/(I^{(\alpha, \beta)} \cap U^{(i)}),
\]
and

\[
\pi(U^{(i)}) = U^{(i)}/(I^{(\alpha, \beta)} \cap U^{(i)}).
\]

It follows that \( \pi(L^{(i)})/\pi(U^{(i)}) \cong L^{(i)}/U^{(i)} \) (vector space isomorphism), to give the first assertion. Clearly any homomorphic image under \( \pi \) of a compositionally classical subalgebra is a compositionally classical subalgebra. The second assertion is then clear from the first assertion and the definition of the maximum compositionally classical subalgebra. \( \square \)

**Lemma 2.2 (Type 4).** Assume that (4) of Theorem 1.15 holds so that \( S := H(2:1)^{(2)} \subseteq K + T \subseteq \text{Der} S \), and \( T \) is conjugate to \( \langle x \in L, a \rangle + \langle x \in D_2 \rangle \).

Then there are two 1-sections which are Witt, one which is classical, and the remainder are solvable. The maximum compositionally classical subalgebra of \( \pi(L^{(i)}) \) is given by \( \pi(U^{(i)}) = K^{(i)} \cap K^{(0)} \) for all roots \( \zeta \in \mathbb{Z}_p \alpha + \mathbb{Z}_p \beta \).

**Proof.** By Proposition 2.1.8 of [BW4],

\[
\text{Der} S = \langle \text{ad} \mathcal{D}(x_\alpha) | \alpha = (a_1, a_2) \neq (0, 0) \text{ and } 0 \leq \alpha \leq \tau(1) \rangle \oplus \langle \text{ad} \mathcal{D}(x^{p^i}) | i = 1, 2 \rangle \oplus \langle \text{ad} \partial \rangle,
\]

where \( \mathcal{D}(f) = (D_1 f)D_2 - (D_2 f)D_1 \), \( \partial = x^{e_1} D_1 + x^{e_2} D_2 \), and

\[
[\mathcal{D}(x_\alpha), \mathcal{D}(x_\beta)] = \left( \begin{array}{c}
\left( a + b - \epsilon_1 - \epsilon_2 \right) \\
a - \epsilon_1
\end{array} \right) - \left( \begin{array}{c}
a + b - \epsilon_1 - \epsilon_2 \\
a - \epsilon_2
\end{array} \right) \mathcal{D}(x^{a+b-\epsilon_1-\epsilon_2}).
\]

Then

\[
[\partial, \mathcal{D}(x^{a})] = (| a | - 2)\mathcal{D}(x^{a}),
\]

and for \( \partial' := \mathcal{D}(x^{e_1+e_2}) = x^{e_1} D_1 - x^{e_2} D_2 \) we have

\[
[\partial', \mathcal{D}(x^{a})] = (a_2 - a_1)\mathcal{D}(x^{a}).
\]

From these calculations it is clear that \( \langle \mathcal{D}(x^{(j+1)e_1+e_2}) | j = -1, \ldots, p - 2 \rangle \) and \( \langle \mathcal{D}(x^{(j+1)e_1+e_2}) | j = -1, \ldots, p - 2 \rangle \) determine 1-sections which are Witt and which correspond to multiples of the roots \( (-1, 1), (-1, -1) \), respectively, (where the pair gives the eigenvalues relative to \( \text{ad} \partial \), \( \text{ad} \partial' \)). The 1-section containing \( \langle \mathcal{D}(x^{2e_1}), \mathcal{D}(x^{2e_2}) \rangle \) corresponds to the roots which are multiples of \( (0,2) \). The associated 1-section is classical. All other 1-sections lie in
\[ S_{(1)} + \overline{T} + (\mathcal{D}(x^{(p-1)e_1+(p-1)e_2})) + (\mathcal{D}(x^{pe_i} \mid i = 1, 2)), \] which is contained in \( W(2 : 1)_{(1)} + \overline{T}, \) and so are solvable. The last assertion follows from the form of \( \text{Der} S \) and the calculations. □

**Lemma 2.3 (Type 5).** Assume that case (5) of Theorem 1.15 holds so that \( G := S \otimes A(n : 1) \subseteq K + \overline{T} \subseteq \text{Der} G \) where \( S \in \{ sl(2), W(1 : 1), H(2 : 1)^{(2)} \}, \) \( n = 1 \) or \( 2, \) and the torus \( \overline{T} \) leaves invariant \( J := S \otimes (\sum \xi^A(n : 1)). \) Then there exist a root \( \theta \neq 0 \) and a nonzero toral element \( t_\theta \in G \cap \ker \theta \) such that \( K_0 \notin (\text{Der} S) \otimes A(n : 1), \) but for each root \( \mu \notin \mathbb{Z}_{p}\theta, \ K_\mu \subseteq G. \) Moreover, \( [\pi(U^{(\theta)}), J] \subseteq J. \) For some root \( \eta \notin \mathbb{Z}_{p}\theta \) one of the following two cases occurs:

1. \( K^{(\eta)}/\text{rad} K^{(\eta)} \supseteq S; \ K^{(\eta+i\theta)} \) is solvable for all \( i \neq 0; \) and \( K^{(\theta)} \) is Witt or Hamiltonian; or

2. \( S \cong H(2 : 1)^{(2)}, \) and the induced action of \( \overline{T} \) on \( G/J \cong S \) is conjugate to the action of the torus \( F \partial \oplus F \partial' \) where \( \partial = x^{e_1}D_1 + x^{e_2}D_2 \) and \( \partial' = x^{e_1}D_1 - x^{e_2}D_2. \) The roots \( \theta, \eta \) correspond to \((-1, 0), (0, 1),\) where the pair gives the eigenvalues relative to \( \partial \) and \( \partial' \) respectively. The 1-sections \( K^{(\eta-i\theta)} \) and \( K^{(\eta+i\theta)} \) are Witt; \( K^{(\eta)} \) is classical; \( K^{(\theta)} \) is Witt or Hamiltonian; and all other 1-sections different from those are solvable.

**Remark.** A proof of this lemma could be assembled using [BW4, Lemmas 10.2.1, 11.2.5, and 5.8.5]. However, for the sake of completeness we have elected to include in this work another proof which is different from that given in [BW4], but uses many of the same ideas. Since our argument requires results on the other cases, we postpone the proof until after Lemma 2.6.

**Lemma 2.4.** (Type 6). Assume that case (6) of Theorem 1.15 holds so that \( S \otimes A(1 : 1) \subseteq K + \overline{T} \subseteq \text{Der}(S \otimes A(1 : 1)) \) where \( S \in \{ sl(2), W(1 : 1), H(2 : 1)^{(2)} \}; \) and \((S \otimes A(1 : 1)) \cap \text{rad} K = S \otimes xA(1 : 1). \) Then there exists \( \mathbb{Z}_{p}\)-independent roots \( \eta, \theta \in \mathbb{Z}_{p} \alpha + \mathbb{Z}_{p} \beta \) such that \( K^{(\eta+i\theta)}/\text{rad} K^{(\eta+i\theta)} \supseteq S \) for \( i = 0, \ldots, p-1 \) and \( K^{(\theta)} \) is solvable. For each \( j \neq 0 \) there is an \( x \in L_{j\theta} \) with \( \eta(x^{[p]}) \neq 0. \) Moreover, \( K \subseteq (\text{Der} S)^{(1)} \otimes A(1 : 1) \) and for each root \( \zeta, \)

\[ \pi(U^{(\zeta)}) = K^{(\zeta)} \subseteq \{(\text{Der} S)^{(0)} \otimes F + (\text{Der} S)^{(1)} \otimes xA(1 : 1))}. \]

**Remark.** The subalgebra \( S^{(0)} \) is the maximum compositionally classical subalgebra of \( S. \) Thus,

\[
(\text{Der} S)^{(0)} = \begin{cases} 
S^{(0)} = S & \text{if } S \cong sl(2), \\
S^{(0)} \cong W(1 : 1)^{(0)} & \text{if } S \cong W(1 : 1), \\
S^{(0)} + (\mathcal{D}(x^{(p-1)e_1+(p-1)e_2})) & \text{if } S \cong H(2 : 1)^{(2)}. 
\end{cases}
\]

**Proof.** Theorem IV.4 of [S3] shows that there are nonzero roots \( \eta, \theta \) with \( \eta(H) \neq 0, \theta(H) = 0. \) Then \( (\eta + i\theta)(H) \neq 0 \) for all \( i \in \mathbb{Z}_{p}, \) and \( K^{(\theta)} \) is nilpotent by Theorem 1.5. We refer to [S3, Theorems IV.4, IV.5] to obtain the following:

(i) \( K^{(\eta+i\theta)} \cap S \otimes A(1 : 1)/\text{rad} (K^{(\eta+i\theta)} \cap S \otimes A(1 : 1)) \cong S \) for every \( i; \)

(ii) for every \( j \neq 0, \ K_{j\theta} \) contains an element \( x \) with \( \eta(x^{[p]}) \neq 0; \)

(iii) \( K \subseteq (\text{Der} S)^{(1)} \otimes A(1 : 1). \)
Only the assertion on the compositionally classical subalgebra remains to be proved. If \( S \cong \mathfrak{sl}(2) \), the assertion is clear. In the other cases consider the homomorphism

\[
\phi : (\text{Der} \, S)^{(1)} \otimes A(1 : 1) \to (\text{Der} \, S)^{(1)} \otimes A(1 : 1)/(\text{Der} \, S)^{(1)} \otimes xA(1 : 1)
\]

\[
\cong (\text{Der} \, S)^{(1)} \otimes F \cong (\text{Der} \, S)^{(1)}.
\]

In the argument to follow we identify \( S \), \( S \otimes F \), and \( \text{ad}_S \) \( S \). Take any root \( \zeta \notin \mathbb{Z}_p \theta \), and observe that \( S \) is a homomorphic image of \( \phi(K^{(\zeta)} \cap S \otimes A(1 : 1)) \) because of (i) above. The image is by the definition of \( \phi \) contained in \( S \), and thus \( \phi(K^{(\zeta)} \cap S \otimes A(1 : 1)) = S \) must hold. As \( \zeta(\widetilde{H} \cap S \otimes A(1 : 1)) \neq 0 \), \( \widetilde{H} := \phi(\widetilde{H} \cap S \otimes A(1 : 1)) \) is a Cartan subalgebra of \( S \) whose root spaces are given by

\[
S_{i\zeta}(\widetilde{H}) = \phi((K^{(\zeta)} \cap S \otimes A(1 : 1))_{i\zeta}).
\]

Thus, all roots with respect to \( \widetilde{H} \) are proper, and \( \widetilde{H} \) contains an element \( \widetilde{h} \) which is conjugate to \( xD \) if \( S \cong W(1 : 1) \) or to \( x^{e_1}D_1 - x^{e_2}D_2 \) if \( S \cong H(2 : 1 : 2) \). Since \( \theta(\widetilde{H}) = 0 \), this implies that \( \phi(K^{(\theta)}) \subset C_{(\text{Der} \, S)^{(1)}}(\widetilde{h}) \subset (\text{Der} \, S)(0) \). Thus,

\[
K^{(\theta)} \subset (\text{Der} \, S)(0) \otimes F + (\text{Der} \, S)^{(1)} \otimes xA(1 : 1),
\]

and since \( \pi(U^{(\theta)}) = K^{(\theta)} \), the result is clear for the root \( \theta \). When \( \zeta \notin \mathbb{Z}_p \theta \), then \( \phi(K^{(\zeta)}) = S + \phi(\widetilde{H}) \subset S + (\text{Der} \, S)(0) \). Thus, \( S(0) + \phi(\widetilde{H}) \) is a maximal compositionally classical subalgebra of \( \phi(K^{(\zeta)}) \), and so \( \phi(\pi(U^{(\zeta)})) = S(0) + \phi(\widetilde{H}) \subset (\text{Der} \, S)(0) \). Consequently,

\[
\pi(U^{(\zeta)}) = K^{(\zeta)} \cap \{(\text{Der} \, S)(0) \otimes F + (\text{Der} \, S)^{(1)} \otimes xA(1 : 1)\},
\]

as desired. \( \square \)

**Lemma 2.5.** (Type 7). Assume that case (7) of Theorem 1.15 holds, so that \( \text{Der} \, S \supseteq K + \overline{T} \supseteq S \) where

\[
S \in \{W(1 : 2), H(2 : (2, 1))^{(2)}, H(2 : 1 : \phi(\tau))^{(1)}, H(2 : 1 : \Delta)\}.
\]

Then the 1-sections of \( K \) relative to \( \overline{T} \) can be described as follows:

(i) \( W(1 : 2), H(2 : (2, 1))^{(2)} \): There exists \( \mathbb{Z}_p \)-independent roots \( \eta, \theta \in \mathbb{Z}_p \alpha + \mathbb{Z}_p \beta \) such that \( K^{(\eta+i\theta)} \) is Witt (resp. Hamiltonian) for \( i = 0, \ldots, p - 1 \) and \( K^{(\theta)} \) is solvable.

(ii) \( H(2 : 1 : \phi(\tau))^{(1)} \): all 1-sections solvable.

(iii) \( H(2 : 1 : \Delta) \): two Witt, one classical, all others solvable.

The maximum compositionally classical subalgebra of \( K^{(\zeta)} \) is given by \( \pi(U^{(\zeta)}) = K^{(\zeta)} \cap S(0) \) for all roots \( \zeta \in \mathbb{Z}_p \alpha + \mathbb{Z}_p \beta \) in (i). In case (ii), \( \pi(U^{(\zeta)}) = K^{(\zeta)} \) for all roots \( \zeta \). And in (iii) \( \pi(U^{(\zeta)}) = K^{(\zeta)} \cap K(0) \) for all roots \( \zeta \).

**Proof.** By Theorem 1.16, \( \overline{T} \subset S_p \). As a consequence, all root vectors relative to \( \overline{T} \) for nonzero roots belong to \( S \), hence to \( K \). We make use of these results in our deliberations.

(i) \( W(1 : 2), H(2 : (2, 1))^{(2)} \): First let \( S = W(1 : 2) \). Then \( S \subset K + \overline{T} \subset \text{Der} \, S = S_p = S + \langle D^p \rangle \), and \( \dim \overline{T} \cap S = 1 \) by Theorem 1.16. Since \( \dim \overline{T} = 2 \),
it must be that \( S + T = K + T = S_p \). Lemma 11.1.1 of [BW4] applies. In particular, it follows from that lemma that if \( t_\zeta \in \overline{T} \) is a toral element in the kernel of the root \( \zeta \), then \( t_\zeta \notin S \) implies that the 1-section \( S_p^{(\zeta)}(\overline{T}) \) is Witt. While if \( t_\zeta \in S \), then \( S_p^{(\zeta)}(\overline{T}) \) is solvable. Moreover, part (d) of that lemma shows that \( t_\theta \in S \) for some root \( \theta \), whenever all roots relative to \( \overline{T} \) are proper. Since \( \dim \overline{T} \cap S = 1 \), \( t_\zeta \notin S \) for any root \( \zeta \) which is \( \mathbb{Z}_p \)-independent of \( \theta \). In particular then, such a root \( \zeta \) is Witt.

Suppose now that \( t_\theta \in S \), say \( t_\theta = aD_1 \) modulo \( S(0) \). Then \( t_\theta = t_\theta^0 = a^pD_1^p \) modulo \( S \), showing that \( a = 0 \). Thus, it must be that \( t_\theta \in S(0) \), and because \( t_\theta \) is toral, \( t_\theta \notin S(1) \). Since \( t_\theta \equiv cx^{\epsilon_1}D_1 \) modulo \( S(1) \) for some \( c \neq 0 \), we see that \( C := Cs(t_\theta) \subset (\text{Der } S(0)) \subset (\text{Der } S(0)) \). Let \( T' = \langle t_\theta \rangle \). There is a root \( \eta \notin \mathbb{Z}_p \theta \) of \( \overline{T} \) such that if \( \tilde{\eta} \) is defined on \( T' \) by \( \tilde{\eta}(t_\theta) = \eta(t_\theta) \), then roots relative to \( T' \) are multiples of \( \tilde{\eta} \). Moreover we may assume that \( \eta \) is chosen so that on \( S(-1)/S(0) \), \( T' \) has root \( -\tilde{\eta} \). Then \( S_{\eta}(T') = \sum_{r \in \mathbb{Z}_p} S_{\eta+r\theta}(T) \) is contained in \( S(0) \) whenever \( j \neq -1 \). When \( j = -1 \), its intersection with \( S(0) \) has codimension one in it. Part (d) of [BW, Lemma 11.1.1] proves the existence of an element \( x \in L_\theta \) such that \( x^{[p]} \) is not nil. Then \( L_{\eta + i\theta} = (\text{ad } x)^{[i]}(L_\eta) \neq (0) \), and all \( \eta + i\theta \) are roots, necessarily of Witt type. If \( \theta(H) \neq 0 \), then there would be a root \( \gamma \) such that \( \theta(\gamma(t_\gamma, L_\gamma)) \neq 0 \) and \( \gamma(x^{[p]}) \neq 0 \). Let \( M \) denote the \( p \)-envelope of \( L(\gamma, \theta) \). Then Lemma 11.2.1 of [BW4] applies to \( M \) to give a contradiction. Thus, \( \theta(H) = 0 \), and in particular \( T \not\subseteq L \), proving that \( K \neq S_p \). Hence, \( K = S \), so \( C = C_{K}(t_\theta) = C_S(t_\theta) \subset S(0) \).

The situation for \( S = H(2 : (2, 1))^{(2)} \) is similar. By Proposition 2.1.8 of [BW4], \( S_p = S + ((\text{ad } D_1)^p) \), and by Theorem 1.16, \( \dim \overline{T} \cap S = 1 \). Since \( S_p \) contains no torus of dimension > 2, we may apply Lemma 10.1.1 of [BW4] to the algebra \( S_p \). In particular, if \( t_\zeta \) denotes a toral element in the kernel of the root \( \zeta \), then \( t_\zeta \notin S \) implies that \( S_p^{(\zeta)}(\overline{T}) \) is Hamiltonian, while \( t_\zeta \in S \) implies that \( S_p^{(\zeta)}(\overline{T}) \) is solvable. Whenever all roots are proper, there must exist some root \( \theta \) with \( S_p^{(\theta)}(\overline{T}) \) solvable and \( T \cap S(0) \neq (0) \) by parts (f) and (d) of that lemma. Since \( \dim \overline{T} \cap S = 1 \), \( t_\theta \in S(0) \), as in the case just done. Moreover, \( t_\zeta \notin S \) for any root \( \zeta \notin \mathbb{Z}_p \theta \), and such a root \( \zeta \) is Hamiltonian. Then \( T' = \langle t_\theta \rangle \) is a torus of \( S(0) \), and \( T' + S(1)/S(1) \) is a Cartan subalgebra of \( S(0)/S(1) \). Its roots on the 2-dimensional module \( S(-1)/S(0) \) are opposites. Thus, there exists a root \( \eta \notin \mathbb{Z}_p \theta \) such that if \( \tilde{\eta}(t_\theta) := \eta(t_\theta) \), then the roots of \( T' \) on \( S(-1)/S(0) \) are \( \pm \tilde{\eta} \). Roots of \( S \) relative to \( T' \) are multiples of \( \tilde{\eta} \). Now \( \sum_{r \in \mathbb{Z}_p} S^{j\eta+\theta}(\overline{T}) \) is \( S^{\tilde{\eta}}(T') \) and whenever \( j \neq 1, -1 \), this space is contained in \( S(0) \). When \( j = 1 \) or \( -1 \) its intersection with \( S(0) \) has codimension one in it, and similar to the previous case we have \( K = S \).

When \( S = W(1 : 2) \) or \( H(2 : (2, 1))^{(2)} \), then \( K^{(\theta)} \subset C_{S}(t_\theta) \subset S(0) \) to give the assertion about \( \pi(U^{(\theta)}) = K^{(\theta)} \). Suppose now that \( \zeta = \eta + i\theta \), so that \( K^{(\zeta)} = K^{(\eta)} \cap S + \overline{H} \). By our previous calculations, \( K^{(\eta)} \cap S(0) \) has codimension one in \( S \) if \( \zeta \) is Witt and codimension two if \( \zeta \) is Hamiltonian. Then \( K^{(\zeta)} \cap (\text{Der } S(0)) \) has the same codimension in \( K^{(\zeta)} \). As \( S(0) \) is compositionally classical, \( K^{(\eta)} \cap S(0) \) is the maximum compositionally classical subalgebra of \( K^{(\zeta)} \).

(ii) \( H(2 : 1 : \phi(1))^{(1)} \): We quote Lemma 11.1.2 of [BW4] to obtain: \( S_p^{(\zeta)}(\overline{T}) \) is solvable for all roots \( \zeta \); \( Cs_p(\overline{T}) = T \); and \( T \cap S = (0) \). Since \( K^{(\zeta)}(\overline{T}) = \)}
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$S^G(T) + C_K(T)$, where $S^G(T)$ is solvable, and $C_K(T)$ is nilpotent, it must be that all 1-sections of $K$ relative to $\overline{T}$ are solvable.

(iii) $H(2 : 1 : \Delta)$: By Proposition 2.1.8 of [BW4], $\text{Der} S = S_\vartheta = S + \langle \vartheta : = x^\epsilon D_1 + x^{\epsilon_2} D_2 \rangle$. Hence, $S \subseteq K + \overline{T} \subseteq S + \langle \vartheta \rangle$. We determine from Lemma 11.1.3 of [BW4] that $\overline{T} \subset (S_\vartheta)_0 = S_0 + \langle \vartheta \rangle$, and $S^G(\overline{T})$ is Witt whenever $S_\vartheta(\overline{T}) \not\subseteq (S_\vartheta)_0$. Then $T_0 := \overline{T} \cap S_0$ is a torus of $S_0$. Therefore, $T_0 + S_0(1)/S(1)$ is a Cartan subalgebra of $S_0(1)/S(1) \cong \mathfrak{s}(2)$, $\dim T_0 = 1$, $\overline{T} = T_0 + \langle \vartheta \rangle$, and $S_0(-1)/S_0$ is the natural 2-dimensional representation of $S_0(1)/S(1)$ on $S_0(-1)/S_0$. Thus, there are two different roots relative to $T_0$ on $S_0(-1)/S_0$. Since $\text{ad} \vartheta$ leaves $S_0$ invariant, there are exactly two root spaces of $S_\vartheta$ relative to $\overline{T}$ which do not lie in $S_0$. They determine different 1-sections, because the value of $\vartheta$ on them is $-1$, while the values of a toral element $t_0 \in T_0$ may be taken to be $-1$ and $1$. Thus, there are precisely two 1-sections which are Witt. On $S_0(1)/S(1)$, $t_0$ assumes values $2$, $0$, $-2$, and $\vartheta$ value $0$. Thus, the 1-section determined by multiples of the root $(2,0)$ is classical. The remaining 1-sections belong to $S_0(1) + \overline{T}$ and are solvable. If $\zeta$ is a Witt root, then $K^{(\zeta)} \cap K_0$ is compositionally classical and has codimension one in $K^{(\zeta)}$. Hence, it must be $\pi(U^{(\zeta)})$. For the other roots $\pi(U^{(\zeta)}) = K^{(\zeta)} \cap K_0$ clearly holds. □

Lemma 2.6 (Type 8). Assume that case (8) of Theorem 1.15 holds, so that $\text{Der} S \supseteq K = S + C_K(\overline{T})$ where $S \in \{A_2, C_2, G_2, W(2 : 1), S(3 : 1)^{(1)}\}$, $H(4 : 1)^{(2)}, K(3 : 1)^{(1)}\}$, and $\overline{T} \subset S$. Then the 1-sections of $K$ relative to $\overline{T}$ are the following:

(i) $A_2, C_2, G_2$: all classical, and the number of them is 3, 4, or 6, respectively.
(ii) $W(2 : 1)$: two Witt, one classical, all others solvable.
(iii) $S(3 : 1)^{(1)}$: three Witt, three classical, all others solvable.
(iv) $H(4 : 1)^{(2)}$: two Hamiltonian, two classical, all others solvable.
(v) $K(3 : 1)^{(1)}$: three Witt, one classical, all others solvable.

Moreover, the maximum compositionally classical subalgebra of $K^{(\zeta)} = \pi(L^{(\zeta)})$ is given by $\pi(U^{(\zeta)}) = K^{(\zeta)} \cap K_0$ for all roots $\zeta \in \mathbb{Z}_p \alpha + \mathbb{Z}_p \beta$ whenever $S$ is nonclassical.

Proof. The assertions in (i) are clear from the classical theory. In the remaining cases, since $\overline{T} \subset S$ and $K = S + C_K(\overline{T})$, all root vectors for nonzero roots relative to $\overline{T}$ belong to $S$. Because roots relative to $\overline{T}$ are proper, it follows from [BW4, Lemma 5.8.2(h)], that $\overline{T}$ is conjugate under the automorphism group of $S$ to the standard maximal torus $T_0$ inside the maximal subalgebra $S_0$. Hence, it suffices to examine the 1-sections of $S$ relative to the standard maximal torus $T_0$. Since $S_0(1) + \overline{H}$ is solvable, every 1-section having all its root vectors in $S_0(1) + \overline{H}$ is solvable.

(ii) $S = W(2 : 1) = \langle x^{r_1} D_2 | r = (r_1, r_2), 0 \leq r_i \leq p - 1, j = 1, 2 \rangle$, and $T_0 = \langle x^{r_1} D_1, x^{r_2} D_2 \rangle$. The elements $x^{r_1} D_1$ are eigenvectors relative to $\text{ad} T_0$. It is easy to check that $\langle D_j \rangle \subset \langle x^{r_1} D_1 | s = 0, \ldots, p - 1 \rangle \cong W(1 : 1)$ for $j = 1, 2$. The elements $x^{r_1} D_2, x^{r_2} D_1$ belong to a 1-section which is classical. Since the root vectors of all other 1-sections relative to $T_0$ lie in $S_0(1)$, the other 1-sections are solvable. Thus, the 1-sections of $K$ are as asserted. As $\text{Der} S = \text{ad} S \cong S$, it is clear from the calculations that $K^{(\zeta)} \cap S_0$ is compositionally classical and
has codimension 1 whenever \( \zeta \) is Witt. By Proposition 1.11 and Lemma 2.1, it must be \( \pi(U(\zeta)) \).

(iii) \( S = S(3 : 1)^{(1)} \) is spanned by \( \{D_{i,j}(x^\ell) | x^\ell \in A(3 : 1), \ 1 \leq i < j \leq 3 \} \) where \( D_{i,j}(x^\ell) = D_j(x^\ell)D_i - D_i(x^\ell)D_j \). Then
\[
T_0 = \langle D_{k,l}(x^\ell) = x^{\ell_l}D_k - x^{\ell_k}D_l | 1 \leq k < l \leq 3 \rangle.
\]
Since
\[
[D_{k,l}(x^\ell + \epsilon_i), D_{j,l}(x^\ell)] = (r_k - \delta_{k,l} - \delta_{j,l} - r_l + \delta_{l,i} + \delta_{j,l})D_{i,j}(x^\ell),
\]
the elements \( D_{i,j}(x^\ell) \) are eigenvectors relative to \( \text{ad} T_0 \). The 1-section containing \( \langle D_i \rangle \subset \langle D_{i,j}(x^{3\ell_i+\epsilon_j}) | 0 < s < p - 1 \rangle \) is Witt, and there are three such 1-sections. For \( i, j, k \) distinct, the elements \( D_{i,j}(x^{3\ell_i + \epsilon_j}) = x^{\ell_i}D_i, D_{k,j}(x^{3\ell_i + \epsilon_j}) = x^{\ell_k}D_k \) belong to a 1-section which is classical. As in (ii) above, the remaining 1-sections are solvable. Now in this case \( K \subset \text{Der} S = \text{ad} S(3 : 1) + \text{ad} x^{3\ell}D_1 \) where \( S(3 : 1) = \{\sum_{i=1}^3 f_iD_i | \sum_{i=1}^3 D_i(f_i) = 0 \} \). Since \( S(3 : 1)(0) \) is spanned modulo \( S(3 : 1)(0) \) by \( D_1, D_2, D_3 \), (see [SF, Proposition 4.3.3]), the assertion that \( K^{(1)} \cap K_0 = \pi(U(\zeta)) \) is clear.

(iv) \( S = H(4 : 1)^{(2)} = \langle \mathcal{D}(x^\ell) | x^\ell \in A(4 : 1), \ 0 < r < \tau(1) \rangle \), in the notation of [SF, §4.4]. Then \( T_0 = \langle \mathcal{D}(x^{\ell_1+\epsilon_1}), \mathcal{D}(x^{\ell_1+\epsilon_2}) \rangle \). The two 1-sections \( \langle \mathcal{D}(x^{3\ell_1+\epsilon_2+\epsilon_3}) | (r, s) \neq (0, 0) \rangle + C_K(T_0), \langle \mathcal{D}(x^{3\ell_2+\epsilon_3}) | (r, s) \neq (0, 0) \rangle + C_K(T_0) \) which contain \( \langle D_1, D_3 \rangle \), \( \langle D_1, D_4 \rangle \) respectively are Hamiltonian. The 1-sections which contain \( \mathcal{D}(x^{3\ell_1+\epsilon_2}) \), \( \mathcal{D}(x^{3\ell_1+\epsilon_3}) \) or \( \mathcal{D}(x^{3\ell_2+\epsilon_3}) \) are classical, and the remainders solvable. Now
\[
\text{Der } S = \langle \text{ad} \mathcal{D}(x^\ell) | \ell \neq (0, 0, 0, 0) \rangle + \langle \text{ad} \mathcal{D}(x^{\rho \ell}) | i = 1, \ldots, 4 \rangle + \langle \text{ad} \partial \rangle,
\]
where \( \mathcal{D}(x^\ell) \in \mathcal{W}(4 : 1)_{|\ell| = 2} \) and \( \partial = \sum_{i=1}^4 x^{\ell_i}D_i \). Thus, it is apparent that \( K^{(1)} \cap (\text{Der } S)(0) \) (which is \( K^{(1)} \cap K_0 \)) is compositionally classical and has codimension \( \leq 2 \). It must then be \( \pi(U(\zeta)) \) by Lemma 2.1.

(v) \( S = K(3 : 1) \). Then \( S = \langle x^\ell | x^\ell \in A(3 : 1) \rangle \), as discussed in [SF, §4.5], and multiplication in \( S \) is given by
\[
\prec x^\ell, x^\ell \succ = \{x^\ell, x^\ell\} + \left( \frac{\|x^\ell\|^2}{\lambda^2} (\ell + \delta - \epsilon_3) - \lambda^2 (\ell + \delta - \epsilon_3) \right) x^{\ell_2 - \epsilon_3}
\]
where \( \{f, g\} = D_1(f)D_2(g) - D_2(f)D_1(g) \) and \( \|x\| = |x| + r_3 - 2 \). The torus \( T_0 \) is spanned by the two toral elements \( x^{\ell_1+\epsilon_2}, x^{\ell_3} \), where \( \prec x^{\ell_1+\epsilon_2}, x^{\ell_2} \succ = (s_2 - s_1)x^\ell \) and \( \prec x^{\ell_3}, x^{\ell_2} \succ = \|x\|x^\ell \). We denote roots by their values on the two toral elements. The 1-section containing \( \langle x^{\ell_2} \rangle \subset \langle x^{3\ell_1+\epsilon_2 + \epsilon_3} | s = 0, \ldots, p - 1 \rangle \) corresponds to roots which are \( \mathbb{Z}_p \)-multiples of \( (1, -1) \). Similarly, the 1-section containing \( \langle x^{\ell_1} \rangle \subset \langle x^{3\ell_1+\epsilon_2 + \epsilon_3} | s = 0, \ldots, p - 1 \rangle \) corresponds to roots which are multiples of \( (-1, -1) \), and \( \langle 1 \rangle \subset \langle x^{\epsilon_2} | s = 0, \ldots, p - 1 \rangle \) to roots that are multiples \( (0, 1) \). These elements determine three different 1-sections, each of which is Witt. The 1-section corresponding to the root \( (1, 0) \), to which \( x^{2\ell_1} \) and \( x^{3\ell_3} \) belong, is classical, and the others solvable. In this case, \( \text{Der } S = S \) as shown in [SF, Theorem 4.8.8], so the remaining assertion is clear. This completes this case and the lemma. \( \Box \)

Proof of Lemma 2.3. Let \( G = S \otimes A(n : 1) \) and \( J = S \otimes \left( \sum_i x^{\ell_i}A(n : 1) \right) \) as in the statement of the theorem, and let \( T' = \overline{T} \cap G \). Then \( \dim T' = 1 \).
by Theorem 1.16. If \( t \in T' \), then \( t[\theta] \in T' \cap G = T' \) as \( G \) is restricted. Thus, \( T' \) is a torus of \( G \) and is spanned by some toral element. We can find \( \theta \in \mathbb{Z}_p \alpha + \mathbb{Z}_p \beta \) with \( \theta(T') = 0 \). Let \( t_\theta \in T' \) be a toral element and consider the induced action of \( T \) on \( G/J \cong S \). Either (1) there is a root \( \eta \) with \( \eta(t_\theta) \neq 0 \) such that the roots of \( T \) on \( G/J \) are multiples of \( \eta \) (this is necessarily the case if \( S \cong \mathfrak{sl}(2) \) or \( W(1:1) \)), or else (2) \( S \cong H(2:1) \), and the induced action of \( T \) on \( G/J \cong H(2:1)(2) \) is that described in Lemma 2.2. Since \( G \) is an ideal of \( K + T \) and \( t_\theta \in G \), any root space of \( K \) outside of \( G \) must correspond to a multiple of \( \theta \). From this discussion we conclude in case (1) that \( K^{(\eta)}/\mathfrak{rad}K^{(\eta)} \supseteq S \), and \( K^{(\eta+\theta)} \subseteq J + C_K(T) \), and so is solvable for all \( i \neq 0 \). Moreover the portion of \( \sum_{j=1}^{p-1} K_j \) lying in \( G \) in fact lies in \( J \). In case (2) all assertions except for the fact that \( K^{(\theta)} \) is Witt or Hamiltonian can be verified precisely as in the proof of Lemma 2.2.

What remains to be shown in both case (1) and case (2) is that \( K^{(\theta)} \) is Witt or Hamiltonian and that \( U^{(\theta)} \) normalizes \( J \). Observe that \( J \) is the unique maximal ideal of \( G \), and it is nilpotent and \( T \)-invariant. For any root vector \( y \in L_{i\theta} \), let \( \bar{y} := \pi(y) \) and consider

\[ I_\bar{y} := \sum_{k \geq 0} (\text{ad} \, \bar{y})^k(J). \]

Since \([\bar{z}, \bar{y}] \in G \) for all \( \bar{z} \in G \) and since \( J \) is an ideal of \( G \), \( I_\bar{y} \) is an ideal of \( G \) which contains \( J \) and is \( T \)-invariant. If \( I_\bar{y} \subseteq J \) for all \( \bar{y} \in \bigcup_{i \in \mathbb{Z}_p} K_{i\theta} \), then \([K^{(\theta)}, J] \subseteq J \). As \( J \) is \( T \)-invariant and an ideal of \( G \), it would be a nilpotent ideal of \( K + T \), which is impossible. Thus, there is an \( i \in \mathbb{Z}_p \) and \( y \in L_{i\theta} \) such that \( I := I_\bar{y} \) is not contained in \( J \). The maximality of \( J \) shows that \( I = G \). It follows that

\[ H \cap G = H \cap J + \sum_{k \geq 1} (\text{ad} \, \bar{y})^k J_{-k\theta}. \]

If \( i = 0 \), then \( H \cap G \subseteq H \cap J + \hat{H}^{(1)}(1) \) and \( H \cap G \) would act nilpotently on \( G \). This contradiction shows that \( i \neq 0 \), and we may replace \( \theta \) by an appropriate multiple if necessary to obtain \( y \in L_{\theta} \). Observe that \( \bar{y} \notin (\text{Der} \, S) \otimes \mathcal{A}(n:1) \) since \( J \) is not invariant under \( \text{ad} \, \bar{y} \).

Now \( K_{\theta} \cap G \) is an ideal of \( K^{(\theta)} \) (as \( G \) is an ideal of \( K \)). Since no nonzero multiple of \( \theta \) is a root of \( \mathfrak{T} \) on \( G/J \), it must be that \( K^{(\theta)} \cap G \subseteq J + H \). Thus, \( K^{(\theta)} \cap G \) is solvable and \( K^{(\theta)} \cap G \subseteq \mathfrak{rad}K^{(\theta)} \). Now as \( J_{-\theta} \subseteq \mathfrak{rad}K^{(\theta)} \), we have

\[ \Phi := \{ \lambda \mid \lambda([y, (\mathfrak{rad}L^{(\theta)})_{-\theta}]) \neq 0 \} \neq \emptyset. \]

Schue's Lemma (see, for example, [BW4, Lemma 1.12.1]) implies that

\[ H = \sum_{\lambda \in \Phi} [L_\lambda, L_{-\lambda}]. \]

Since we are in case (5), \( \theta(H) \neq 0 \). Thus there is a \( \lambda \) with

\[ \lambda([y, (\mathfrak{rad}L^{(\theta)})_{-\theta}]) \neq 0, \quad \text{and} \quad \theta([L_\lambda, L_{-\lambda}]) \neq 0. \]

Let \( M \) be any \( T \)-invariant ideal of the 2-section \( L^{(\lambda, \theta)} \). Assume for some choice of \((r, s) \neq (0, 0), r, s \in \mathbb{Z}_p\) that

\[ (r\theta + s\lambda)(H \cap M) = 0. \]
If $\theta(H \cap M) \neq 0$, then $L_{\theta}$, $(\text{rad } L^{(\theta)})_{-\theta} \subset [L^{(\theta)}, H \cap M] \subset M$. As
$$\theta([L_{\theta}, (\text{rad } L^{(\theta)})_{-\theta}]) = 0,$$
we obtain from our assumption that
$$0 = (r \theta + s \lambda)([L_{\theta}, (\text{rad } L^{(\theta)})_{-\theta}]) = s \lambda([L_{\theta}, (\text{rad } L^{(\theta)})_{-\theta}]).$$
Then (*) implies that $s = 0$. Therefore, $r \theta(H \cap M) = 0$, and as $\theta(H \cap M) \neq 0$ we obtain the contradiction $(r, s) = (0, 0)$. Thus, $\theta(H \cap M) = 0$ must hold. Similarly, if $\lambda(H \cap M) \neq 0$, then $L_{\lambda}$, $L_{-\lambda} \subset [L^{(\lambda)}, H \cap M] \subset M$, and $[L_{\lambda}, L_{-\lambda}] \subset H \cap M$. Then $\theta([L_{\lambda}, L_{-\lambda}]) \neq 0$ implies $\theta(H \cap M) \neq 0$, a contradiction. Thus, the above assumption implies that $\theta(H \cap M) = 0$, $\lambda(H \cap M) = 0$, and hence that $(i \theta + j \lambda)(H \cap M) = 0$ for all $i, j$.

Now it follows from (*) that
$$L_{j\theta} = [L_{j\theta}, [L_{\theta}, L_{-\theta}]] \quad \text{and} \quad L_{j\lambda} = [L_{j\lambda}, [L_{\theta}, L_{-\theta}]]$$
for all $j \neq 0$. Thus, $L^{(\theta, \lambda)}$ is nonsolvable, and hence not of type (1). If $L^{(\theta, \lambda)}$ is of type (2)–(7), there is a $T$-invariant ideal $M$ of $L^{(\theta, \lambda)}$ such that $H \cap M$ vanishes on one root $r \theta + s \lambda$, but not all linear combinations of $\theta$ and $\lambda$. We conclude from the argument of the previous paragraph that $L^{(\theta, \lambda)}$ must be of type (8).

Suppose first that $(L^{(\theta, \lambda)} + T)/I^{(\theta, \lambda)} \supset S'$ where the unique minimal ideal $S'$ is classical. Then $(\text{rad } L^{(\theta)})_{-\theta}$ maps to 0 in this quotient algebra, which contradicts (*). We may assume then that $S'$ is nonclassical. If $\theta$ is solvable or classical, then $\pi_{\theta, \lambda}(L^{(\theta)}) \subset (\text{Der } S')_{(0)}$. As $(\text{Der } S')_{(0)}/(\text{Der } S')_{(1)}$ is classical reductive, we obtain that $(\text{rad } L^{(\theta)})_{-\theta}$ maps into $(\text{Der } S')_{(1)}$, which implies that $\pi_{\theta, \lambda}([L_{\theta}, (\text{rad } L^{(\theta)})_{-\theta}]) \subset (\text{Der } S')_{(1)}$. This contradicts (*). Consequently, $\theta$ must be Witt or Hamiltonian, and $\pi_{\theta, \lambda}(\text{rad } L^{(\theta)}) \subset \pi_{\theta, \lambda}(H) + (\text{Der } S')_{(1)}$. Since according to (*), $[y, (\text{rad } L^{(\theta)})_{-\theta}]$ is not mapped into $(\text{Der } S')_{(1)}$, $\pi_{\theta, \lambda}(y)$ cannot be contained in $(\text{Der } S')_{(0)}$. Thus, $y \notin U^{(\theta)}$. This completes the proof of the lemma. □

We conclude this section with a corollary to the lemma just proven giving more detailed information for 2-sections of type (5).

**Corollary 2.7.** Assume that the hypotheses of Lemma 2.3 hold and let $\theta$, $\eta$, $G$, and $J$ be as in that lemma. Let $M := (\text{Der } S) \otimes A(n \otimes 1)$ so that the normalizer of $J$ in $\text{Der } G$ is given by $N := M \oplus \text{id}_S \otimes W(n \otimes 1)_{(0)}$. Then $K^{(\eta+i\theta)} \subset G + H$ for all $i$;
$$\overline{H} \subset N := (\text{Der } S)_{(0)} \otimes F + (\text{Der } S) \otimes \left( \sum_i x_i^i A(n \otimes 1) \right) + \text{id}_S \otimes W(n \otimes 1)_{(0)}$$
and the following hold:

- **Case (1):** (i) $K^{(\eta+i\theta)} = K^{(\eta+i\theta)} \cap (J + \overline{H}) = \pi(U^{(\eta+i\theta)})$ for all $i \neq 0$; (ii) $K^{(\theta)} \cap M = K^{(\theta)} \cap (J + (\overline{H} \cap M)) \subset \pi(U^{(\theta)})$; (iii) $K^{(\theta)} \cap N_0 = \pi(U^{(\theta)})$; and (iv) $K^{(\eta)} \cap (J + S_{(0)} \otimes F + \overline{H}) = \pi(U^{(\eta)})$.

- **Case (2):** (i) $K^{(\eta+i\theta)} = K^{(\eta+i\theta)} \cap (J + S_{(0)} \otimes F + \overline{H}) = \pi(U^{(\eta+i\theta)})$ for all $i$; (ii) $K^{(\eta+i\theta)} = \pi(U^{(\eta+i\theta)})$ for all $i \neq \pm 1$; (iii) $K^{(\theta)} \cap M = K^{(\theta)} \cap (J + S_{(0)} \otimes F + (\overline{H} \cap M))$; and (iv) $K^{(\eta)} \cap N_0 = \pi(U^{(\eta)})$. Consequently, $\pi(U^{(\xi)}) = K^{(\xi)} \cap N_0$ for
all roots \( \zeta \neq 0 \). If \( L_\zeta \not\subset Q \cap L^{(\alpha, \beta)} \), then \( \zeta \in \{ \pm \eta, \pm \theta \} \) in case (1). In case (2) there is an \( m \neq 0 \) such that if \( L_\zeta \not\subset Q \cap L^{(\alpha, \beta)} \), then \( \zeta \in \{ \pm \eta + \theta, m\theta \} \) if \( \theta \) is Witt, and \( \zeta \in \{ \pm \eta + \theta, \pm m\theta \} \) if \( \theta \) is Hamiltonian.

**Remark.** Just as in Lemma 2.4, in Corollary 2.7 \( (\text{Der} S)(0) = S(0) = S \) when \( S = sl(2) \).

**Proof.** That \( K^{(n+\theta)} \subset G + H \) follows from the existence of a nonzero toral element \( t_\theta \in G \cap \ker \theta \). The second paragraph of the proof of Lemma 2.3 shows that \( H \subset N \). When \( S = sl(2) \) or \( W(1 : i) \), \( \text{Der} S = \text{ad} S \), and when \( S = H(2 : 1)^{(2)} \), \( \text{Der} S = \text{ad} S + V \) where

\[
V = \langle \mathcal{D}(x^{n+1}) \otimes 1 \mid i = 1, 2 \rangle \oplus \langle (x^{n+1}D_1 + x^{n+2}D_2) \otimes 1 \rangle \subset (\text{Der} S)(0).
\]

Therefore \( H \cap M \subset \text{ad} S(0) + V \) (where \( V = 0 \) when \( S \cong sl(2) \) or \( W(1 : 1) \)).

Case (1): Statements (i), (ii), and (iv) follow directly from the proof just completed. For (iii), let \( W := \text{ids} \otimes W(n : 1) \); and \( W_{(i)} := \text{ids} \otimes W(n : 1)_{(i)} \). Then \( N = M \oplus W_{(0)} \). It follows from what we have established in Lemma 2.3 that \( K^{(0)} \cap N \subset J + (H \cap G) + V \). Then \( K^{(0)} \cap M \) is a solvable ideal of \( K^{(0)} \cap N \). Moreover,

\[
(K^{(0)} \cap N) / (K^{(0)} \cap M) \cong (K^{(0)} \cap N + M) / M \subset N / M \cong W(0).
\]

Since \( W_{(0)} / W_{(1)} \) is one-dimensional or isomorphic to \( gl(2) \), any subalgebra of \( W_{(0)} \) is compositionally classical. Thus, we see that \( (K^{(0)} \cap N) / (K^{(0)} \cap M) \) and \( K^{(0)} \cap N \) are compositionally classical. Lemma 2.3 shows that \( \pi(U^{(\theta)}) \subset N \).

Thus, \( \pi(U^{(\theta)}) = K^{(0)} \cap N = K^{(0)} \cap N_0 \).

Case (2): The first three statements follow from the proof of Lemma 2.3. For part (iv) observe that \( K^{(0)} \cap M \subset J + S(0) \otimes F + V \) where \( V \) is as in case (1). The remainder of the argument is identical to that in case (1).

In either case we have \( \pi(U^{(\zeta)}) = K^{(0)} \cap N_0 \). In case (1) the only nonclassical 1-sections are \( L^{(\eta)}, L^{(\theta)} \). The assertion is just a matter of normalizing \( \eta \) and \( \theta \). In case (2) the only nonclassical 1-sections are \( L^{(\eta-\theta)}, L^{(\eta+\theta)}, L^{(\theta)} \), and \( L^{(\eta-\theta)}, L^{(\eta+\theta)} \) are Witt. Let \( \zeta \in \mathbb{Z}_p(\eta - \theta) \) be the unique root such that \( L_\zeta \not\subset U^{(\eta-\theta)} \). Consider the homomorphism \( \pi : L^{(\eta-\theta)} \to \text{Der} S \). Then \( \pi(L^{(\eta-\theta)}) \not\subset (\text{Der} S)(0) \), and the normalization of Lemma 2.3 yields that \( \pi(L^{(\eta-\theta)}) \) is spanned by \( D_1 \). Hence \( \zeta = -\eta + \theta \). Similarly the root space \( L^{(\eta+\theta)} \) sticks out of \( U^{(\eta-\theta)} \). If \( \theta \) is Witt, then there is a unique root \( \zeta \in \mathbb{Z}_p \theta \) with \( L_\zeta \not\subset U^{(\eta-\theta)} \). Let \( \zeta = m\theta \). If \( \theta \) is Hamiltonian, there are two such roots \( m\theta, n\theta \). By Corollary 1.14, \( n = -m \).

3. **The subalgebra** \( Q(L, T) \)

In this section we show that \( Q = Q(L, T) = \sum_{\alpha \in \Omega(T)} U^{(\alpha)} \) is in fact a subalgebra. The results obtained here are extensions to the general case of results known to hold for restricted simple algebras, (see [BW4, Lemma 12.2.3]).

**Theorem 3.1.** Let \( L \) be a simple Lie algebra over an algebraically closed field \( F \) of characteristic \( p > 7 \). Let \( T \) be an optimal torus of some \( p \)-envelope \((L_p, [p], i)\) of \( L \) and let \( Q = Q(L, T) \) be the subspace defined by (1.12). Then \( Q \) is a \( T \)-invariant subalgebra of \( L \).
Proof. In view of Theorem 1.13 and Corollary 1.14, it suffices to show that 
\([Q_\alpha, Q_\beta] \subseteq Q_{\alpha+\beta}\) whenever \(\alpha, \beta\) are nonzero \(\mathbb{Z}_p\)-independent roots. Hence, we work in the 2-section \(L^{(\alpha, \beta)}\) and apply Theorem 1.15. As in that theorem, let \(I = I^{(\alpha, \beta)}\), the maximal solvable ideal of \(L^{(\alpha, \beta)} + T\), and \(K = \pi(L^{(\alpha, \beta)})\). Then \(I \cap L^{(\alpha)} \subseteq \text{rad} \ L^{(\alpha)} \subseteq U^{(\alpha)}\). Therefore, we may work in \(K\). Choose \(x \in Q_\alpha\), and \(y \in Q_\beta\), and let \(\bar{x} = \pi(x)\) and \(\bar{y} = \pi(y)\).

Consider now the various cases in Theorem 1.15. By the reductions of the previous paragraph, the first case to consider is (3). In this case \([\bar{x}, \bar{y}] = 0\), so the result is clear. In cases (4), (7) (with \(S = H(2 : 1 : \Delta)\)), and (8) (with \(S\) nonclassical), \(\bar{x} \in \pi(U^{(\alpha)}) = K^{(\alpha)} \cap K(0)\), and \(\bar{y} \in \pi(U^{(\beta)}) = K^{(\beta)} \cap K(0)\). Then

\[[\bar{x}, \bar{y}] \subseteq K_{\alpha+\beta} \cap K(0) \subseteq K^{(\alpha+\beta)} \cap K(0) = \pi(U^{(\alpha+\beta)}) \subseteq \pi(U \cap L^{(\alpha, \beta)}).\]

In case (7) (with \(S = H(2 : 1 : \Delta)\)) and case (8) (with \(S\) classical) \(Q \cap L^{(\alpha, \beta)} = L^{(\alpha, \beta)}\), so the result is clear. If \(S = W(1 : 2)\) or \(H(2 : (2, 1))\) in (7), then \(\bar{x} \in K^{(\alpha)} \cap S(0)\) and \(\bar{y} \in K^{(\beta)} \cap S(0)\) by Lemma 2.5. Thus, \([\bar{x}, \bar{y}] \subseteq K_{\alpha+\beta} \cap S(0) \subseteq \pi(U^{(\alpha+\beta)}) \subseteq \pi(U \cap L^{(\alpha, \beta)}).\)

In case (6) we have by Lemma 2.4 that \(\pi(U^{(\zeta)}) = K^{(\zeta)} \subseteq \{\text{Der} \ S\}(0) \otimes F + \{\text{Der} \ S\}(1) \otimes x \mathcal{A}(1 : 1)\) for all roots \(\zeta \neq 0\). Then

\[[\bar{x}, \bar{y}] \subseteq K_{\alpha+\beta} \cap \{\text{Der} \ S\}(0) \otimes F + \{\text{Der} \ S\}(1) \otimes x \mathcal{A}(1 : 1) \subseteq \pi(U^{(\alpha+\beta)}).\]

Similarly in case (5), for each nonzero root \(\zeta\), Corollary 2.7 gives \(\pi(U^{(\zeta)}) = K^{(\zeta)} \cap N_0\) where

\[N_0 = \{\text{Der} \ S\}(0) \otimes F + \{\text{Der} \ S\} \otimes \left(\sum_i x^{\xi_i} A(n : 1)\right) + \text{id}_S \otimes W(n : 1)(0).\]

Thus since \(N_0\) is a subalgebra, \([\bar{x}, \bar{y}] \subseteq K_{\alpha+\beta} \cap N_0 = \pi(U^{(\alpha+\beta)}).\)

Finally \(Q\) is invariant under \(T\) since \(U^{(\zeta)}\) is \(T\)-invariant for each root \(\zeta\), (compare Theorem 1.13). \(\square\)

Theorem 3.2. Let \(L\) be a simple Lie algebra over an algebraically closed field of characteristic \(p > 7\), and suppose that \(T\) is an optimal torus in some \(p\)-envelope of \(L\). Denote by \(Q := Q(L, T)\) the subalgebra defined by Theorem 3.1, and set \(Q^{(\alpha, \beta)} := Q \cap L^{(\alpha, \beta)}\). Let \(J^{(\alpha, \beta)}\) denote the maximal solvable ideal of \(Q^{(\alpha, \beta)} + T\). Set

\[\varrho := \varrho(\alpha, \beta) : Q^{(\alpha, \beta)} + T \to (Q^{(\alpha, \beta)} + T)/J^{(\alpha, \beta)},\]

\[M := M^{(\alpha, \beta)} := \varrho(Q^{(\alpha, \beta)}),\]

\[R := \varrho(T).\]

Then \(M\) is one of the following:

(A) \(M = (0)\). This happens in the following cases of Theorem 1.15.

1. (2) with \(S = W(1 : 1)\),
2. (3) with \(S_1 = S_2 = W(1 : 1)\),
3. (5, case 1) with \(\eta, \theta\) Witt,
4. (6) with \(S = W(1 : 1)\),
5. (7) with \(S = W(1 : 2)\).
(B) \( M \cong sl(2) \). This happens in the following cases of Theorem 1.15.

(2) with \( S \in \{ sl(2), H(2 : 1)^{(2)} \} \),
(3) with \( S_1 = W(1 : 1), S_2 \in \{ sl(2), H(2 : 1)^{(2)} \} \) (or vice versa)
(4) (5, case 1) with \( \eta \) classical or Hamiltonian and \( \theta \) Witt, or \( \eta \) Witt and \( \theta \) Hamiltonian, or (5, case 2) with \( \theta \) Witt,
(7) with \( S = H(2 : 1 : \Delta) \),
(8) with \( S = W(2 : 1), K(3 : 1) \).

(C) \( M \cong sl(2) \oplus sl(2) \). This happens in the following cases of Theorem 1.15.

(3) with \( S_1, S_2 \in \{ sl(2), H(2 : 1)^{(2)} \} \),
(5, case 1) with \( \eta \) classical or Hamiltonian and \( \theta \) Hamiltonian or (5, case 2) with \( \theta \) Hamiltonian.

(D) \( M \cong sl(2) \otimes A(1 : 1) \). This happens in the following cases of Theorem 1.15.

(6) with \( S \in \{ sl(2), H(2 : 1)^{(2)} \} \)
(7) with \( S = H(2 : (2, 1))^{(2)} \).

(E) \( M \cong H(2 : 1 : \phi(\tau))^{(1)} \). This happens in the following case of Theorem 1.15.

(7) with \( S = H(2 : 1 : \phi(\tau))^{(1)} \).

(F) \( M \in \{ A_2, C_2, G_2 \} \). This happens in the following cases of Theorem 1.15.

(8) with \( S = A_2, C_2, G_2, S(3 : 1)^{(1)}, H(4 : 1)^{(2)} \).

Proof. The ideal \( I(\alpha, \beta) \) of \( L(\alpha, \beta) + T \) defined in Theorem 1.15 is contained in \( Q(\alpha, \beta) + T \), and in addition it is a solvable ideal. Thus, \( I(\alpha, \beta) \subseteq J(\alpha, \beta) \), and \( q(Q(\alpha, \beta)) \) is a homomorphic image of \( \pi(Q(\alpha, \beta)) \) in \( K := K(\alpha, \beta) := \pi(L(\alpha, \beta)) \) (in the notation of Theorem 1.15). Therefore, we have to argue in \( K \), and determine the image of \( Q(\alpha, \beta) \) in \( K \) and its \( T \)-invariant solvable radical. Then \( M \) is obtained as the quotient.

It is easy to see that the assertions are true in cases (1), (2), (3), (7) with \( S \cong H(2 : 1 : \phi(\tau))^{(1)} \), and (8) with \( S \) classical.

In cases (4), (7) with \( S = H(2 : 1 : \Delta) \), and (8) with \( S \) nonclassical, \( K \) carries a natural filtration (as was pointed out in \( \S 2 \)). According to Lemmas 2.2, 2.5, and 2.6 and their proofs, \( K(\ell) \) is invariant under \( \bar{T} := n(T) \) for every \( i \), and \( K(0) \) is the image of \( Q(\alpha, \beta) \). Then \( M \) is a homomorphic image of \( K(0)/K(1) \), which is classical reductive.

In case (5) we apply Corollary 2.7 to obtain that \( S \otimes (\sum_{i=1}^{n} x^{\ell_i} A(n : 1)) \) is a \( \pi(Q(\alpha, \beta) + T) \)-invariant ideal which in addition is nilpotent. Thus, there are homomorphisms

\[
\sigma : Q(\alpha, \beta) \to \pi(Q(\alpha, \beta))/\pi(Q(\alpha, \beta)) \cap S \otimes \left( \sum_{i=1}^{n} x^{\ell_i} A(n : 1) \right),
\]

\[
\sigma' : \sigma(Q(\alpha, \beta)) \to M
\]

with solvable \( T \)-invariant kernels. Lemma 2.3 and Corollary 2.7 yield

\[
\sigma(Q(\alpha, \beta)) = S(0) + \sigma(U(\theta)).
\]

Then \( M \) is isomorphic to \( S(0)/\text{rad}S(0) \oplus U(\theta)/\text{rad}U(\theta) \). Note that \( S(0)/\text{rad}S(0) \cong 0 \) if we consider case (1) of type (5) and \( \eta \) is Witt, and \( S(0)/\text{rad}S(0) \cong \)
\[ sl(2) \] in all other cases. Moreover, \( U^{(\theta)} / \text{rad} U^{(\theta)} = (0) \) for \( \theta \) Witt, and \( U^{(\theta)} / \text{rad} U^{(\theta)} \cong sl(2) \) for \( \theta \) Hamiltonian. This settles case (5).

In case (6) with \( S = sl(2) \) every 1-section is classical or solvable. Thus, \( \pi(Q^{(\alpha, \beta)}) = K \), and \( M \) is of type (D). When \( S = W(1: \frac{1}{2}) \), then \( \text{Der} S = \text{ad} S \). Let \( \text{Der} S_{(0)} \cong W(1: \frac{1}{2})_{(0)} \) denote the maximum compositionally classical subalgebra. We have (compare Lemma 2.4)

\[
\pi(Q^{(\alpha, \beta)}) \subseteq (\text{Der} S)_{(0)} \otimes F + (\text{Der} S)_{(1)} \otimes xA(1: 1)
\]
\[
\cong W(1: \frac{1}{2})_{(0)} \otimes F + W(1: \frac{1}{2}) \otimes xA(1: 1),
\]

which is solvable. Thus, \( M = (0) \).

In case (7) with \( S = W(1: \frac{1}{2}) \), \( K \) has a solvable subalgebra \( W(1: \frac{1}{2})_{(0)} \) which, although it is not \( T \)-invariant, contains the image of \( Q^{(\alpha, \beta)} \). Thus, \( Q^{(\alpha, \beta)} \) is solvable in this case and \( M = (0) \).

There are two remaining cases to consider: (6) with \( S = H(2: \frac{1}{2})^{(2)} \) and (7) with \( S = H(2: (2, 1))^{(2)} \). In both cases there is a 1-section of \( Q^{(\alpha, \beta)} \) which is solvable and all others are classical. Observe that \( Q^{(\alpha, \beta)} = Q^{(\alpha, \beta)} + (Q^{(\alpha, \beta)} | \mu \in \Omega, i \geq 1) \). Therefore

\[ T \cap (Q^{(\alpha, \beta)} + C(T + Q^{(\alpha, \beta)})) \subset H_p + C(T + Q^{(\alpha, \beta)}) \]

Theorem 1.5 of [S4] now implies that \( \text{TR}(M) \leq \text{TR}(|H, K|) = 1 \). Since \( M \) is not nilpotent, this means that \( \text{TR}(M) = 1 \). As \( M \) is \( T \)-semisimple, there are only two possibilities for \( M \) by [S2, Lemma 6.2]:

\[ M \text{ is semisimple or } M_1 \otimes A(1: \frac{1}{2}) \subset M \subset \text{Der}(M_1 \otimes A(1: \frac{1}{2})) \]

where \( M_1 \) is a simple algebra. When \( M \) is semisimple, [S1, Corollary 4.2] applies, and as every 1-section is solvable or classical, it follows that \( M \cong sl(2) \). Then every 1-section in \( K \) but one is solvable, which is not true in the present case. When \( M_1 \otimes A(1: \frac{1}{2}) \subset M \subset \text{Der}(M_1 \otimes A(1: \frac{1}{2})) \), the same reasoning gives that \( M_1 \cong sl(2) \), and hence that \( sl(2) \otimes A(1: \frac{1}{2}) \subset M \subset sl(2) \otimes A(1: \frac{1}{2}) + F \otimes U \) where \( U \subset W(1: \frac{1}{2}) \). Consider the restricted homomorphism:

\[ \psi: sl(2) \otimes A(1: \frac{1}{2}) + F \otimes W(1: \frac{1}{2}) \]
\[ \rightarrow (sl(2) \otimes A(1: \frac{1}{2}) + F \otimes W(1: \frac{1}{2})/sl(2) \otimes A(1: \frac{1}{2}) \cong W(1: \frac{1}{2}). \]

Since \( sl(2) \otimes xA(1: \frac{1}{2}) \) is \( M \)-invariant, \( M \) is mapped into \( W(1: \frac{1}{2})_{(0)} \). But \( sl(2) \otimes xA(1: \frac{1}{2}) \) is not \((M + T)\)-invariant, and therefore \( \psi(T) \not\subset W(1: \frac{1}{2})_{(0)} \).

Thus, there is an \( \tilde{\tau} \in T \) such that \( \psi(\tilde{\tau}) \) is conjugate under an automorphism \( \phi \) of \( W(1: \frac{1}{2}) \) to \((1 + x)\partial \). Then \( \phi\psi(M) \subset W(1: \frac{1}{2})_{(0)} \) is invariant under \((1 + x)\partial \), which is possible only if \( \phi\psi(M) = 0 \). Hence \( M \subset sl(2) \otimes A(1: \frac{1}{2}) \) and \( M \) is of type D. \( \square \)

4. Classification results

We recall the notion of a standard filtration determined by a maximal subalgebra \( L(0) \) and a subspace \( L(-1) \supset L(0) \). Let \( L(0) \) be a maximal subalgebra of a Lie algebra \( L \) not containing a nonzero ideal of \( L \). Choose a subspace \( L(-1) \supset L(0) \) such that \( L(-1)/L(0) \) is an irreducible \( L(0) \)-submodule of \( L/L(0) \). Define

\[ L_{(i+1)} := \{ x \in L_{(i)} \mid [x, L_{(-1)}] \subseteq L_{(i)} \}, \quad i \geq 0. \]
The assumptions on \( L(0) \) insure that there exist \( k, l \) such that \( L = L_{(-k)} \) and \( L_{(l)} = (0) \). Then \( [L_{(i)}, L_{(j)}] \subseteq L_{(i+j)} \) for all \( i, j \), and \( L_{(1)} \) acts nilpotently on \( L \).

For each subalgebra \( G \) of \( L \), denote by \( R(G, L) \) the maximal ideal of \( G \) which acts nilpotently on \( L \). In the situation described above, \( L_{(1)} \subseteq R(L_{(0)}, L) \). On the other hand, \( R(L_{(0)}, L) \) acts nilpotently on the irreducible module \( L_{(-1)}/L_{(0)} \). The space of vectors annihilated by \( R(L_{(0)}, L) \) is a nonzero \( L_{(0)} \)-submodule, and so must be \( L_{(-1)}/L_{(0)} \). By the definition of \( L_{(1)} \), \( R(L_{(0)}, L) \subseteq L_{(1)} \). Thus, \( R(L_{(0)}, L) = L_{(1)} \).

**Lemma 4.1.** Let \( L \) be simple and \( G \) be a proper subalgebra. If \( [x, L] \subseteq G \) for some \( x \in G \), then \( x \in R(G, L) \).

**Proof.** Embed \( G \) in a maximal subalgebra \( L_{(0)} \), and choose any \( L_{(-1)} \) as above. This defines a filtration for which \( x \in L_{(1)} \cap G \). The latter is an ideal of \( G \) acting nilpotently on \( L \), and is therefore contained in \( R(G, L) \). \( \Box \)

**Theorem 4.2.** Let \( L \) be a simple Lie algebra over an algebraically closed field of characteristic \( p > 1 \). Let \( T \) be an optimal torus in some \( p \)-envelope and \( Q := Q(L, T) \) the subalgebra constructed in Theorem 3.1. Assume that \( Q \neq L \). Let \( T' \subseteq T \) denote a torus which distinguishes the roots (with respect to \( T \)) on \( L/Q \). Then \( Q + T' \) is a maximal subalgebra of \( L + T' \).

**Proof.** Assume that \( G \) is a \( T' \)-invariant subalgebra of \( L \) such that

\[
Q \subseteq G \not\subseteq L.
\]

Since every root space of \( L/Q \) with respect to \( T \) is one-dimensional and \( T' \) distinguishes these root spaces, \( G \) is not only \( T' \)-invariant, but also \( T \)-invariant.

(1) As every \( T \)-module is semisimple, there is a decomposition

\[
G = Q + \sum_{\mu} G \cap L_{\mu}.
\]

The construction of \( Q \) ensures the existence of a nonclassical root \( \alpha \) with

\[
L^{(\alpha)} \cap G \neq L^{(\alpha)} \cap Q.
\]

As \( L^{(\alpha)} \cap Q \) is a maximal subalgebra of \( L^{(\alpha)} \), this implies that \( L^{(\alpha)} \subseteq G \).

(2) Let \( \beta \notin \mathbb{Z}_p \alpha \) be a root and consider the 2-section \( L^{(\alpha, \beta)} \), as well as its \( T \)-semisimple quotient \( K := K^{(\alpha, \beta)} \). Put \( G' := \pi(G \cap L^{(\alpha, \beta)}) \). We now consider the cases in Theorem 1.15. If \( K \) is of type \((6)\) or of type \((7)\) with \( S = W(1 : 2) \) or \( H(2 : (2, 1))(2) \), then there is a root \( \mu \) with \( \mu(H) = 0 \) \((H := \pi(H)) \) which has the additional properties \([\text{BW4, 10.1.1, 11.1.1; S3, IV.4}]\)

\[
K^{(\mu)} \subseteq \pi(G \cap L^{(\alpha, \beta)}) = G',
\]

there exists \( x \in K_{\mu} \) with \( \lambda(x^{[p]}) \neq 0 \) for all \( \lambda \notin \mathbb{Z}_p \mu \).

This element \( x \) acts invertibly on \( \sum_{i \in \mathbb{Z}_p} K_{\lambda + i\mu} \) for all nonzero \( j \). As \( L^{(\alpha)} \) is contained in \( G \), this implies that \( K^{(\alpha)} \subseteq G' \), and hence \( K \subseteq G' \). In all other cases we have

\[
\dim K/G' \leq \dim K/\pi(Q \cap L^{(\alpha, \beta)}) \leq 4.
\]
Then $K^{(\alpha)}$ acts on a composition series of $K/G'$ whose factors have dimension $< p - 1$. Since the socle of $K^{(\alpha)}$ is isomorphic to $W(1 : \frac{1}{3})$ or $H(2 : \frac{1}{3})^{(2)}$, no homomorphic image of $K^{(\alpha)}$ is classical reductive. This means in light of [Ko] that $(K^{(\alpha)})^{(1)}$ acts nilpotently on $K/G'$.

(3) Put $N := \bigcap_{n=0}^{\infty} (L^{(\alpha)})^{(n)}$. Then $N \neq (0)$, $N^{(1)} = N$, and according to (2) $[N, L(\beta)] \subseteq G$ for all nonzero roots $\beta$. Hence $[N, L] \subseteq G$, and Lemma 4.1 implies that $N \subseteq R(G, L)$. Therefore, $N$ would be nilpotent, contradicting the fact that $N^{(1)} = N \neq (0)$. Thus, $G = L$.

(4) As a result of (3) we have that $Q$ is a maximal $T'$-invariant subalgebra. Then $Q + T'$ is a subalgebra of $L + T'$, and since $L \cap T' \subseteq H \subseteq Q$, this subalgebra is different from $L + T'$. Hence it is maximal. $\square$

**Theorem 4.3.** Let $L$ be a simple Lie algebra over an algebraically closed field of characteristic $p > 7$. Suppose $T$ is an optimal torus in some $p$-envelope of $L$, and let $Q = Q(L, T)$ be the subalgebra constructed in Theorem 3.1. Assume that $Q \neq L$. If $L$ has no 2-section of type (8) with $S \cong K(3 : \frac{1}{3})$, then there is a subspace $V$ of $L$ with

$$L = Q \oplus V, \quad [T, V] \subseteq V, \quad V^{(1)} \subseteq Q.$$ 

**Proof.** For any root $\alpha$ we have either $L_\alpha \subseteq Q$ or $\dim L_\alpha/L_\alpha \cap Q = 1$. Let $\Omega$ be the set of roots $\alpha$ with $L_\alpha \neq Q_\alpha$. For $\alpha \in \Omega$ choose $x_\alpha \in L_\alpha$ such that $L_\alpha = Fx_\alpha + L_\alpha \cap Q$, and define

$$V := \sum_{\alpha \in \Omega} Fx_\alpha.$$

We have to prove that $[x_\alpha, x_\beta] \in Q$ for all $\alpha, \beta \in \Omega$.

If $\alpha, \beta$ are $\mathbb{Z}_p$-dependent, then $\alpha$ is Hamiltonian and $\beta = -\alpha$. In this case $[x_\alpha, x_\beta] \in H \subseteq Q$.

Let $\alpha, \beta$ be $\mathbb{Z}_p$-independent roots in $\Omega$. Then $L^{(\alpha, \beta)}$ cannot be of types (1), (2), (7) with $S = H(2 : \frac{1}{3} : \phi(\tau))^{(1)}$, or (8) with $S$ classical of Theorem 1.15, since in these cases there is at most one nonclassical, nonsolvable 1-section. In cases (3), (4), (5, case 1), (7) with $S = H(2 : \frac{1}{3} : \Delta)$, or (8) with $S = W(2 : \frac{1}{3})$ or $H(4 : \frac{1}{3})^{(2)}$, there are at most two nonsolvable and nonclassical 1-sections, which then have to be $L^{(\alpha)}$, $L^{(\beta)}$. Hence, $[x_\alpha, x_\beta] \in L_{\alpha + \beta} \subseteq Q$. For (5, case 2) the only possible roots sticking out of $Q$ are $\pm \eta + \theta, \pm m\theta$. If $\alpha, \beta, \alpha + \beta$ are of that form, then $\alpha = \eta + \theta$ and $\beta = -\eta + \theta$. Then $K_\alpha, K_\beta$ are contained in $S \otimes A(n : \frac{1}{3})$, and hence $[x_\alpha, x_\beta] \in \text{rad } L^{(\theta)} \subseteq Q$.

In case (6) or case (7) with $S = W(1 : \frac{2}{3})$ or $S = H(2 : (2, 1))^{(2)}$, there are roots $\eta, \theta$ with $\eta(H) \neq 0, \theta(H) = 0$ such that $\eta \in \Omega$, and the only roots in $\Omega$ are $\eta + i\theta$ for all $i \in \mathbb{Z}_p$ (when $\eta$ is Witt) and $\pm \eta + i\theta$ for all $i \in \mathbb{Z}_p$ (when $\eta$ is Hamiltonian). Thus, if $\alpha, \beta$ are of this form, then $\alpha + \beta$ is not, and $L_{\alpha + \beta} \subseteq Q$.

Finally, in case (8) with $S = S(3 : \frac{1}{3})^{(1)}$, there are exactly three roots sticking out of $Q$. None of them is the sum of the other two, so the result is clear in this case. Since case (8) with $S = K(3 : \frac{1}{3})$ is assumed not to occur, this completes the proof. $\square$

**Corollary 4.4.** With assumptions as in Theorem 4.3, let $T' \subset T$ denote a torus which distinguishes roots on $L/Q$. Then $L/Q$ is an irreducible $Q + T'$-module.
Proof. Assume that $W$ is a $Q + T'$-submodule of $L$ with $Q \subsetneq W$. Choose $V$ as in Theorem 4.3. Then $W = Q + V \cap W$. Suppose that $x, y \in W$. If $x \in Q$ or $y \in Q$, then $[x, y] \in W$. If both lie outside $Q$, then Theorem 4.3 yields $[x, y] \in Q$. Thus, $W$ is a $T'$-invariant subalgebra properly containing $Q$. The result follows from Theorem 4.2. □

In the situation of Theorem 4.2, $Q + T$ is a maximal subalgebra of $L + T$, which as $L$ is simple, contains no proper ideals of $L + T$. Thus, choosing a suitable $(Q + T)$-invariant subspace $L(-1)$ of $L$ containing $Q$ such that $L(-1)/Q$ is $(Q + T)$-irreducible, we set $(L + T)(-1) := L(-1) + T$. This defines a standard filtration of $L + T$. In this context, we will use a slightly different notation than that introduced at the beginning of the section, as we are interested in $T$-invariant filtrations of $L$. Put

$$Q(i) := L(i)$$

for $i > 0$.

Then

$$L + T \supset \cdots \supset (L + T)(0) = Q + T \supset L(1) = Q(1) \supset \cdots$$

defines a standard filtration of $L + T$ and a $T$-invariant filtration of $L$

$$L \supset \cdots \supset L(-1) \supset Q(0) := Q \supset Q(1) \supset \cdots$$

with $Q(i+1) = \{x \in Q(i) \mid [x, L(-1)] \subset Q(i)\}$, $(i \geq 0)$.

Theorem 4.5. Let $L$ be a simple Lie algebra over an algebraically closed field of characteristic $p > 7$. Assume $T$ is an optimal torus in some $p$-envelope and let $Q$ be the subalgebra constructed in Theorem 3.1. Assume that $Q \neq L$, and no 2-section of type (8) with $S = \mathcal{K}(3 : \frac{1}{3})$ occurs. Let $\alpha$ denote a nonsolvable root. Then

$$\text{rad}(Q \cap L(\alpha)) \subset H + Q(1).$$

Proof. Let $\beta$ denote any nonclassical root, and consider the $T$-semisimple 2-section $K := K(\alpha, \beta) = \pi(L(\alpha, \beta))$. Take any $x \in \text{rad}(L(\alpha) \cap Q)$ and put $y := \pi(x)$.

If $L_\beta \subset Q$ or $L_{\alpha+\beta} \subset Q$, then $[x, L_\beta] \subset Q$. Thus, we consider the case that $L_\beta, L_{\alpha+\beta} \not\subset Q$ and that $\alpha$ is nonsolvable. Then $L(\alpha, \beta)$ is not of types (1), (2), (3), (5, case 1), (6), (7) with $S = W(1 : 2), H(2 : (2, 1))(2)$, or $H(2 : 1 : \phi(\tau))(1)$, or (8) with $S$ classical. When $L(\alpha, \beta)$ is of type (5, case 2), the only possibility is that $\alpha = \pm 2\eta$ and $\beta = \pm \eta + \theta$. Then $K_\alpha, K_\beta \subset S \otimes A(1 : 1)$ and

$$\text{rad}(K(\alpha) \cap \pi(Q)) \subset (\text{Der} S)(1) \otimes A(n : 1) + S \otimes \sum x_i A(n : 1).$$

Therefore, $[x, L_\beta] \subset Q$. To discuss the remaining cases - (4), (7) with $S = H(2 : 1 : \Delta)$, and (8) with $S$ nonclassical but not $K(3 : \frac{1}{3})$, we observe that $x$ was chosen in the radical of $L(\alpha) \cap Q$. In all these cases $y \in \overline{H} + (\text{Der} S)(1)$ is true, and therefore $[y, K_\beta] \subset \pi(Q \cap L(\alpha, \beta))$. As a result, $[x, L_\beta] \subset Q$ for all nonclassical roots. Consequently, $[x, L] \subset Q$, showing that $x \in Q(1)$, as desired. □

This theorem enables us to compare the natural filtration on nonclassical 1-sections with the filtration imposed on these 1-sections by the filtration of $L$ itself. The filtration on the 1-section is obtained as follows. Suppose that $\alpha$ is a Witt or Hamiltonian root, $\sigma : L(\alpha) \rightarrow L(\alpha)/\text{rad} L(\alpha)$ is the natural projection,
and $U^{(\alpha)}$ the maximal $T$-invariant compositionally classical subalgebra. Then $\sigma(L^{(\alpha)})$ carries a natural filtration defined by $\sigma(U^{(\alpha)})$. Let $L^{(\alpha)}_{(i)}$ be the inverse image of the $i$th part of that filtration, so in particular, $L^{(\alpha)}_{(0)} = U^{(\alpha)}$.

**Corollary 4.6.** (1) If $\alpha$ is Witt, then

$$L^{(\alpha)}_{(i)} \subset Q_{(i-1)} + \text{rad } L^{(\alpha)}$$

$$L^{(\alpha)}_{(1)} \subset Q_{(1)} + H.$$  

(2) If $\alpha$ is Hamiltonian, then

$$L^{(\alpha)}_{(i)} \subset Q_{(i)} + H + \text{rad } L^{(\alpha)}.$$  

(3) $Q_{(p-3)} \neq (0)$.

**Proof.** (1) If $\alpha$ is Witt, then $U^{(\alpha)}$ is solvable. According to Theorem 4.5, $U^{(\alpha)} \subset H + Q_{(1)}$. This proves the second statement. Considering $\sigma: L^{(\alpha)} \to L^{(\alpha)}/\text{rad } L^{(\alpha)} \cong W(1: \frac{1}{i})$, we observe that we can find elements $e_1, e_2 \in Q_{(1)}$ such that $L^{(\alpha)}_{(i)} = F(\text{ad } e_1)^{i-2}e_2 + L^{(\alpha)}_{(i+1)} + \ker \sigma$ for every $i \in \{2, \ldots, p-2\}$ (just choose $e_1, e_2$ so that $\sigma(e_1) = x^2d/dx$ and $\sigma(e_2) = x^3d/dx$). Therefore $L^{(\alpha)}_{(i)} \subset Q_{(i-1)} + \text{rad } L^{(\alpha)}$, as asserted.

(2) If $\alpha$ is Hamiltonian, then $U^{(\alpha)}/\text{rad } U^{(\alpha)}$ is isomorphic to $sl(2)$. It is well-known that $H(2: \frac{1}{i})_{(i)}$ is the span of $i$-fold products of elements of $H(2: \frac{1}{i})$. (Compare [SF, 4.7.2].) Lifting this information to $L^{(\alpha)}$, we obtain in this case

$$L^{(\alpha)}_{(i)} \subset \{L^{(\alpha)}_{(1)}\}^i + H + \text{rad } L^{(\alpha)} \subset Q_{(1)}^i + H + \text{rad } L^{(\alpha)}$$

$$\subset Q_{(i)} + H + \text{rad } L^{(\alpha)}.$$  

(3) In both cases we have $(0) \neq L^{(\alpha)}_{(p-2)} \subset Q_{(p-3)}$. □

A further direct consequence of Theorem 4.3 is the following classification result.

**Theorem 4.7.** Let $L$ be a simple Lie algebra over an algebraically closed field of characteristic $p > 7$. Assume $T$ is an optimal torus in some $p$-envelope and let $Q = Q(L, T)$ be the subalgebra constructed in Theorem 3.1. If $Q$ is solvable, then $L$ is isomorphic to $W(1: n)$ for some $n \geq 1$.

**Proof.** We first observe that $Q \neq L$ (as $Q$ is solvable and $L$ is simple), and $U^{(\alpha)}$ is solvable for all roots $\alpha$. In particular, no 2-section of $L$ is of type $K(3: \frac{1}{2})$. By Theorem 4.3, we can choose a subspace $V$ with $L = Q + V$, $V^{(1)} \subset Q$. Let $L_{(0)}$ be a maximal $Q$-invariant subspace of $L$ containing $Q$. Then $L_{(0)} = Q + L_{(0)} \cap V$ is a maximal subalgebra of $L$, and $L/L_{(0)}$ is an irreducible $L_{(0)}$-module. Consider the associated standard filtration

$$L = L_{(-1)} \supset L_{(0)} \supset L_{(1)} \supset \cdots.$$  

Then $[L, L_{(0)} \cap V] \subset V^{(1)} + [Q, L_{(0)} \cap V] \subset L_{(0)}$. Hence $L_{(0)} \cap V \subset L_{(1)}$ and $L_{(0)}/L_{(1)} \cong Q/\mathcal{Q} \cap L_{(1)}$. The solvability of $Q$ and $L_{(1)}$ implies that $L_{(0)}$ is also solvable. As $L_{0}$ is a maximal subalgebra, [Ku] applies and yields the result. □
THE CLASSIFICATION OF SIMPLE MODULAR LIE ALGEBRAS
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