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Abstract. For a real number \( \alpha \), the floor function \([\alpha]\) is the integer part of \( \alpha \). The sequence \( \{[m\alpha]: m = 1, 2, 3, \ldots\} \) is the Beatty sequence of \( \alpha \). Identities are proved which express the sum of the iterated floor functional \( A^i \) for \( 1 \leq i \leq n \), operating on a nonzero algebraic number \( \alpha \) of degree \( \leq n \), in terms of only \( A^i = [m\alpha], m \) and a bounded term. Applications include discrete chaos (discrete dynamical systems), explicit construction of infinite nonchaotic subsequences of chaotic sequences, discrete order (identities), explicit construction of nontrivial Beatty subsequences, and certain arithmetical semigroups. (Beatty sequences have a large literature in combinatorics. They have also been used in nonperiodic tilings (quasicrystallography), periodic scheduling, computer vision (digital lines), and formal language theory.)

1. Introduction

For a real number \( \alpha \), the integer part or floor function \([\alpha]\) of \( \alpha \) is the largest integer \( \leq \alpha \). The (homogeneous) Beatty sequence of \( \alpha \) is the sequence \( S(\alpha, 0) = \{[m\alpha]: m = 1, 2, 3, \ldots\} \), though the domain may often be taken as some infinite integral interval other than the positive integers. For any integer \( m \), let

\[
A^0(m) = m, \quad A(m) = [m\alpha], \quad A^i(m) = A^{i-1}(A(m)) = A(A^{i-1}(m)).
\]

In §2 we prove an identity which expresses a sum of the iterated functional \( A^i \) for \( 0 \leq i \leq n \), operating on an algebraic number \( \alpha \) of degree \( \leq n \), in terms of only \( A^i(m) \) and \( A^0(m) \) and a term bounded in \( m \). Such an identity, for the single number \( \phi = (1 + \sqrt{5})/2 \) (the golden mean), has been proved and used recently [19, 38] for a number of investigations. In §3 we give an application to "discrete chaos", namely, we construct sequences with bounded discrete range, shown to be aperiodic and dense in one of the cases. This in itself leads to two further directions: (i) Investigation of a special case in which the sequences are periodic with period 1, i.e., regular behavior ("discrete order"). This is taken up in §4. (ii) Explicit construction of infinite nonchaotic, i.e., regular subsequences of chaotic sequences, considered in §5.

A sequence of the form \( S(\alpha, \gamma) = \{[m\alpha + \gamma]: m = 1, 2, 3, \ldots\} \) with real modulus \( \alpha > 0 \) and real residue \( \gamma \) is a Beatty sequence. There is a large literature on Beatty sequences, e.g., [2, 46, 18, 12, 24, 39, 49]. Among other
applications and connections we mention Penrose tilings [35, 36, 29], periodic scheduling [48], formal language theory [5, 31] and computer vision. One of the questions arising in the latter area is: given a (usually finite) sequence of integers, are there $\alpha$ and $\gamma$ such that $T$ is (the prefix of) $S(\alpha, \gamma)$? This spectrum question (terminology due to Graham, I think) has been treated independently in the mathematical literature [23, 6, 7] and in the computer science literature [40, 31, 9, 28], in fact, using different methods. A. Bruckstein told me that M. Werman has “made the connection” between these parallel independent lines of investigations. (In fact, Werman had heard my lectures on these topics at the Weizmann Institute and later worked in computer vision.)

A disjoint covering system (DCS) is a finite collection of Beatty sequences which partitions the positive integers. It is an integer DCS if all its moduli are integers, in which case we write it as $\bigcup_{i=1}^{m} S(a_i, b_i)$ with $-a_i < b_i \leq 0$ ($1 \leq i \leq m$); a rational DCS if all its moduli are rational; and an irrational DCS if all its moduli are irrational. Using nonelementary methods, Mirsky, Newman, Davenport, and Rado, proved that the two largest moduli of an integer DCS are equal (see [11]). For an elementary proof see [3].

**Proposition I.** For $\alpha > 0$ irrational, $\{s(\alpha, \gamma), s(\beta, \delta)\}$ is a DCS if and only if

$$\frac{1}{\alpha} + \frac{1}{\beta} = 1, \quad \frac{\gamma}{\alpha} + \frac{\delta}{\beta} = 0, \quad m\beta + \delta = K \quad (m, K \text{ integers}) \Rightarrow m \leq 0.$$ 

See [13, 2, 43, 44, 1, 22]. We conjectured that for every DCS $\bigcup_{i=1}^{m} S(\alpha_i, \beta_i)$ with $m \geq 3$, $\alpha_i/\alpha_j$ is an integer for some $i \neq j$, and that in fact $\alpha_i = \alpha_j$ except for the case $\alpha_i = (2^m - 1)/2^{m-i}$ ($i = 1, \ldots, m$) [14]. For special cases of the conjecture with rational DCS see [33, 4, 41, 42, 10]. Graham [22] has proved that for irrational DCS, $m \geq 3$ implies $\alpha_i = \alpha_j$ for some $i \neq j$, so the conjecture holds for integer and irrational DCS, but is curiously still open for rational DCS. Graham’s proof consists of showing that for $m \geq 3$ every irrational DCS has a “kernel” consisting of some $\{S(\alpha, \gamma), S(\beta, \delta)\}$ satisfying the hypothesis of Proposition I, and all the moduli are integer multiples of $\alpha$ and $\beta$, so the result follows as for integer DCS.

We define a Beatty subsequence $S(\zeta, \eta) \subset S(\alpha, \gamma)$ to be nontrivial if $\zeta/\alpha$ is irrational, trivial if $\zeta/\alpha$ is an integer. In view of Graham’s result, it is natural to ask whether nontrivial Beatty subsequences exist. Using the basic identity of §2 we demonstrate in §6 existence of nontrivial subsequences of $S(\alpha, 0)$ for an infinite class of irrational $\alpha$, $1 < \alpha < 2$.

For $1 < \alpha < 2$, $S(\alpha, 0)$ consists of short blocks of $\lfloor \beta \rfloor - 1$ consecutive integers and long blocks of $\lfloor \beta \rfloor$ consecutive integers, where $\alpha^{-1} + \beta^{-1} = 1$. What is the precise location of all the long blocks in $S(\alpha, 0)$? Our methods permit to answer this question for the same infinite family of $\alpha$, as well as to show precisely, for this family, when the complement of a Beatty subsequence with respect to a Beatty sequence is itself a Beatty sequence (§6).

The peculiar multiplication rule $k \times l = (3/2)kl$ is associative but does not always produce an integer for integers $k$ and $l$. If we force the result to be an integer, i.e., by writing $k \times l = [(3/2)kl]$, we no longer have an associative operation. For example, $(3 \times 5) \times 7 = 231$, while $3 \times (5 \times 7) = 234$. It would seem exceptional to find associativity in operations whose definition involves truncation. In the final §7 we exhibit several such exceptional cases. We also
exhibit affine mappings which preserve pairs of the form \((A(m), B(m))\) where
\[ B(m) = \lfloor m\beta \rfloor, \quad \alpha^{-1} + \beta^{-1} = 1. \]
In both cases we generalize but a small sample of results about operations on the golden mean in [19, 38] to similar operations on certain infinite classes of algebraic numbers, using the basic identity of §2. We close by indicating some directions for further work.

Note that the basic identity of §2 is used both for exhibiting chaotic behavior (in §3) and to prove regularity properties of algebraic numbers (§§4–7).

We denote by \(\mathbb{Z}, \mathbb{Z}^0\) and \(\mathbb{Z}^+\) the set of integers, nonnegative integers and positive integers respectively. Also \(\{\alpha\} = \alpha - \lfloor \alpha \rfloor\) is the fractional part of \(\alpha\).

2. Iterated Floor Function and Algebraic Numbers

**Theorem 1.** Let \(n \geq 1\) and \(a_0, \ldots, a_n, m, K, L, M \in \mathbb{Z}\). Suppose that
\[ a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 = 0 \]
has a real nonzero root \(\alpha\). Let \(A(m) = \lfloor m\alpha \rfloor\). Then
\[ A \left(M + Lm + \sum_{i=0}^{n-2} A^i(Ka_{i+2}A(m))\right) = (L - Ka_1)A(m) - Ka_0 m + D, \]
where \(D\) is bounded in \(m\), namely,
\[ D = [M\alpha + (L + Ka_0\alpha^{-1})(m\alpha) - \theta\alpha], \]
\[ \theta = \sum_{i=1}^{n-2} (Ka_{i+2}A(m)\alpha^i - A^i(Ka_{i+2}A(m))). \]

**Proof.** Let \(k \in \mathbb{Z}, l \in \mathbb{Z}^+\). The boundedness of \(D\) follows directly from
\[ 0 \leq k\alpha^l - A^l(k) < \sum_{i=0}^{l-1} \alpha^i. \]
The left-hand side is clear. We use induction on \(l\) (for every \(k\)) for the right-hand side. For \(l = 1\), \(k\alpha - A(k) = \{k\alpha\} < 1\). Suppose it holds for \(l\). Then
\[ k\alpha^{l+1} - A^{l+1}(k) = (A(k) + \{k\alpha\})\alpha^l - A^l(A(k)) \leq \{k\alpha\}d^l + \sum_{i=0}^{l-1} \alpha^i < \sum_{i=0}^l \alpha^i. \]
Denote by \(R\) the right-hand side of (2). Then
\[ R = (L - Ka_1)A(m) - Ka_0 m + [M\alpha + (L + Ka_0\alpha^{-1})(m\alpha - A(m)) - \theta\alpha] \]
\[ = - Ka_1 A(m) + \left[ (M + Lm)\alpha + KA(m) \sum_{i=0}^{n-1} a_{i+1}\alpha^i - \theta\alpha \right] \]
\[ = \left[ M + Lm + KA(m) \sum_{i=0}^{n-2} a_{i+2}\alpha^i \right. \]
\[ 
- \sum_{i=1}^{n-2} (Ka_{i+2}A(m)\alpha^i - A^i(Ka_{i+2}A(m))) \alpha \]
\[ = \left[ M + Lm + \sum_{i=0}^{n-2} A^i(Ka_{i+2}A(m)) \right] \alpha \].
In the first equality we only wrote $m\alpha - A(m)$ for $\{m\alpha\}$. In the second we canceled out the terms $LA(m)$ and $Ka_0m$, and used $a_0\alpha^{-1} = -\sum_{i=0}^{n-1} a_{i+1} \alpha^i$ (from (1)). In the third equality we canceled out the term $KA_1A(m)$ and took out $\alpha$ as a general multiplier. In the last equality we did more cancellations, and wrote $k = A^0(k)$ (for $k = KA_2A(m)$).

Notes. 1. The identity (2) expresses a compound sum of the iterated functional $A^i$ for $0 \leq i \leq n$, operating on an algebraic number of degree $\leq n$, in terms of essentially only $A^i(m)$ and $A^0(m) = m$. Though the $A^i$ appear also in $\theta$, the integer $D = D(m)$ is bounded. In other words, the sum of the $A^i$ on the left-hand side of (2) is "almost linear". The free parameters $K, L, M$ permit to shape (2) into various forms, which enables different applications of the formula.

2. We do not require $a_n \neq 0$, so $\alpha$ is of degree $\leq n$.

3. Identity (2) holds also for $n = 1$ ($\alpha$ rational).

4. $\theta = 0$ for $n < 3$.

5. The special case of identity (2) when $n = 2$ and $\alpha = \phi = (1 + \sqrt{5})/2$ (the golden mean) has been proved and used recently in a series of investigations [19, 20, 38]. In [20] the case where $\alpha$ is any algebraic integer of degree 2 was considered.

6. For any real number $\gamma$, define the (nonhomogeneous) Beatty sequence $S(\alpha, \gamma)$ and $A_\gamma(m)$ by

$$S(\alpha, \gamma) = \{\lfloor m\alpha + \gamma \rfloor : m \in \mathbb{Z}^+\}, \quad A_\gamma(m) = \lfloor m\alpha + \gamma \rfloor.$$

It is not hard to see that (2) holds also with $A$ replaced by $A_\gamma$, except that (3) has then to be replaced by

$$D = \lfloor M\alpha + (L + Ka_0\alpha^{-1})(\{m\alpha + \gamma\} - \gamma) - \theta\alpha + \gamma \rfloor.$$

If $\alpha$ is as in Theorem 1 and so (2) holds, it may be useful for some applications to have a companion identity for $\beta$, where $\alpha^{-1} + \beta^{-1} = 1$. This is done in Corollary 1 below. We first produce in Theorem 2 below a polynomial of degree $\leq n$, which depends on the coefficients of (1), of which $\beta$ is a root.

**Theorem 2.** Suppose that $\alpha$ is a nonzero root of $f(x) = a nx^n + a_{n-1} x^{n-1} + \cdots + a_0$ over some field with $\alpha \neq 1$. Let $\beta^{-1} = 1 - \alpha^{-1}$. Then the polynomial $g(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0$ has a root $\beta$, where

$$b_k = (-1)^{n-k} \sum_{i=0}^{k} \binom{n-i}{n-k} a_i \quad (k = 0, \ldots, n). \quad (4)$$

**Proof.** Since $\alpha \neq 0$, the polynomial $a_n + \cdots + a_1 x^{n-1} + a_0 x^n$ has a root $\alpha^{-1}$. Also $a_n + \cdots + a_1 (x+1)^{n-1} + a_0 (x+1)^n$ has a root $\alpha^{-1} - 1$. Thus $a_n + \cdots + a_1 (1-x)^{n-1} + a_0 (1-x)^n$ has a root $1 - \alpha^{-1}$. If we write

$$a_n + \cdots + a_1 (1-x)^{n-1} + a_0 (1-x)^n = b_n + \cdots + b_1 x^{n-1} + b_0 x^n,$$

then an easy computation shows that

$$b_{n-k} = (-1)^k \sum_{i=0}^{n-k} \binom{n-i}{k} a_i \quad (k = 0, \ldots, n).$$
which is equivalent to (4). With these values of $b_k$, the polynomial $b_n + \cdots + b_1 x^{n-1} + b_0 x^n$ thus has a root $1 - \alpha^{-1}$. Since $\alpha \neq 1$, the polynomial $b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0$ has a root $\beta = 1/(1 - \alpha^{-1})$. □

Write $B(m) = \lfloor m \beta \rfloor$. The following is a companion result to Theorem 1.

**Corollary 1.** Under the hypotheses of Theorem 1 and if $\alpha \neq 1$ and $\beta^{-1} = 1 - \alpha^{-1}$, then

$$
(5) \quad B(M + Lm + \sum_{i=0}^{n-2} B^i(Kb_{i+2}B(m))) = (L - Kb_1)B(m) - Kb_0m + D,
$$

where $D$ is bounded, namely

$$
D = [M\beta + (L + Kb_0\beta^{-1})\lfloor m\beta \rfloor - \theta \beta],
$$

$$
\theta = \sum_{i=1}^{n-2} (Kb_{i+2}B(m)\beta^i - B^i(Kb_{i+2}B(m))),
$$

where $\beta = (1 - \alpha^{-1})^{-1}$ and $b_k$ is given by (4).

### 3. Discrete Chaos or Discrete Dynamical Systems

D. Hofstadter [26] defined a sequence $\{a_n\}$ by

$$
a_1 = a_2 = 1, \quad a_m = a_{m-a_{m-1}} + a_{m-a_{m-2}} \quad (m \geq 3),
$$

which he called a “strange” recursion, since the subscripts depend on terms of the sequence itself. This and some other “strange” sequences appear to behave quite irregularly and are likely to produce good “pseudo-random” numbers, whereas other “strange” sequences are more regular. The theory of strange recursions has been called “discrete chaos” by Golomb [21]. One of the difficulties of this theory is to decide whether a strange looking sequence is indeed “crazy”, or contains regular structure, if hidden. A case in point is the sequence

$$
a_1 = a_2 = 1, \quad a_m = a_{m-a_{m-1}} + a_{a_{m-1}} \quad (m \geq 3)
$$
defined by J. H. Conway, which he believed to have unpredictable convergence behavior, but Mallows [30] established enough of the structure to exhibit the asymptotic behavior.

Rather than discussing discrete chaos in the context of a single sequence, such as the Hofstadter or Conway sequences, we consider here relations involving terms of two sequences $a(m)$ and $b(m)$, which appear in one another indices to arbitrary depth. An example of depth 2 is $a_m - b_{a_m} = x(m)$, where $x(m)$ is a suitable function of $m$. Typesetters may be happier to write this in the form $ab(m) - ba(m) = x(m)$. Also mathematicians will be happier with this notation, since it enables to write such relations conveniently to arbitrary depth $k$,

$$
(6) \quad (ab)^k(m) - (ba)^k(m) = x(m),
$$

where $(ab)^k$ and similar expressions in the sequel denote composition. Though in (6) $x$ depends on $k$ in addition to $m$, we wish to investigate (6) for every fixed $k \in \mathbb{Z}^+$. 
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Call a solution \( \{(a(m)), (b(m)), (x(m))\}: m = 1, 2, \ldots \) of (6) chaotic if \( x(m) \) is bounded in \( m \). If a chaotic solution exists, we also say that (6) is chaotic. Several questions can be asked about relations of the form (6). For example

(i) Find a set \( S \) of chaotic solutions for every \( k \in \mathbb{Z}^+ \).

(ii) Find a set \( T \) of solutions of (6) for which \( x(m) = x \) is constant for all \( m \). In this case (6) is a functional equation, and every solution in \( T \) is regular (discrete order). For example, any arithmetic progression is in \( T \) for (6). Are there additional solutions?

(iii) For every set of chaotic solutions of (6), construct infinite subsequences \( \{m_i\} \subseteq \mathbb{Z} \) for which \( x = x(m) \) is constant when \( m \) is restricted to \( \{m_i\} \) in (6).

For approaching these questions, let \( t \in \mathbb{Z}^+ \), and let \( \alpha > 0 \) satisfy

\[
\frac{1}{\alpha} + \frac{1}{\alpha + t} = 1,
\]

i.e. the polynomial

\[
x^2 + (t - 2)x - t = 0
\]

has the positive solution

\[
\alpha = \frac{2 - t + \sqrt{t^2 + 4}}{2},
\]

and let

\[
\beta = \alpha + t.
\]

We assume \( m \neq 0 \) throughout. The special case of (2) for \( n = 2 \) and the polynomial (8) (so \( a_2 = 1, a_1 = t - 2, a_0 = -t \)) is

\[
A(M + Lm + KA(m)) = (L - K(t - 2))A(m) + Ktm + D,
\]

\[
D = [M\alpha + (L - K\alpha^{t-1})\{m\alpha\}].
\]

The special case of (5) for \( n = 2 \) and \( \beta \) given by (10) (so \( \beta \) satisfies \( x^2 - (t + 2)x + t = 0 \)) is

\[
B(M + Lm + KB(m)) = (L + K(t + 2))B(m) - Ktm + D,
\]

\[
D = [M\beta + (L + K\beta^{-1})\{m\beta\}].
\]

Define

\[
\delta(m) = [(\alpha + t - 2)\{m\alpha\}] + 1,
\]

which is \( -D \) of (11) for \( M = L = 0, K = 1 \).

From (9), \( 1 < \alpha < 2 \), hence

\[
1 \leq \delta(m) \leq t.
\]

Put \( K = 1, L = M = 0 \) in (11). Then \( A^2(m) = (2 - t)A(m) + tm + [-t\alpha^{-1}\{m\alpha\}] \). By (8), \( -t\alpha^{-1} = 2 - t - \alpha \). Also for \( x \) nonintegral, \( |x| + |-x| = -1 \). Hence

\[
A^2(m) = B(m) - (t - 1)A(m) - \delta(m).
\]
Put $K = 1$, $L = M = 0$ in (12). Then $B^2(m) = (t + 2)B(m) - tm + \lfloor t\beta^{-1}\{m\beta\} \rfloor$. Now $t\beta^{-1} = t + 2 - \beta = 2 - \alpha$, so $0 < t\beta^{-1} < 1$. Hence,

\begin{equation}
B^2(m) = (t + 1)B(m) + A(m).
\end{equation}

Put $K = 1$, $L = t$, $M = 0$ in (11). Then

\begin{equation}
AB(m) = B(m) + A(m).
\end{equation}

Put $K = 1$, $L = -t$, $M = 0$ in (12). Then

\begin{equation}
BA(m) = B(m) + A(m) - \delta(m).
\end{equation}

Replace $m$ by $B(m)$ in (15). Using (16) and (17), we get

\begin{equation}
A^2B(m) = (t + 1)B(m) + A(m).
\end{equation}

Replace $m$ by $A(m)$ in (16). Using (18) and (15), we get

\begin{equation}
B^2A(m) = (2 + t)B(m) + 2A(m) - (2 + t)\delta(m).
\end{equation}

Replace $m$ by $A(m)$ in (17). Using (18) and (15), we get

\begin{equation}
ABA(m) = 2B(m) + (2 - t)A(m) - 3B(m).
\end{equation}

Replace $m$ by $B(m)$ in (18). Using (16) and (17), we get

\begin{equation}
BAB(m) = (2 + t)B(m) + 2A(m) - \delta B(m).
\end{equation}

These identities help to give a chaotic solution of (6) in Corollary 2 below. First we need a technical result, for which we define, for $t \in \mathbb{Z}$,

\begin{equation}
g_k(t) = 2^k \sum_i \left( \frac{k}{2i + 1} \right) \left( \frac{t}{2} \right)^i.
\end{equation}

\begin{equation}
f_k(t) = \frac{1}{2} g_{k+1}(t) + \frac{t}{2} g_k(t),
\end{equation}

\begin{equation}h_k(t) = \frac{1}{2} g_{k+1}(t) - \left( 1 + \frac{t}{2} \right) g_k(t).
\end{equation}

We remark that since $\binom{p}{q} = 0$ for $q < 0$ or $p < q$, a sum such as $\sum_i \binom{k}{2i+1}$ is over all $i = 0, 1, \ldots, \lfloor k/2 \rfloor$. Also note that

$g_k(t) = g_k(-t)$, \quad $g_0(t) = 0$, \quad $f_0(t) = f_0(-t) = 1$, \quad $f_i(\pm t) = 4 \pm t$, \quad $h_0(t) = 1$.

Lemma 1. For $k, t \in \mathbb{Z}^+$ we have

\begin{equation}
f_k(t) = (2 + t)f_{k-1}(t) + 2f_{k-1}(-t),
\end{equation}

\begin{equation}g_k(t) = \frac{1}{2}(f_k(t) + tf_{k-1}(-t))\), \quad h_k(t) = \frac{1}{2}(f_k(t) - tf_{k-1}(-t)),
\end{equation}

\begin{equation}g_k(t) = (2 + t)g_{k-1}(t) + 2h_{k-1}(t), \quad h_k(t) = 2g_{k-1}(t) + (2 - t)h_{k-1}(t).
\end{equation}

Proof. Let $\tau = (t/2)^2 + 1$. Denote the right-hand side of (26) by $R_1$. Using (24) and (23),

\begin{equation}
R_1 = \left( 2 + \frac{t}{2} \right) g_k(t) + \frac{t^2}{2} g_{k-1}(t)
= \left( 2 + \frac{t}{2} \right) 2^k \sum_i \binom{k}{2i+1} \tau^i + (\tau - 1)2^k \sum_i \binom{k-1}{2i+1} \tau^i.
\end{equation}
Let \( R = R_1 - (t/2)g_k(t) \). We use the identity

\[
\binom{l}{j} + \binom{l}{j+1} = \binom{l+1}{j+1}.
\]

Then

\[
R = 2^k \left( 2 \sum_i \binom{k}{2i+1} \tau^i - \sum_i \binom{k-1}{2i+1} \tau^i + \sum_i \binom{k-1}{2i+1} \tau^{i+1} \right)
\]

\[
= 2^k \left( \sum_i \binom{k}{2i+1} \tau^i + \sum_i \binom{k}{2i} \tau^i \right) = 2^k \sum_i \binom{k+1}{2i+1} \tau^i = \frac{1}{2} g_{k+1}(t),
\]

where we used (29) three times. Thus

\[
R_1 = \frac{1}{2} g_{k+1}(t) + \frac{t}{2} g_k(t) = f_k(t)
\]

by (24), proving (26). Let \( R = (f_k(-t) + t f_{k-1}(-t))/2 \). By (24) and (23),

\[
R = \frac{1}{4} (g_{k+1}(t) - t^2 g_{k-1}(t))
\]

\[
= 2^{k-1} \left( \sum_i \binom{k+1}{2i+1} \tau^i - (\tau - 1) \sum_i \binom{k-1}{2i+1} \tau^i \right).
\]

Adding and subtracting \( 2^{k-1} \sum_i \binom{k}{2i} \tau^i \) and using (29), we get

\[
R = 2^k \sum_i \binom{k}{2i+1} \tau^i = g_k(t),
\]

proving the first part of (27). Now let \( R = (f_k(-t) - t f_{k-1}(-t))/2 \). By (24),

\[
R = \frac{1}{4} g_{k+1}(t) - \frac{t}{2} g_k(t) + (\tau - 1) g_{k-1}(t).
\]

Letting \( R_2 = (\tau - 1) g_{k-1}(t) \), we get on using (23),

\[
R_2 = (\tau - 1) 2^{k-1} \sum_i \binom{k-1}{2i+1} \tau^i
\]

\[
= 2^{k-1} \left( \sum_i \binom{k-1}{2i} \tau^i - \sum_i \binom{k-1}{2i+1} \tau^i \right).
\]

Adding and subtracting \( 2^{k-1} \sum_i \binom{k-1}{2i} \tau^i \) and using (29) followed by adding and subtracting \( 2^{k-1} \sum_i \binom{k}{2i+1} \tau^i \) and using (29), we get

\[
R_2 = 2^{k-1} \left( \sum_i \binom{k}{2i} \tau^i - \sum_i \binom{k}{2i+1} \tau^i \right) = \frac{1}{4} g_{k+1}(t) - g_k(t).
\]

Hence

\[
R = \frac{1}{4} g_{k+1}(t) - \frac{t}{2} g_k(t) + \frac{1}{4} g_{k+1}(t) - g_k(t) = h_k(t)
\]

by (25), proving the second part of (27). For proving the first part of (28) we use (25) to write

\[
(2 + t) g_{k-1}(t) + 2 h_{k-1}(t) = (2 + t) g_{k-1}(t) + g_k(t) - (2 + t) g_{k-1}(t) = g_k(t).
\]
For proving the second part, we first note directly from the second part of (27) that it holds for $k = 1$. Denote the right-hand side of (28) by $R$. For $k > 1$ we use (27) (and $g_k(t) = g_k(-t)$) to write

$$R = \frac{1}{2}(2f_{k-1}(t) - 2tf_{k-2}(t) + (2 - t)(f_{k-1}(-t) - tf_{k-2}(-t))).$$

From (26), $f_k(-t) = (2 - t)f_{k-1}(-t) + 2f_{k-1}(t)$. Hence

$$R = \frac{1}{2}(f_k(-t) - tf_{k-1}(-t)) = h_k(t)$$

by (27), establishing (28). \(\square\)

**Theorem 3.** For $\alpha$ and $\beta$ of the form (9) and (10) respectively, $\delta$ given by (13), $k \in \mathbb{Z}^+$, $m \in \mathbb{Z}$, $m \neq 0$, we have

$$AB^k(m) = f_{k-1}(t)B(m) + f_{k-1}(-t)A(m)$$

(30)

$$- \sum_{i=2}^{k} g_{i-1}(t)\delta B(AB)^{k-i}(m),$$

$$(BA)^k(m) = f_{k-1}(t)B(m) + f_{k-1}(-t)A(m)$$

(31)

$$- \sum_{i=1}^{k} f_{i-1}(-t)\delta (BA)^{k-i}(m),$$

$$A(AB)^k(m) = g_k(t)B(m) + h_k(t)A(m)$$

(32)

$$- \sum_{i=1}^{k} g_i(t)\delta (BA)^{k-i}(m),$$

$$A(BA)^k(m) = g_k(t)B(m) + h_k(t)A(m)$$

(33)

$$- \sum_{i=1}^{k} g_i(t)\delta (BA)^{k-i}(m).$$

**Proof.** We use induction on $k$ for any fixed $m \neq 0$. For $k = 1$, (30)-(33) become (17), (18), (19), (21) respectively. Now suppose (30)-(33) hold for $k$.

Replace $m$ by $AB(m)$ in (30). Then by (22) and (19)

$$(AB)^{k+1}(m) = ((2 + t)f_{k-1}(t) + 2f_{k-1}(-t))B(m)$$

$$+ (2f_{k-1}(t) + (2 - t)f_{k-1}(-t))A(m)$$

$$- (f_{k-1}(t) + f_{k-1}(-t))\delta B(m)$$

$$- \sum_{i=2}^{k} g_{i-1}(t)\delta B(AB)^{k+1-i}(m).$$

Now (24) implies $f_{k-1}(t) + f_{k-1}(-t) = g_k(t)$. This and (26) establish the validity of (30).

Replace $m$ by $BA(m)$ in (31). By (20), (21) and (26)

$$(BA)^{k+1}(m) = f_k(t)B(m) + f_k(-t)A(m) - \sum_{i=1}^{k+1} f_{i-1}(t)\delta (BA)^{k+1-i}(m),$$
establishing (31). Now replace \( m \) by \( AB(m) \) in (32). Using (22), (19) and (28),
\[
A(AB)^{k+1}(m) = g_{k+1}(t)B(m) + h_{k+1}(t)A(m) - \sum_{i=1}^{k+1} f_{i-1}(-t)A(AB)^{k+1-i}(m),
\]
where we used \( g_k(t) + h_k(t) = f_k(-t) \) (by (27)). Finally, replace \( m \) by \( BA(m) \) in (33). Using (20), (21) and (28)
\[
A(BA)^{k+1}(m) = g_{k+1}(t)B(m) + h_{k+1}(t)A(m) - \sum_{i=1}^{k+1} g_i(t)\delta(BA)^{k+1-i}(m),
\]
establishing the validity of (33). \( \square \)

**Corollary 2.** For \( k \in \mathbb{Z}^+ \), \( m \in \mathbb{Z} \), \( m \neq 0 \),
\[
(AB)^k(m) - (BA)^k(m)
\]
\[
= \sum_{i=1}^{k} f_{i-1}(t)\delta(AB)^{k-i}(m) - \sum_{i=2}^{k} g_{i-1}(t)\delta(BA)^{k-i}(m),
\]
\[
A(AB)^k(m) - A(BA)^k(m)
\]
\[
= \sum_{i=1}^{k} (g_i(t)\delta(AB)^{k-i}(m) - f_{i-1}(-t)\delta(BA)^{k-i}(m)).
\]

**Proof.** Follows directly from Theorem 3. \( \square \)

It follows from (14) that the right-hand sides of (34) and (35) are bounded in \( m \), so (34) provides a chaotic solution for (6), and (35) a chaotic solution for a similar relation. Many similar chaotic relations involving \( A, B \) can be established. We remark that any finite word over the alphabet \( \{A, B\} \) can be expressed uniquely in terms of \( B(m), A(m) \) and \( \delta(A, B)(m) \), where \( \delta(A, B)(m) \) denotes any finite sum of \( \delta \) operating on words over \( \{A, B\} \). It can also be expressed uniquely in terms of \( B(m), m \) and \( \delta(A, B)(m) \) and also in terms of \( A(m), m \) and \( \delta(A, B) \). The latter case, for the special instance \( \alpha = \phi (t = 1) \), for which \( \delta(m) = 1 \) for all \( m \), was shown in [8].

For the special case \( k = 1 \) of (34) we can say a little more than being chaotic. A function \( Q: \mathbb{Z}^+ \to \mathbb{Z}^+ \) is periodic if there are \( m_0, p \in \mathbb{Z}^+ \) such that \( Q(m+p) = Q(m) \) for all \( m \geq m_0 \). Otherwise it is aperiodic.

**Theorem 4.** For \( k = 1 \), identity (34) is aperiodic for every \( t \geq 2 \), and every integer in \([1, t] \) is assumed infinitely often.

**Proof.** For \( k = 1 \), (34) has the form \( AB(m) - BA(m) = \delta(m) \). Let \( \zeta = \alpha + t - 2 \). Then \( t - 1 < \zeta < t \), and \( \delta(m) = [\{m\alpha\}]\zeta + 1 \). Suppose there exist \( m_0, p \in \mathbb{Z}^+ \) such that \( \delta(m+p) = \delta(m) \) for all \( m \geq m_0 \). Then also \( \delta(m) = \delta(m+lp) \) for all \( m \geq m_0 \) and all \( l \in \mathbb{Z}^+ \). Choose some \( m_1 \geq m_0 \) such that \( [\{m_1\alpha\}]\zeta = 0 \). This can be done in view of the density of \( \{m\alpha\} \).

Then also \( [\{(m_1+lp)\alpha\}]\zeta = [\{m_1\alpha+l(p\alpha)\}]\zeta = 0 \) for all \( l \in \mathbb{Z}^+ \). But since \( p\alpha \) is irrational, \( \{m_1\alpha+l(p\alpha)\} \) can be made arbitrarily close to 1, so \( [\{(m_1+lp)\alpha\}]\zeta = t - 1 \geq 1 \), a contradiction. The last part follows from the density of \( \{m\alpha\} \) and (13), (14). \( \square \)
ITERATED FLOOR FUNCTION

4. DISCRETE ORDER

Theorem 3 enables to exhibit certain regular, nonchaotic behavior for the special case $t = 1$. As usual we define the Fibonacci numbers $F_i$ by

$$F_{-1} = 0, \quad F_0 = 1, \quad F_k = F_{k-1} + F_{k-2} \quad (k \geq 1).$$

**Theorem 5.** For $t = 1$, i.e., $\alpha = \phi = (1 + \sqrt{5})/2$ and $\beta = \alpha + 1$, $k \in \mathbb{Z}^+$, $m \in \mathbb{Z}$, $m \neq 0$, we have

(36) \hspace{1cm} (AB)^k(m) = F_{3k-2}B(m) + F_{3k-3}A(m) - \frac{1}{2}(F_{3k-2} - 1),

(37) \hspace{1cm} (BA)^k(m) = F_{3k-2}B(m) + F_{3k-3}A(m) - \frac{1}{2}(F_{3k} - 1),

(38) \hspace{1cm} A(AB)^k(m) = F_{3k-2}B(m) + F_{3k-3}A(m) - \frac{1}{2}F_{3k-1},

(39) \hspace{1cm} A(BA)^k(m) = F_{3k-2}B(m) + F_{3k-3}A(m) - \frac{1}{2}(F_{3k+1} - 1).

**Proof.** Since by (14) $\delta(m) = 1$ for all $m \in \mathbb{Z}$ when $t = 1$, it suffices to show, in view of Theorem 3,

$$f_{k-1}(1) = F_{3k-2}, \quad f_{k-1}(-1) = F_{3k-3}, \quad g_k(1) = F_{3k-1}, \quad h_k(1) = F_{3k-2},$$

(40) \hspace{1cm} \sum_{i=2}^{k} g_{i-1}(1) = \frac{1}{2}(F_{3k-2} - 1), \quad \sum_{i=1}^{k} f_{i-1}(1) = \frac{1}{2}(F_{3k} - 1),

(41) \hspace{1cm} \sum_{i=1}^{k} f_{i-1}(-1) = \frac{1}{2}F_{3k-1}, \quad \sum_{i=1}^{k} g_{i}(1) = \frac{1}{2}(F_{3k+1} - 1).

The following identity is well known:

$$F_k = \frac{1}{\sqrt{5}} \left( \left( \frac{1 + \sqrt{5}}{2} \right)^{k+1} - \left( \frac{1 - \sqrt{5}}{2} \right)^{k+1} \right).$$

Now $((1 \pm \sqrt{5})/2)^3 = 2 \pm \sqrt{5}$. Hence

(42) \hspace{1cm} F_{3k-1} = \frac{1}{\sqrt{5}} ((2 + \sqrt{5})^k - (2 - \sqrt{5})^k).

Thus,

$$F_{3k-1} = \frac{1}{\sqrt{5}} \left( \sum_{i} \binom{k}{i} 5^{i/2} 2^{k-i} - \sum_{i} \binom{k}{i} (-1)^i 5^{i/2} 2^{k-i} \right)$$

$$= \sum_{i} \binom{k}{2i+1} 5^{i/2} 2^{k-2i}.$$

Hence by (23),

(43) \hspace{1cm} g_k(1) = F_{3k-1}.

Now

$$\left( \frac{1 \pm \sqrt{5}}{2} \right)^{3k-1} = \left( \left( \frac{1 \pm \sqrt{5}}{2} \right)^3 \right)^{k} \frac{2}{1 \pm \sqrt{5}} = (2 \pm \sqrt{5})^k \left( \frac{-1 \pm \sqrt{5}}{2} \right).$$
Hence by (25) and (29),

\[ F_{3k-2} = \frac{1}{\sqrt{5}} \left( \left( \frac{1 + \sqrt{5}}{2} \right)^{3k-1} - \left( \frac{1 - \sqrt{5}}{2} \right)^{3k-1} \right) \]

\[ = \frac{1}{\sqrt{5}} \left( \frac{\sqrt{5} - 1}{2} \sum_i \binom{k}{i} \left( \frac{5}{2} \right)^{3/2} 2^{k-i} + \frac{\sqrt{5} + 1}{2} \sum_i \binom{k}{i} (-1)^i \frac{5}{2} 2^{k-i} \right) \]

\[ = \sum_i \binom{k}{2i} \frac{5}{2} 2^{2k-2i} - \sum_i \binom{k}{2i+1} \frac{5}{2} 2^{2k-2i-1} = h_k(1). \]

From (26), \( f_k(-1) = f_{k-1}(-1) + 2f_{k-1}(1) \), so \( h_k(1) = f_{k-1}(1) \) by (27). Thus,

\( f_{k-1}(1) = h_k(1) = F_{3k-2}. \)

Again from (26), \( 2f_{k-1}(-1) = f_k(1) - 3f_{k-1}(1) = F_{3k+1} - 3F_{3k-2} \), so

\( f_{k-1}(-1) = F_{3k-3}. \)

Identities (40) and (41) are seen to hold for \( k = 1 \). Suppose they hold for \( k \). Then by (43), \( \sum_{i=1}^{k+1} g_i(1) = (F_{3k+2} + 1)/2 + F_{3k-1} = (F_{3k+1} - 1)/2. \) By (44), \( \sum_{i=1}^{k+1} f_i(1) = (F_{3k+1} - 1)/2 + F_{3k-1} = (F_{3k+3} - 1)/2 \), establishing (40). By (45), \( \sum_{i=1}^{k+1} g_i(-1) = F_{3k-1}/2 + F_{3k} = F_{3k+2}/2. \) Finally by (43), \( \sum_{i=1}^{k+1} g_i(1)/2 + F_{3k+2} = (F_{3k+4} - 1)/2 \), establishing (41). \( \square \)

**Corollary 3.** Under the hypotheses of Theorem 5,

\[ (AB)^k(m) - (BA)^k(m) = \frac{1}{2} F_{3k-1}, \]

\[ A(AB)^k(m) - A(BA)^k(m) = \frac{1}{2} (F_{3k} - 1). \]

**Proof.** Follows immediately from Theorem 5. \( \square \)

Note that by equality (42), the right-hand side of (46) has the form \( \frac{1}{2\sqrt{5}}((2 + \sqrt{5})^k - (2 - \sqrt{5})^k) \), which is also the solution of the recursion

\[ C_0 = 0, \quad C_1 = 1, \quad C_k = 4C_{k-1} + C_{k-2} \quad (k \geq 2), \]

which has been considered in [47]. See [45]. Formulas of the form (46) and (47) have also been derived in [8] from the theory of Fibonacci numbers. Another identity of this form is \( B(AB)^k(m) - B(BA)^k(m) = \frac{1}{2} (F_{3k} + 1). \)

### 5. Construction of infinite nonchaotic subsequences of chaotic sequences

We shall illustrate the construction with the special case \( k = 2 \) of (34), namely,

\[ (AB)^2(m) - (BA)^2(m) = (4 + t)\delta(m) - 2\delta B(m) + \delta BA(m). \]

We begin by collecting some relevant facts from the theory of continued fractions. See e.g. [25, 37, 34]. The *simple continued fraction* of a real number \( \alpha \) is

\[ \alpha = c_0 + \cfrac{1}{c_1 + \cfrac{1}{c_2 + \cfrac{1}{\ddots}}}, \]

\[ = [c_0, c_1, c_2, \ldots]. \]
where the $c_i$ are positive integers for $i \geq 1$, $c_0$ any integer. The convergents of $\alpha$ are the numbers $p_i/q_i = [c_0, \ldots, c_i]$, and they satisfy

$$
p_{-1} = 1, \quad p_0 = c_0, \quad p_m = c_mp_{m-1} + p_{m-2} \quad (m \geq 1),
$$

$$
q_{-1} = 0, \quad q_0 = 1, \quad q_m = c_mq_{m-1} + q_{m-2} \quad (m \geq 1).
$$

We remark that these recursions are valid for any real numbers $c_0, c_1, \ldots$.

Every real irrational number $\alpha$ has a unique representation as an infinite simple continued fraction. We also define

$$
c'_m = [c_m, c_{m+1}, \ldots] = c_m + \frac{1}{c'_{m+1}}.
$$

Then

$$
\alpha = c'_0 = [c_0, c'_1] = \frac{c_0c'_1 + 1}{c'_1} = [c_0, \ldots, c_{m-1}, c'_m]
$$

where $p'_m = c'_mp_{m-1} + p_{m-2}$ and $q'_m = c'_mq_{m-1} + q_{m-2}$. The following identities hold:

$$
p_mq_{m-1} - p_{m-1}q_m = (-1)^{m-1}, \quad p_mq_{m-2} - p_{m-2}q_m = (-1)^{m}c_m,
$$

hence, in particular, $p_m/q_m$ is in lowest terms. Now (50) and (51) imply directly, $q_m \alpha - p_m = (-1)^{m}/q'_m$. Thus,

$$
q_{2m} \alpha - p_{2m} = \frac{1}{q_{2m+1}}, \quad q_{2m+1} \alpha - p_{2m+1} = -\frac{1}{q_{2m+2}} \quad (m \geq 0).
$$

In view of (48), we wish to compute $\delta$, $\delta B$, $\delta BA$ for the subsequence of the denominators of the convergents. For doing this we need the following three propositions, which relate to numeration systems induced by the convergents $p_i/q_i$ of a simple continued fraction $\alpha = [c_0, c_1, \ldots]$, $\alpha$ irrational.

**Proposition II.** Every nonnegative integer $N$ has precisely one representation of the form

$$
N = \sum_{i=0}^{k} r_i p_i, \quad 0 \leq r_i \leq c_{i+1}; \quad r_{i+1} = c_{i+2} \Rightarrow r_i = 0 \quad (i \geq 0),
$$

and also precisely one representation of the form

$$
N = \sum_{i=0}^{l} s_i q_i, \quad 0 \leq s_0 < c_1, \quad 0 \leq s_i \leq c_{i+1}; \quad s_i = c_{i+1} \Rightarrow s_{i-1} = 0 \quad (i \geq 1).
$$

See [16].

**Proposition III.** The following identities hold:

$$
p_{2m+1} - 1 = c_{2m+1}p_{2m} + c_{2m-1}P_{2m-2} + \cdots + c_1 p_0,
$$

$$
p_{2m} - 1 = c_{2m}p_{2m-1} + c_{2m-2}p_{2m-3} + \cdots + c_2 p_1,
$$

$$
q_{2m+1} - 1 = c_{2m+1}q_{2m} + c_{2m-1}q_{2m-2} + \cdots + c_3 q_2 + (c_1 - 1)q_0,
$$

$$
q_{2m} - 1 = c_{2m}q_{2m-1} + c_{2m-2}q_{2m-3} + \cdots + c_2 p_1.$$
Proof. We prove e.g. the penultimate identity. Using (49), the right-hand side
= (q_{2m+1} - q_{2m-1}) + (q_{2m-1} - q_{2m-3}) + \cdots + (q_1 - 1) = q_{2m+1} - 1. \quad \Box

Proposition IV. For \( 0 \leq s_0 < c_1, 0 \leq s_i \leq c_{i+1} \) and \( s_i = c_{i+1} \Rightarrow s_{i-1} = 0 \) (\( i \geq 1 \)), we have

\begin{equation}
N = \sum_{i=2k}^{l} s_i q_i \Rightarrow \lfloor N \alpha \rfloor = \sum_{i=2k}^{l} s_i p_i \quad (s_{2k} \neq 0, \ k \geq 0),
\end{equation}

\begin{equation}
N = \sum_{i=2k+1}^{l} s_i q_i \Rightarrow \lfloor N \alpha \rfloor = -1 + \sum_{i=2k+1}^{l} s_i p_i
\end{equation}

\begin{align*}
&= \sum_{i=2k+2}^{l} s_i p_i + (s_{2k+1} - 1)p_{2k+1} \\
&\quad + \sum_{i=0}^{k} c_{2i+1} p_{2i} \quad (s_{2k+1} \neq 0, \ k \geq 0).
\end{align*}

For a proof see [17]. (The second equality of (54) follows from Proposition III.)

For \( \alpha \) of the form (9) we have \( \alpha = [1, t, t, \ldots] \), so we will apply the above results for the special case \( a_0 = 1, a_i = t \) (\( i \geq 1 \)). For example, (49) becomes

\begin{equation}
p_{-1} = 1, \quad p_0 = 1, \quad p_m = tp_{m-1} + p_{m-2} \quad (m \geq 1),
\end{equation}

\begin{equation}
q_{-1} = 0, \quad q_0 = 1, \quad q_m = tq_{m-1} + q_{m-2} \quad (m \geq 1).
\end{equation}

Lemma 2. For \( \alpha \) of the form (9) and for every \( t \in \mathbb{Z}^+ \) we have \( p_m = q_m + q_{m-1} \) (\( m \geq 0 \)).

Proof. The recursions (55) imply the assertion for \( m = 0 \). If it holds for \( m \), then

\begin{equation*}
p_{m+1} = tp_m + p_{m-1} = t(q_m + q_{m-1}) + q_{m-1} + q_{m-2} = q_{m+1} + q_m. \quad \Box
\end{equation*}

To simplify the arguments below we assume \( t > 1 \) throughout, since the case \( t = 1 \) is anyway subsumed by Corollary 3 above.

Theorem 6. There is an integer \( m_0 = m_0(t) \) such that for all \( m \geq m_0 \) and \( t \geq 2 \),

\begin{equation*}
(AB)^2(q_{2m}) - (BA)^2(q_{2m}) = 2t + 1,
\end{equation*}

\begin{equation*}
(AB)^2(q_{2m+1}) - (BA)^2(q_{2m+1}) = \begin{cases} 
  t^2 + 3t + 1 & \text{if } t = 2 \text{ or } 3, \\
  t^2 + 3t & \text{if } t \geq 4,
\end{cases}
\end{equation*}

where \( p_i/q_i \) is the \( i \)th convergent of \( \alpha \).

Proof. By (53), \( \lfloor q_{2m} \alpha \rfloor = p_{2m} \), so by (52),

\begin{equation*}
\{q_{2m} \alpha\} = q_{2m} \alpha - \lfloor q_{2m} \alpha \rfloor = q_{2m} \alpha - p_{2m} = \frac{1}{q_{2m+1}} \to 0
\end{equation*}

as \( m \to \infty \). Hence by (13), for large \( m \),

\begin{equation}
\delta(q_{2m}) = 1.
\end{equation}
By (53), Lemma 2 and (55),
\[ B(q_{2m}) = A(q_{2m}) + tq_{2m} = p_{2m} + tq_{2m} = q_{2m} + q_{2m-1} + tq_{2m} = q_{2m+1} + q_{2m}. \]
Thus by (53), \[ |B(q_{2m})\alpha| = |(q_{2m+1} + q_{2m})\alpha| = p_{2m+1} + p_{2m}, \]
so by (52),
\[ \{B(q_{2m})\alpha\} = (q_{2m+1} + q_{2m})\alpha - (p_{2m+1} + p_{2m}) = -\frac{1}{q_{2m+2}} + \frac{1}{q_{2m+1}} \to 0 \]
as \( m \to \infty \). Hence for large \( m \),
\[ \delta B(q_{2m}) = 1. \]
From (18), (53) and Lemma 2 we have for large \( m \),
\[ BA(q_{2m}) = 2A(q_{2m}) + tq_{2m} - \delta(q_{2m}) = 2p_{2m} + tq_{2m} - 1 \]
\[ = 2q_{2m} + 2q_{2m-1} + tq_{2m} - 1 = q_{2m+1} + 2q_{2m} + q_{2m-1} - 1. \]
Hence by Proposition III,
\[ BA(q_{2m}) = q_{2m+1} + 2q_{2m} + t(q_{2m-2} + q_{2m-4} + \cdots + q_2) + (t-1)q_0. \]
This has the form required by Proposition IV if \( t > 2 \). Thus by (53) we have for \( t > 2 \) and large \( m \),
\[ |BA(q_{2m})\alpha| = p_{2m+1} + 2p_{2m} + t(p_{2m-2} + p_{2m-4} + \cdots + p_2) + (t-1)p_0 \]
\[ = p_{2m+1} + 2p_{2m} + p_{2m-1} - 1 - p_0. \]
Hence for \( t > 2 \) and large \( m \),
\[ \{BA(q_{2m})\alpha\} = (q_{2m+1} + 2q_{2m} + q_{2m-1} - 1)\alpha - (p_{2m+1} - 2p_{2m} + p_{2m-1} - 2) \]
\[ \to 2 - \alpha \] as \( m \to \infty \). For \( t = 2 \) we have \( BA(2m) = q_{2m+1} + (q_{2m+1} - 1) \), which leads to the same asymptotic value \( 2 - \alpha \) for \( \{BA(q_{2m})\alpha\} \). By (13) and (8) we thus have for large \( m \),
\[ \delta BA(q_{2m}) = [(\alpha + t - 2)(2 - \alpha)] + 1 = t - 3 + [2\alpha] = t - 1 \quad (t \geq 2). \]
By (56), (57), (58) we thus have for large \( m \),
\[ (4 + t)\delta(m) - 2\delta B(m) + \delta BA(m) = 2t + 1. \]
The first asymptotic identity of the theorem follows now from (48).
By (54), \( |q_{2m+1}\alpha| = p_{2m+1} - 1 \), hence \( \{q_{2m+1}\alpha\} = q_{2m+1}\alpha - p_{2m+1} + 1 \to 1 \)
as \( m \to \infty \), hence for large \( m \),
\[ \delta(q_{2m+1}) = t. \]
By (54), Proposition III and Lemma 2,
\[ B(q_{2m+1}) = A(q_{2m+1}) + tq_{2m+1} = p_{2m+1} - 1 + tq_{2m+1} \]
\[ = q_{2m+1} + q_{2m} + tq_{2m+1} - 1 = q_{2m+2} + q_{2m+1} - 1 \]
\[ = q_{2m+2} + t(q_{2m} + q_{2m-2} + \cdots + q_2) + (t-1)q_0. \]
Therefore by (53) and Proposition III,
\[ |B(q_{2m+1})\alpha| = p_{2m+2} + t(p_{2m} + p_{2m-2} + \cdots + p_2) + (t-1)p_0 \]
\[ = p_{2m+2} + p_{2m+1} - 2. \]
Hence
\[ \{ B(q_{2m+1}) \alpha \} = (q_{2m+2} + q_{2m+1} - 1) \alpha - (p_{2m+2} + p_{2m-1} - 2) \rightarrow 2 - \alpha \quad \text{as} \quad m \rightarrow \infty. \]
As for \( \delta BA(q_{2m}) \) we thus get for large \( m \),
\[ \delta B(q_{2m+1}) = t - 1 \quad (t \geq 2). \]
From (18), (54) and Lemma 2 we get for large \( m \),
\[ BA(q_{2m+1}) = 2A(q_{2m+1}) + t q_{2m+1} - \delta(q_{2m+1}) = 2(p_{2m+1} - 1) + t q_{2m+1} - t \]
\[ = q_{2m+2} + 2 q_{2m+1} + t(q_{2m-1} + q_{2m-3} + \cdots + q_3) + (t-2)q_1 + (t-1)q_0. \]
Thus for \( t > 2 \), (53) implies for large \( m \),
\[ \{ BA(q_{2m+1}) \alpha \} = p_{2m+2} + 2p_{2m+1} + t(p_{2m-1} + p_{2m-3} + \cdots + p_3) + (t-2)p_1 \]
\[ + (t-1)p_0 = p_{2m+2} + 2p_{2m+1} + p_{2m} - 2p_1 + t - 2. \]
Therefore for \( t > 2 \) and large \( m \),
\[ \{ BA(q_{2m+1}) \alpha \} = (q_{2m+2} + 2q_{2m+1} + q_{2m} - t - 2) \alpha - (p_{2m+2} + 2p_{2m+1} + p_{2m} - t - 4) \]
\[ \rightarrow t + 4 - (t + 2) \alpha \quad \text{as} \quad m \rightarrow \infty. \]
Thus for large \( m \),
\[ \delta BA(q_{2m+1}) = [(\alpha + t - 2)(t + 4 - (t - 12) \alpha)] + 1 = [(t + 4) \alpha] - 7. \]
Using the Binomial Theorem we get
\[ \delta BA(q_{2m+1}) = \begin{cases} t - 1 & \text{for} \quad t = 2, 3, \\ t - 2 & \text{for} \quad t \geq 4. \end{cases} \]
Hence by (59), (60), (61), we have for large \( m \),
\[ (4 + t) \delta(m) - 2 \delta B(m) + \delta BA(m) = t^2 + 3t + 1 - \varepsilon, \]
where \( \varepsilon = 0 \) for \( t = 2, 3 \) and \( \varepsilon = 1 \) for \( t \geq 4 \). \( \Box \)

6. Beatty subsequences

Recall the notation \( S(\alpha, \gamma) = \{ [m \alpha + \gamma] : m = 1, 2, \ldots \} \) for a Beatty sequence. By a subsequence we shall mean a proper subsequence throughout. A trivial Beatty subsequence of \( S(\alpha, \gamma) \) is \( S(l \alpha, \gamma) \) for every integer \( l > 1 \). A Beatty subsequence \( S(\zeta, \eta) \subset S(\alpha, \gamma) \) is nontrivial if \( \zeta/\alpha \) is irrational. Are there nontrivial Beatty subsequences?

Proposition V (Graham [1973]). Every irrational DCS is a convolution of an irrational DCS \( \{ S(\alpha, \gamma), S(\beta, \delta) \} \) with two integer DCS, i.e., it has the form
\[
\left\{ \bigcup_{i=1}^{r} S(a_i \alpha, b_i \alpha + \gamma) \right\} \cup \left\{ \bigcup_{i=1}^{r'} S(a'_i \beta, b'_i \beta + \delta) \right\},
\]
where \( \{ S(a_i, b_i) : 1 \leq i \leq r \} \) and \( \{ S(a'_i, b'_i) : 1 \leq i \leq r' \} \) are two integer DCS.

In a way, Proposition V says that every irrational DCS with more than two moduli is trivial, in the sense that the moduli are integer multiples of two basic "kernel" moduli. Only the ratio of the two kernel moduli is irrational. Does Proposition V imply that there are no nontrivial Beatty subsequences? For answering this question and another one stated below, it is useful to prove the following result.
Theorem 7. For $\alpha$ and $\beta$ of the form (9) and (10) respectively and for every fixed $k \in \{1, 2, \ldots, t\}$ we have

$$kB(m) + A(m) + l \in S(\alpha, 0) \quad \text{for all } l \in \{0, 1, \ldots, k\}.$$  

Proof. Put $K = k$, $L = k(t - 1) + 1$, $M = l$ in (11). Then

$$A(l + k(t - 1)m + m + kA(m)) = (k + l)A(m) + ktm + D,$$

$$D = \left\lfloor l\alpha + (k(t - 1) + 1 - k(\alpha + t - 2))\{ma\} \right\rfloor = \left\lfloor l\alpha + (1 - k(\alpha - 1))\{ma\} \right\rfloor.$$  

Now

$$k(\alpha - 1) = \frac{t}{t + \frac{k}{t + \frac{1}{t + \ldots}}} < 1,$$

for $k \leq t$. Hence $1 - k(\alpha - 1) > 0$, so $l\alpha + (1 - k(\alpha - 1))\{ma\} > l\alpha > l$. Also

$$l\alpha + (1 - k(\alpha - 1))\{ma\} < l\alpha + 1 - k(\alpha - 1) = l + 1 - (k - l)(\alpha - 1) \leq l + 1,$$

for $l \leq k$. Hence $D = l$, so

$$A(kB(m) - (k - 1)m + l) = kB(m) + A(m) + l \quad (l = 0, 1, \ldots, k),$$

which implies (62). \(\square\)

Corollary 4. For $\alpha$ and $\beta$ of the form (9) and (10) respectively, $S(\alpha + k\beta, 0)$ is a nontrivial Beatty subsequence of $S(\alpha, 0)$ for every $k \in \{1, \ldots, t\}$.

Proof. The nontriviality is trivial, so to speak, since $(\alpha + k\beta)/\alpha = k\beta + 1 - k$, which is clearly irrational. The $m$th term of $S(\alpha + k\beta, 0)$ has the form $C_k(m) = \lfloor m(\alpha + k\beta) \rfloor$. Now

$$A(m) + kB(m) \leq \lfloor ma \rfloor + \lfloor km\beta \rfloor \leq C_k(m) \leq m\alpha + km\beta < A(m) + kB(m) + k + 1.$$  

Thus

$$kB(m) + A(m) \leq C_k(m) \leq kB(m) + A(m) + k.$$  

The result now follows since by Theorem 7 every integer in the interval $[kB(m) + A(m), kB(m) + A(m) + k]$ is in $S(\alpha, 0)$. \(\square\)

Since by (7) $\alpha^{-1} + \beta^{-1} = 1$, Proposition I implies that $\{S(\alpha, 0), S(\beta, 0)\}$ is a DCS for $\alpha, \beta$ of the form (9), (10). Now $t + 1 < \beta = \alpha + t < t + 2$, so consecutive terms of $S(\beta, 0)$ are at distances $[\beta] = t + 1$ or $[\beta] = t + 2$ from one another, where $[x]$ is the smallest integer $\geq x$. It follows that $S(\alpha, 0)$ consists of short blocks of $t$ consecutive integers of long blocks of $t + 1$ consecutive integers, separated by a single-integer gap. What is the precise location of all the long blocks within $S(\alpha, 0)$?
Corollary 5. For \( \alpha, \beta \) of the form (9), (10), the long blocks in \( S(\alpha, 0) \) are precisely the intervals

\[
[A(tB(m) - (t-1)m) = tB(m) + A(m),
A(tB(m) - (t-1)m + t) = tB(m) + A(m) + t].
\]

Proof. From (63) with \( k = t \), it follows that \( A(tB(m) - (t-1)m) \) is the beginning of a long block for every \( m \). We have to show that these are the beginnings of all the long blocks. Again by (63), the gap between two consecutive long block beginnings as given by this formula is

\[
G = t(B(m+1) - B(m)) + A(m-1) - A(m).
\]

Now \( A(m+1) - A(m) \in \{1, 2\} \), and \( B(m+1) - B(m) \in \{t+1, t+2\} \). Moreover, since \( \beta = \alpha + t \), it follows that \( A(m+1) - A(m) = 1 \) if and only if \( B(m+1) - B(m) = t+1 \). Thus \( G = t(t+1) + 1 \) or \( G = t(t+2) + 2 \).

It follows from [7], that any two consecutive long blocks in \( S(\alpha, 0) \) are separated either by \( t \) or by \( t - 1 \) short blocks. Every block is followed by a one-integer gap. Hence the gap between two consecutive long block beginnings is \( G_1 = t+2 + (t-1)(t+1) = t(t+1) + 1 \), or \( G_1 = t+2 + t(t+2) = t(t+2) + 2 \). The result now follows since \( G \) and \( G_1 \) have the same two possible values.

It follows from [43], that if there exist positive integers \( a, b \) and positive irrational numbers \( \zeta, \eta \), such that \( a\zeta^{-1} + b\eta^{-1} = 1 \), then \( S(\zeta, 0) \) and \( S(\eta, 0) \) are disjoint. Since by (7), \( \alpha^{-1} + \beta^{-1} = 1 \), it follows from Proposition I that every subsequence of \( S(\alpha, 0) \) is disjoint from \( S(\beta, 0) \). It is easily seen that

\[
\frac{k+1}{\beta} + \frac{1 + kt - k^2}{k\beta + \alpha} = 1, \quad 1 + kt - k^2 \geq 1 \quad \text{for } 0 \leq k \leq t.
\]

Hence Corollary 4 can also be deduced from Skolem's result. However, Theorem 7 and Corollary 5 do not seem to follow from this proof. Writing \( [m(k\beta + \alpha)] = [x\alpha] \) leads to \( [x\alpha] = kB(m)+A(m)+l \) for some \( l \in \{0, \ldots, k\} \) rather than for all \( l \in \{0, \ldots, k\} \), as needed for Corollary 5.

We now ask a related question. If \( S(\zeta, \tau) \subset S(\alpha, 0) \), a Beatty sequence of the form \( S(\eta, w) \) is a complement of \( S(\zeta, \tau) \) (with respect to \( S(\alpha, 0) \)), if \( S(\zeta, \tau) \cup S(\eta, w) = S(\alpha, 0) \) and \( S(\zeta, \tau) \cap S(\eta, w) = \emptyset \).

For example, the trivial subsequence \( S(2\alpha, 0) \subset S(\alpha, 0) \) has complement \( S(2\alpha, -\alpha) \). Does a nontrivial subsequence of \( S(\alpha, 0) \) have a complement with respect to \( S(\alpha, 0) \)?

Theorem 8. For \( \alpha, \beta \) of the form (9), (10), \( S(\alpha+k\beta, 0) \) (with \( k \in \{1, \ldots, t\} \)), has a complement with respect to \( S(\alpha, 0) \) if and only if \( t = 1 \).

Proof. If \( S(\eta, w) \) is a complement of \( S(\alpha+k\beta, 0) \) with respect to \( S(\alpha, 0) \), then a density argument implies \( \eta^{-1} + (\alpha+k\beta)^{-1} = \alpha^{-1} \). This has the solution

\[
\eta = \frac{\beta + (k-t)\alpha}{k}.
\]

If there is a real number \( \gamma \) such that \( S(\eta, w) \cup S(\alpha+k\beta, \gamma) = S(\alpha, 0) \) then \( \{S(\eta, w), S(\alpha+k\beta, \gamma), S(\beta, 0)\} \) must be a DCS by Proposition I (since \( \alpha^{-1} + \beta^{-1} = 1 \)). Consider the three ratios between the three moduli, first

\[
\frac{\alpha+k\beta}{\eta} = \frac{(k+1)\alpha+kt}{(k+1-t)\alpha+t}.
\]

Suppose this ratio is a rational \( p/q \). Then \( k((k+1)\alpha+kt)q = ((k+1-t)\alpha+t)p \), so \( k(k+1)q = (k+1-t)p, k^2tq = tp \), leading to \( k^2 - tk - 1 = 0 \) which has
the irrational solution \( k = \frac{(t \pm \sqrt{t^2 + 4})/2} \), a contradiction. Hence this ratio is irrational. Also \( (\alpha + k\beta)/\beta = \alpha - 1 + k \) is irrational. Hence the third ratio must be rational by Proposition V. This ratio is
\[
\frac{\beta + (k - t)\alpha}{k\beta} = \frac{1}{k} + \frac{k - t}{k}(\alpha - 1),
\]
which is rational if and only if \( k = t \). So a necessary condition for a complement to exist is that

\[
\left\{ S\left(\frac{\beta}{t}, w\right), S\left(\frac{\beta}{\beta - t - 1}, \gamma\right), S(\beta, 0) \right\}
\]
is a DCS, since \( \beta/(\beta - t - 1) = \alpha + t\beta \). But then Proposition V implies that \( S(\beta, 0) \cup S(\beta/t, w) = S(\beta/(t + 1), \delta) \) for some real \( \delta \), and \( \beta/2 = \beta/(2t) = \beta/(t + 1) \), which implies \( t = 1 \). For \( t = 1 \), \( \{ S(\beta/(\beta - 2), 0), S(\beta/2, 0) \} \) is indeed a DCS by Proposition IV, and so is
\[
\left\{ S\left(\frac{\beta}{\beta - 2}, 0\right), S(\beta, 0), S\left(\beta, -\frac{\beta}{2}\right) \right\},
\]
hence \( S(\beta/(\beta - 2), 0) \) and \( S(\beta, -\beta/2) \) are both nontrivial Beatty subsequences of \( S(\alpha, 0) \), and \( S(\beta, -\beta/2) \) is the complement of \( S(\beta/(\beta - 2), 0) \) with respect to \( S(\alpha, 0) \).

7. Associativity and closure of some binary operations

As was stated in §1, we generalize here a few results from [19, 38] to certain infinite classes of algebraic numbers. Many more results can be thus generalized.

For every \( m \in \mathbb{Z} \), define \( z(m) = \{ ma \} \). Note that if \( \alpha \) is irrational, then \( z \) is 1-1.

**Theorem 9.** Let \( \alpha \) be a real algebraic integer of degree 2 satisfying
\[
(64) \quad x^2 + a_1x + a_0 = 0 \quad (a_0, a_1 \in \mathbb{Z}).
\]

Define
\[
(65) \quad k \otimes l = -a_1kl - kA(l) - lA(k).
\]

Then \( z(k \otimes l) = z(k)z(l) \). Thus (i) \( k \otimes l \) is associative, (ii) the set of real numbers \( z(m) \) is closed under ordinary multiplication.

**Proof.** By (64),
\[
z(k)z(l) = (k\alpha - A(k))(l\alpha - A(l))
= -kl(a_1\alpha + a_0) - (kA(l) + lA(k))\alpha + A(k)A(l)
= r + sa,
\]
where
\[
r = A(k)A(l) - a_0kl, \quad s = k \otimes l.
\]
Since \( 0 \leq z(k)z(l) = r + sa < 1 \), we have
\[
(66) \quad z(k)z(l) = r + sa = \{ r + sa \} = \{ s\alpha \} = \{(k \otimes l)\alpha \} = z(k \otimes l),
\]
which shows closure. Also (i) follows since \( z((k \otimes l) \otimes m) = z(k)z(l)z(m) = z(k \otimes (l \otimes m)) \), and since \( z \) is 1-1. □
Corollary 6. $A(k \otimes l) = a_0 kl - A(k)A(l)$.

Proof. By (66),

$$0 = \{s\alpha\} = \{r + s\alpha\} = [r + s\alpha] = r + A(s).$$

Hence

$$A(k \otimes l) = A(s) = -r = a_0 kl - A(k)A(l).$$

Lemma 3. For $\alpha, \beta$ of the form (9), (10), $\zeta = \beta - 1$ and $p_i/q_i$ the $i$th simple continued fraction convergent of $\alpha$, we have

$$q_{m+1}^{i-1} = \{(-1)^m q_m \alpha\} = \zeta^{-m-1} \quad (m \geq 0).$$

Proof. By (52), $(-1)^m (q_m \alpha - p_m) = q_{m+1}^{i-1} = \{(-1)^m q_m \alpha\}$. Note that in the notation of §5,

$$\zeta = \beta - 1 = (t + \sqrt{t^2 + 4})/2 = [t, t, t, \ldots] = c_{m+1}'$$

for all $m \geq 0$ is a root of $x^2 - tx - 1 = 0$. We now show by induction on $m$ that $\zeta q_m + q_{m-1} = \zeta^{m+1}$ $(m \geq 0)$. This is seen to hold for $m = 0, 1$ by (55).

If it holds for $m$ and $m-1$ $(m \geq 1)$, then

$$\zeta q_m + q_m = \zeta(t q_m + q_{m-1}) + t q_m - q_m = t(\zeta q_m + q_{m-1}) + (\zeta q_m + q_{m-2})$$

$$= t \zeta^{m+1} + \zeta^m = \zeta^{m+1} + \zeta^m = \zeta^{m+2}.$$

Thus $q_{m+1}' = c_{m+1}' q_m + q_{m-1} = \zeta q_m + q_{m-1} = \zeta^{m+1}$. □

Theorem 10. For $\alpha, \beta$ of the form (9), (10), $\zeta = \beta - 1$ and for every $k, l \in \mathbb{Z}$ and $m \in \mathbb{Z}^+$, the diophantine equation

$$\{xy\} = \{k\alpha\} \{l\alpha\} \zeta^{-m}$$

has the solution $x = k \otimes l \otimes ((-1)^{m-1} q_{m-1})$.

Proof. By Lemma 3 and Theorem 9,

$$\{xy\} = \{k\alpha\} \{l\alpha\} \zeta^{-m} \{(-1)^{m-1} q_{m-1}\alpha\}$$

$$= z(k \otimes l \otimes ((-1)^{m-1} q_{m-1})).$$

This suggests to define, for every fixed $m \in \mathbb{Z}^+$, a binary operation

$$k \otimes l = k \otimes ((-1)^{m-1} q_{m-1}) \otimes l.$$ 

Theorem 11. For $\alpha, \beta$ of the form (9), (10) and every fixed $m \in \mathbb{Z}^+$, the operation $k \otimes l$ is associative, the maps $z_m(h) = \{h\alpha\} \zeta^{-m}$ satisfy

$$(67) \quad z_m(k \otimes l) = z_m(k) z_m(l),$$

and the operation $k \otimes l$ has the following explicit formula,

$$k \otimes l = (-1)^{m+1} (k l q_{m+1} + (kA(l) + lA(k) - 2k) q_m$$

$$+ (A(k)A(l) - kA(l) - lA(k) + kl) q_{m-1}).$$

Proof. Let $s = k \otimes l$. Show: $h \otimes s = (h \otimes k) \otimes l$. By Theorem 10,

$$z(h \otimes s) = \frac{\{h\alpha\} \{s\alpha\}}{\zeta^m} = \frac{\{h\alpha\} \{k\alpha\} \{l\alpha\}}{\zeta^m} = \frac{z((h \otimes k) \otimes l)}{\zeta^m}.$$
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Associativity follows since $z$ is 1-1. The identity (67) is Theorem 10. For proving the validity of the explicit formula, note that Proposition III implies $A((−1)^{m−1}q_{m−1}) = (−1)^{m−1}p_{m−1}$. Put $h = k \otimes l$. Then by (65) with $a_{1} = t − 2$ (see (8)), and by Lemma 2,

$$k \otimes l = h \otimes ((−1)^{m−1}q_{m−1}) = (−1)^{m}((t − 2)h_{m−1} + h_{p_{m−1}} + A(h)q_{m−1})$$

$$= (−1)^{m}(h(q_{m} − q_{m−1}) + A(h)q_{m−1}).$$

Thus by Corollary 6 (with $a_{0} = −t$),

$$k \otimes l = (−1)^{m}(q_{m} − q_{m−1})(k \otimes l) + A(k \otimes l)q_{m−1}$$

$$= (−1)^{m+1}(q_{m} − q_{m−1})(t − 2)kl + kA(l) + lA(k))$$

$$+ (tkl + A(k)A(l))q_{m−1}$$

$$= (−1)^{m+1}(klq_{m+1} + (kA(l) + lA(k) − 2kl)q_{m}$$

$$+ (A(k)A(l) − kA(l) − lA(k) + kl)q_{m−1}).$$

In particular, the operation

$$k \otimes l = kl(t^2 − 2t + 2) + (kA(l) + lA(k))(t − 1) + A(k)A(l)$$

is associative. This has the simple form $kl + A(k)A(l)$ for $t = 1$.

We now turn to mappings which preserve Wythoff pairs. For $\alpha, \beta$ of the form (9), (10) and for every $m \in \mathbb{Z}_{0}$, we call $W(m) = (A(m), B(m))$ a (generalized) Wythoff pair. (For $t = 1$, the Wythoff pairs are the second player winning positions of a certain variation of Nim, due to the Dutch mathematician Willem Abraham Wythoff (1885-1939) [1907], who obtained his Ph.D. from the University of Amsterdam in 1898 under Professor Korteweg. The above information is included in bibliographic data on Wythoff which Don Knuth tracked down, via a Dutch friend, “as part of my ongoing search for the full names of people cited in my books”, which he kindly communicated to me on December 31, 1990. The generalized Wythoff pairs are, in fact, the second player winning positions of a generalized Wythoff game. See Fraenkel [1982].)

Wythoff pairs will be considered to be either row vectors $(A(m), B(m))$ or column vectors $(A(m), B(m))^{T}$, whatever the context dictates.

**Lemma 4.** A pair $(a, b) \in (\mathbb{Z}_{0})^{2}$ with $0 \leq a \leq b$ is a Wythoff pair if and only if

$$t|(b − a) \quad \text{and} \quad 0 \leq \frac{b − a}{t} + a < 1.$$

**Proof.** Suppose first the conditions hold. By Proposition I, $((A(m), B(m)) : m = 1, 2, \ldots)$ is a DCS. Hence we have the following possibilities:

(i) $a = A(k)$ for some $k \in \mathbb{Z}_{0}$,

(ii) $a = B(k)$ for some $k \in \mathbb{Z}_{0}$.

For (i) the divisibility condition and the inequality imply $(b − a)/t = k$, so $(a, b) = (A(k), B(k))$. For (ii) if $l = (b − a)/t$, then $0 \leq l \alpha − B(k) < 1$, so $A(l) = B(k)$. By Proposition I this implies $l \leq 0$, so also $k \leq 0$, contradicting $k \in \mathbb{Z}_{0}$.

Secondly, assume $(a, b) = (A(m), B(m))$ is a Wythoff pair. Then it is immediate that the two conditions hold. □
Theorem 12. An affine map \( T : (\mathbb{Z}^0)^2 \to (\mathbb{Z}^0)^2 \) sends Wythoff pairs into Wythoff pairs if and only if it has the form

\[
TX = \begin{pmatrix} f & g \\ f + gt & g \end{pmatrix} X + Y = Z, \quad Y = (a, b), \quad f, g \in \mathbb{Z},
\]

where \( X = W(m) \), \( Z = W(l) \) and \( t \mid (b - a) \) imply that \( Y \) itself is a Wythoff pair \( Y = W(k) \) with

\[
0 \leq f - g(\alpha - 1) + \{k\alpha\} \leq 1,
\]

and

\[
l = gA(m) + (f + (t - 1)g)m + k.
\]

Proof. Suppose the affine map \( T \) sends Wythoff pairs into themselves. That is,

\[
\begin{pmatrix} f & g \\ i & j \end{pmatrix} \begin{pmatrix} A(m) \\ B(m) \end{pmatrix} + \begin{pmatrix} a \\ b \end{pmatrix} = \begin{pmatrix} A(l) \\ B(l) \end{pmatrix},
\]

i.e.,

\[
fA(m) + gB(m) + a = A(l), \quad iA(m) + jB(m) + b = B(l).
\]

Subtracting and dividing by \( t \),

\[
l = \frac{i + j - f - g}{t} A(m) + (j - g)m + \frac{b - a}{t}.
\]

This identity implies that \((i + j - f - g)A(m)/t\) is an integer for all \( m \in \mathbb{Z}^0 \), hence \((i + j - f - g)/t\) is an integer. Applying identity (11) with \( K = (i + j - f - g)/t \), \( L = j - g \), \( M = (b - a)/t \), we get

\[
A(l) = (f - i + 2(i + j - f - g)t^{-1})A(m) + (i + j - f - g)m + D,
\]

\[
D = \left[ \frac{b - a}{t} \alpha + (j - g - (i + j - f - g)\alpha^{-1})\{ma\} \right].
\]

Identifying this expression for \( A(l) \) with that of (70) yields

\[
(2(i + j - f - g)t^{-1} - i - g)A(m) + (i + j - f - g - gt)m + D - a = 0.
\]

Since \( A(m)/m \to \alpha \) as \( m \to \infty \) and \( \{ma\} \) varies boundedly with \( m \), we get, after dividing by \( m \) and letting \( m \to \infty \),

\[
(2(i + j - f - g)t^{-1} - i - g)\alpha + i + j - f - g - gt = 0, \quad D = a.
\]

Since \( \alpha \) is irrational, we thus have

\[
i + j = f + g + gt, \quad \frac{2(i + j)}{t} - i = \frac{2(f + g)}{t} + g.
\]

Solving these equations gives

\[
i = g, \quad j = f + gt,
\]

so the matrix has the specified form. Moreover,

\[
a \leq \frac{b - a}{t} \alpha + (f + g(t - 1) - gta^{-1})\{ma\} < a + 1
\]

so by (8),

\[
0 \leq \frac{b - a}{t} \alpha + (f - g(\alpha - 1))\{ma\} - a < 1.
\]
Since this inequality has to hold for all $m \in \mathbb{Z}^0$ and since $\{ma\}$ is dense in $[0, 1)$, it follows that we have
\[
0 \leq \frac{b-a}{t^\alpha} - a + f - g(\alpha - 1) \leq 1, \quad 0 \leq \frac{b-a}{t^\alpha} - a < 1.
\]
The second of these inequalities and Lemma 4 imply $(a, b) = (A(k), B(k))$ for some $k \in \mathbb{Z}^0$. Thus the first inequality becomes (68) as required. Substituting the values of $i, j, a, b$ into (71) gives (69).

Conversely, if the affine map $T$ has the form
\[
\begin{pmatrix} f & g \\ g & f + gt \end{pmatrix} W(m) + W(k) = Z
\]
subject to (68) where $Z = (z_1, z_2)$, then a straightforward computation shows that
\[
tl((z_2 - z_1), \frac{z_2 - z_1}{t} a - z_1 = (f - g(\alpha - 1))\{ma\} + \{ka\},
\]
so by (68) and Lemma 4 it follows that $Z = W(l)$, where $l$ is given by (69).

**Corollary 7.** For any fixed $\alpha, \beta$ of the form (9), (10), there exist two infinite collections of infinite sets $W_1, W_2, \ldots$ and $V_1 \subset V_2 \subset \cdots$ of Wythoff pairs with the property that $P_1 + P_2$ is a Wythoff pair for every $P_1 \in W_i$ and $P_2 \in V_i$ ($i = 1, 2, \ldots$).

**Proof.** By (52), the odd convergents $f_i/g_i = p_{2i+1}/q_{2i+1}$ ($i \geq 0$) of $\alpha - 1$ satisfy
\[
0 < f_i - g_i(\alpha - 1) < g_i^{-1} < 1.
\]
Pick any $(f_i, g_i)$ of this form. The transformation $T$ with $f = f_i$, $g = g_i$ and $k = 0$, applied to all Wythoff pairs $X(m) = (A(m), B(m))$, $m \in \mathbb{Z}^0$, produces an infinity $W_i$ of Wythoff pairs by Theorem 12. Since $\{ka\}$ is dense in $[0, 1)$, there exists an infinite set $K_i$ of $k$ such that (68) holds with $f = f_i$, $g = g_i$ and $k \in K_i$. The infinite set $V_i$ of Wythoff pairs $(A(k), B(k))$ with $k \in K_i$ can be added to $W_i$ to form a set $Z$ of Wythoff pairs by Theorem 12. Since $g_{i+1} > g_i$, it follows that $K_{i+1} \supset K_i$, hence $V_{i+1} \supset V_i$.

The results of this paper suggest, among other things, the following further research directions.

1. The term "chaos" was used here in a weak technical sense. How "truly chaotic" are sequences such as (34) and (35)? Can the aperiodicity result of Theorem 4 be strengthened to extend to all $k \geq 1$? Investigate whether the sequences are pseudo-random. Study the gaps between adjacent points of the sequences for $m = 1, 2, \ldots, M$ for every finite $M$.

2. Generate chaotic sequences such as (34) and (35) for more general words over the alphabet $\{A, B\}$. This leads also to generalizations of regular sequences of the form (46) and (47).

3. Generalize the results of nonchaotic subsequences of chaotic sequences:
   (i) Extend Theorem 6 by considering $(AB)^k - (BA)^k$ for every $k \in \mathbb{Z}^+$. This may yield more exact information on expressions of the form $\delta B(AB)^i(m)$, at least for infinite subsets $\{m_i\} \subset \mathbb{Z}^+$, and thus shed some light on 1 above. (ii) Generalize Theorem 6 to the sequence of the
denominators of the quasiconvergents $q_m = dq_{m-1} + q_{m-2}, 0 \leq d \leq c_m,$ which, for $m$ even, have properties very similar to $q_{2m},$ and for $m$ odd, properties similar to $q_{2m+1}.$ See e.g. [27, §9.4, Ex. 10] or [37, §16, Nebennäherungsbreiche].

4. The nontrivial Beatty subsequences in §6 were all subsequences of $S(\alpha, 0)$ with $1 < \alpha < 2.$ Are there also nontrivial Beatty subsequences of $S(\beta, 0),$ where $\beta^{-1} = 1 - \alpha^{-1}?$

5. Complete the generalization of the selection of results from [19, 20, 38] done in §7 above, to all results given in these references. For example, generalize the results of [20] to PV numbers of degree $\geq 3.$

6. Which of the results can be extended to larger classes of algebraic numbers, and even to classes of transcendental numbers, and which cannot be extended? Find applications of the basic identities (2) and (5) to algebraic numbers of degree $\geq 3.$
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