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Abstract. For $K$ a number field and $p$ a finite prime of $K$, we define a $p$-adic hyperbolic plane and study its geometry under the action of $GL_2(K_p)$. Seeking an operator with properties analogous to those of the non-Euclidean Laplacian of the classical hyperbolic plane, we investigate the fundamental invariant integral operator, the Hecke operator $T_p$. Letting $S$ be a finite set of primes of a totally real $K$ (including all the infinite ones), a modular group $\Gamma(S)$ is defined. This group acts discontinuously on a product of classical and $p$-adic hyperbolic planes. $S$-modular forms and their associated Dirichlet series are studied.

Introduction

In [St], Stark initiated the study of $p$-adic hyperbolic planes for application to modular forms. In this paper we continue the approach, developing Hecke operators which are then used to study Hilbert modular forms.

Of course there are already alternative approaches to Hecke theory for Hilbert modular forms. The oldest goes back to de Bruijn's work [dB] in defining a Hecke operator for any ideal that could be expressed as a principal ideal times the square of an ideal. However, this suffices only for those fields with odd class number $h$.

Herrmann remedied this situation in [H] by considering vectors of modular forms with $h$ components, each component modular with respect to a different group arising from its associated ideal class. His Hecke operators, defined for every integral ideal, acted on the entire vector, transforming each component as well as interchanging their order. His work is rather involved reading, though, primarily due to the use of ideal numbers as a bookkeeping device throughout.

The more modern introduction of adele groups into the theory of modular forms gave an alternative way of viewing Hecke operators that, at least in language if not in content, is far removed from Herrmann's approach (cf. [W]). While the adelic formulation is quite clean, some find it forbidding and the connections to the classical theory are not always obvious.

In presenting yet another approach we hope, as Stark says, to help "bridge the chasm separating the classical and modern points of view regarding modular forms and Dirichlet series." While it retains the use of hyperbolic planes...
throughout, the approach presented here has obvious connections to the adelic formulation.

I. THE p-ADIC HYPERBOLIC PLANE

Let $K_p$ be the completion of a number field, $K$, with respect to a prime ideal, $\mathfrak{p}$. $O_p$ and $U_p$ will denote the $p$-adic integers and units, respectively, in $K_p$. The closure of $\mathfrak{p}$ in $K_p$ will also be denoted by $\mathfrak{p}$. Choose any $\pi \in K_p$ generating the ideal $\mathfrak{p}$ and fix this choice for the remainder of this paper. We normalize the $p$-adic valuation so that $|\pi|_p = 1/N_{Q/k}(\mathfrak{p}) = 1/p^f$, where $p$ is the rational prime over which $\mathfrak{p}$ lies and $f$ is the residue degree of $\mathfrak{p}$ over $p$. If $x \in K_p^\times$, then by $\text{ord}_p(x)$ is meant the integer $n$ such that $x/\pi^n \in U_p$. Finally, let $\{\alpha_i\}_{i=1}^p$ be a complete set of representatives of the residue class field $O_p/p$.

Our first goal is to define what is meant by the $p$-adic hyperbolic plane. Stark [St], proceeding in analogy with the complex upper half-plane, fixed some nonsquare unit, $A$, of $K_p$ and considered the set \( \{x + Ay \mid x, y \in K_p, y \neq 0\} \). More generally, recall that every $p$-adic field has a unique unramified extension of any given degree (see [La] for instance). Let $L_p$ denote the unramified extension of $K_p$ of degree 2. Then its integers $O(L_p)$ are an $O_p$ module. Furthermore, some element $I$ of $O(L_p)$ can be found such that $\{1, I\}$ is an $O_p$ basis for $O(L_p)$. Of course $I$ is not uniquely determined, so a choice must be made and fixed.

Definition. With $L_p$ and $I$ as above, the (unramified) $p$-adic hyperbolic plane $H_p$ is the set $L_p - K_p = \{x + Ay \mid x, y \in K_p, y \neq 0\}$ with the subspace topology inherited from $L_p$.

If $z = x + Ay$ is in $H_p$, it will be useful to use $x(z)$ and $y(z)$ for the analogs of the real and imaginary parts of $z$.

Given a matrix $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(K_p)$, we associate to it the fractional linear transformation

$$ A \circ z = \frac{(az + b)}{(cz + d)} $$

for $z \in H_p$. As in the classical case of the complex half-plane, a simple calculation shows that

$$ y(A \circ z) = \frac{(ad - bc)y(z)}{N_{K_p/K}(cz + d)}.$$

Thus if $y(z) \neq 0$, then $y(A \circ z) \neq 0$ for any $A \in GL_2(K_p)$. Since another calculation shows that multiplication of group elements corresponds to composition of transformations, the above definition of $A \circ z$ defines a group action of $GL_2(K_p)$ on $H_p$. Clearly this action is transitive, as $(\begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix}) \circ I = x + Ay$. It is also useful to know what elements of the group fix $I$.

Lemma 1. The isotropy group of $I$ in $GL_2(K_p)$ is

$$ \left\{ \begin{pmatrix} d + c \text{Tr}_{K_p}^L(I) & -cN_{K_p}^L(I) \\ c & d \end{pmatrix} \right\} \text{ where } d, c \in K_p, \not \text{ both zero}. $$

Proof. $A \circ I = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \circ I = I$ means that $aI + b = I(cI + d)$. Using $I^2 - \text{Tr}_{K_p}^L(I)I + N_{K_p}^L(I) = 0$, we find that $aI + b = (d + c \text{Tr}_{K_p}^L(I))I - cN_{K_p}^L(I)$. Since $\{1, I\}$ is a basis for $L_p$ over $K_p$, we can now equate the “$x$” and “$y$” parts of this last equation to show $A$ has the form given above. Such a matrix has determinant $d^2 + cd \text{Tr}_{K_p}^L(I) + c^2N_{K_p}^L(I)$. Suppose this were zero. Then factoring
this quadratic in $L_p$ shows $(d + cI)(d + c\overline{I}) = 0$, where the bar denotes taking conjugates in $L_p$ over $K_p$. This is of course impossible, unless both $c$ and $d$ are zero. □

The isotropy group of $I$ is actually abelian. In fact, there is an isomorphism of the isotropy group with $L_p^\times$ given by

$$
\begin{pmatrix}
(d + c \text{Tr}_{K_p}(I)) & -cN_{K_p}(I) \\
-c & d
\end{pmatrix}
\mapsto d + Ic.
$$

Moreover this is a homeomorphism and the determinant of the matrix above is just $N_{K_p}(d + Ic)$. This is in complete analogy to the complex upper half-plane case where the isotropy group of $i$ in $GL_2(\mathbb{R})$ is composed of elements of the form \(\begin{pmatrix} x & -y \\ y & x \end{pmatrix}\), and this matrix is just the image of $x + iy$ under the usual embedding of $C^\times$ in $GL_2(\mathbb{R})$. $H_p$, of course, could be viewed as $G$ modulo the isotropy group of $I$.

$H_p$ has the topology it inherited from $L_p$, which arises from extending the $p$-adic valuation of $K_p$. A basis for the topology of $H_p$ can be given, though, which behaves nicely under the action of $GL_2(K_p)$.

First, recall that in $K_p$ we have the filtrations

$$
O_p = p^0 \supset p^1 \supset p^2 \supset \cdots \supset p^n \supset \cdots,
$$

$$
U_p = U_0 \supset U_1 \supset U_2 \supset \cdots \supset U_n \supset \cdots,
$$

where $U_n = \{e \in U_p|e \equiv 1 \pmod{p^n}\}$ for $n \geq 1$. The first is just a fundamental system of neighborhoods of 0 in $K_p$, while the second (from which we omit a subscript $p$) is a fundamental system of neighborhoods of 1 in $K_p^\times$.

**Definition.** If $z = x + Iy \in H_p$, let

$$
M^n_z = \{u + Iv \in H_p|(u - x)/y \in p^n \text{ and } v/y \in U^n\}.
$$

Clearly $M^0_z \supset M^1_z \supset M^2_z \supset \cdots$. Note that $M^n_z$ is unchanged if $y$ is replaced by $ey$ where $e \in U_n$, or if $x$ is replaced by $x + y\alpha$ where $\alpha \in p^n$. In fact $\xi \in M^n_z$ if and only if $M^n_z \cap M^n_\xi = \emptyset$. Thus any $M^n_z$ and $M^n_\xi$ are either identical or disjoint.

**Lemma 2.** The $M^n_z$ form a basis for the topology of $H_p$.

**Proof.** Since $L_p$ is unramified over $K_p$ and $\{1, I\}$ is an $O_p$ basis for $O(L_p)$, then the valuation in $L_p$ of $x + Iy$, with $x, y \in K_p$, is just $|x + Iy|_p = \max\{|x|_p, |y|_p\}$. Thus two points in $H_p$ will be close if and only if both their $x$ parts and $y$ parts are $p$-adically close. But if $z = x + Iy$ and $\xi = u + Iv$, the statement that $\xi \in M^n_z$ is exactly that $x - u \in \gamma p^n$ and $y - v \in \gamma p^n$. □

Although it can be shown by direct calculation that if $A \in GL_2(K_p)$ and $z \in H_p$ then $A \circ M^n_z = M^n_{Aoz}$, that proof is rather unenlightening. Instead we give a proof following several intermediate lemmas, which will be of use in their own right as well.

**Lemma 3.** Let $A \in GL_2(K_p)$, $\det(A) \in U_p$. Then $A \circ I \in M^n_I$ if and only if $A \in GL(O_p)$ and for some $c, d \in K_p$

$$
A \equiv \begin{pmatrix}
(d + c \text{Tr}_{K_p}(I)) & -cN_{K_p}(I) \\
-c & d
\end{pmatrix} \pmod{p^n}.
$$
Proof. First assume \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(O_p) \) satisfies the congruence above. Then calculating

\[
A \circ I = \frac{bd + bc \text{Tr}^{I_p}_{K_p}(I) + ac \text{N}^{I_p}_{K_p}(I) + I(ad - bc)}{c^2 \text{N}^{I_p}_{K_p}(I) + cd \text{Tr}^{I_p}_{K_p}(I) + d^2},
\]

we see that the denominator here is congruent to \( \det(A) \) (mod \( p^n \)), and hence \( y(A \circ I) \in U_n \). Also one sees that \( bd + bc \text{Tr}^{I_p}_{K_p}(I) + ac \text{N}^{I_p}_{K_p}(I) \equiv 0 \) (mod \( p^n \)), and so \( x(A \circ I) \in \mathfrak{p}^n \). Therefore \( A \circ I \in M^n_I \).

Conversely, if \( A \circ I \in M^n_I \), \( \det(A) \in U_p \), let \( x + Iy = A \circ I \). Then \( \begin{pmatrix} 1 & -x \\ 0 & y \end{pmatrix} \) is in the isotropy group of \( I \). So by Lemma 1

\[
\begin{pmatrix} 1 & -x \\ 0 & y \end{pmatrix} A = \begin{pmatrix} d + c \text{Tr}^{I_p}_{K_p}(I) & -c \text{N}^{I_p}_{K_p}(I) \\ c & d \end{pmatrix}
\]

for some \( c, d \) not both zero.

Since \( y \in U_n \), the determinant of the left-hand side is a unit. But the determinant of the right-hand side is just \( \text{N}^{I_p}_{K_p}(d + Ic) \). Therefore \( d \) and \( c \) are actually integral and the right-hand side is in \( GL_2(O_p) \). Thus

\[
A = \begin{pmatrix} 1 & -x \\ 0 & y \end{pmatrix}^{-1} \begin{pmatrix} d + c \text{Tr}^{I_p}_{K_p}(I) & -c \text{N}^{I_p}_{K_p}(I) \\ c & d \end{pmatrix} \in GL_2(O_p)
\]

and since

\[
\begin{pmatrix} 1 & -x \\ 0 & y \end{pmatrix} \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{(mod } p^n \text{)},
\]

\( A \) satisfies the stated congruence. \( \square \)

Corollary 4. Let \( A \in GL_2(K_p) \). Then \( A \circ M^n_I = M^n_I \) if and only if

\[
A = \begin{pmatrix} \pi^m & 0 \\ 0 & \pi^m \end{pmatrix} B
\]

where

\[
B \in GL_2(O_p), \quad B \equiv \begin{pmatrix} d + c \text{Tr}^{I_p}_{K_p}(I) & -c \text{N}^{I_p}_{K_p}(I) \\ c & d \end{pmatrix} \quad \text{(mod } p^n \text{)}.
\]

Proof. First assume \( \det(A) \in U_p \). Then \( A \circ M^n_I = M^n_I \) implies that in particular \( A \circ I \in M^n_I \), so by Lemma 3 the congruence is established. Conversely, if \( A \) satisfies the congruence and \( z = x + Iy \in M^n_I \), then \( A \circ z = A \circ x \in M^n_I \). But since \( \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} \) is congruent to the identity mod \( p^n \), we see \( A \circ x \) satisfies the congruences of Lemma 3, and hence \( A \circ M^n_I = M^n_I \), so \( A \circ M^n_I \subset M^n_I \). The reverse inclusion comes from considering \( A^{-1} \).

If \( \text{ord}_p(\det(A)) \) is even, rescaling by \( \begin{pmatrix} \pi^m & 0 \\ 0 & \pi^m \end{pmatrix} \) for appropriate \( m \) reduces this case to the first.

Finally, the case \( \text{ord}_p(\det(A)) \) odd does not occur. For if \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) and \( A \circ I = x + Iy \), then \( y = \det(A)/\text{N}^{I_p}_{K_p}(d + Ic) \). But \( \text{ord}_p(\text{N}^{I_p}_{K_p}(d + Ic)) \) is even since \( L_p \) is unramified over \( K_p \). Thus \( \text{ord}_p(\det(A)) \) is odd implies \( \text{ord}_p(y) \) is odd, so that \( y \notin U_n \) so \( A \circ I \notin M^n_I \). \( \square \)

The reason that we have taken \( L_p \) to be an unramified extension of \( K_p \) is just so that this corollary would hold.
Proposition 5. If \( A \in GL_2(K_p) \), then \( A \circ M^n_z = M^n_{A \circ z} \). That is, the \( M^n_z \) form a \( GL_2(K_p) \)-invariant basis for the topology of \( H_p \).

Proof. If \( z = x + iy \), it follows easily from the definition of \( M^n_z \) that \( \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} \circ M^n_z = M^n_z \). Therefore, once it is shown that \( B \circ M^n_z = M^n_{B \circ z} \), the proposition will follow since then

\[
A \circ M^n_z = A \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} \circ M^n_z = M^n_A \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} = M^n_{A \circ z}.
\]

Now \( M^n_z = C \circ M^n_z \) for any \( C \) satisfying the requirements of Corollary 4, so \( B \circ M^n_z = BC \circ M^n_z \). But if \( B = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), then such a \( C \) can be found so that \( BC = \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} \). This is done as follows: Let \( e = -d \pi^m \), and \( g = c \pi^m \), where \( m \) is minimal such that \( e \) and \( g \) are integral. Solving the congruences

\[
e = h + g \text{Tr} L^2_{K_p}(I) \pmod{p^n} \quad \text{and} \quad f = -N^L_{K_p}(I)g \pmod{p^n}
\]
for \( h \) and \( f \), we can construct a matrix \( \begin{pmatrix} e & f \\ g & h \end{pmatrix} \) in \( GL_2(O_p) \) satisfying the congruences of the preceding corollary. Furthermore

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} e & f \\ g & h \end{pmatrix} = \begin{pmatrix} r & s \\ 0 & t \end{pmatrix}
\]
for some \( r, s, \) and \( t \).

Multiplying \( \begin{pmatrix} e & f \\ g & h \end{pmatrix} \) by \( \begin{pmatrix} 1/t & 0 \\ 0 & 1/t \end{pmatrix} \) gives a matrix \( C \) with all the desired properties. Therefore

\[
B \circ M^n_z = BC \circ M^n_z = \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} = M^n_z
\]
for some \( z \). Finally, since \( B \circ I \in M^n_z \), and \( M^n_z \) is just as well indexed by any of its elements as by \( z \), we have \( B \circ M^n_z = M^n_{B \circ z} \). \( \square \)

Actually, for each \( n \geq 0 \) the proofs above give a decomposition theorem for the group \( GL_2(K_p) \) (or even \( GL_2(K) \)). Namely, any matrix \( B \) in the groups can be written \( \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} AC \) where \( C \in GL_2(O_p) \) is congruent \( \pmod{p^n} \) to an element of the isotropy group of \( I \) and \( A \) is in the center of the group.

Since the compact sets \( M^n_z \) for fixed \( n \) are permuted by the action of \( GL_2(K_p) \), there is a \( GL_2(K) \)-invariant measure on \( H_p \), denoted by \( \mu \), satisfying

\[
\mu(M^n_0) = 1, \quad \mu(M^n_1) = 1/N^K_{O}(p)(N^K_{O}(p) - 1), \quad \mu(M^n_{z+1}) = \mu(M^n_z)/N^K_{O}(p)^2 \quad \text{for} \ n \geq 1.
\]

When modular forms are defined below in such a way as to extend Hilbert modular forms, they will necessarily be constant on sets of the form \( M^n_z \), for some fixed \( n \). The measure defined here, then, will be the appropriate one with which to integrate them.

Definition. A function defined on \( H_p \) is called locally constant of order \( n \) if it is constant on all sets of the form \( M^n_z \).

When defining modular forms on products of the complex upper half-plane, one requires that they be eigenfunctions of certain differential operators. The
operators considered are the “simplest” ones that commute with the slash operator. It is only by requiring that modular forms be eigenfunctions of these operators that the full shape of their Fourier series can be determined, and hence the gamma factors of the associated L-series. An analogous course will be followed for the p-adic plane.

**Definition.** If \( f : \mathbb{H}_p \to \mathbb{C} \), then the slash operator of weight \( k \) is defined by

\[
f|_{\mathbb{H}_p, k A}(z) = f|_k A(z) = f(A \circ z)(cz + d)^{-k}(|\det(A)|_p)^{k/2}
\]

where \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(K_p) \).

One checks that \( f|_k A|_k B = f|_k (AB) \) and that if \( f \) is locally constant of order \( n \) then so is \( f|_k A \).

Note that

\[
|\gamma|_p^{k/2}(f|_k A) = (|\gamma|_p^{k/2} f)|_0 A
\]

so we would lose no generality by only considering the weight 0 slash operator. While the concept of weight is essentially fictional in this context, it will be convenient later on.

We are now interested in operators \( T \) acting on functions defined on \( \mathbb{H}_p \) such that

\[
T(f|_k A) = (T f)|_k A \quad \text{for all } A \in GL_2(K_p).
\]

In the complex half-plane case, the non-Euclidean weight \( k \) “Laplacian” is such an operator. However, since there is no point in differentiating locally constant functions, this does not help us in the p-adic case. On the other hand, in order to study eigenfunctions of differential operators, it is standard to look at related integral operators and integral operators can be investigated in the p-adic case.

**Definition.** If \( g(\xi, z): \mathbb{H}_p \times \mathbb{H}_p \to \mathbb{C} \) is locally constant of order \( n \) in both variables, then let the operator \( T_g \) be defined by

\[
(T_g f)(z) = \int_{\mathbb{H}_p} f(\xi) g(\xi, z) \, d\mu(\xi)
\]

whenever this makes sense. (Here \( d\mu \) is the invariant measure defined above.)

**Definition.** \( h(\xi, z): \mathbb{H}_p \times \mathbb{H}_p \to \mathbb{C} \) is called a point-pair invariant if

\[
h(A \circ \xi, A \circ z) = h(\xi, z) \quad \text{for all } A \in GL_2(K_p).
\]

**Lemma 6.** Let \( z = x + Iy \) and \( \xi = u + Iv \). Then \( T_g \) commutes with the weight \( k \) slash operator for all compactly supported locally constant functions of order \( n \) if and only if \( g_1(\xi, z) = |y/v|_p^{k/2} g(\xi, z) \) is a point-pair invariant.

**Proof.** Let \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(K_p) \). Then \( (T_g f)|_k A = T_g(f|_k A) \) means that

\[
|cz + d|^{-k} \det(A)|_p^{k/2} \int_{\mathbb{H}_p} f(\xi) g(\xi, A \circ z) \, d\mu(\xi)
\]

\[
= \int_{\mathbb{H}_p} |c\xi + d|^{-k} \det(A)|_p^{k/2} f(A \circ \xi) g(\xi, z) \, d\mu(\xi)
\]
or equivalently, by using the invariance of \( \mu \), that
\[
|cz + d|_p^{-k} \int_{H_p} f(A \circ \xi) g(A \circ \xi, A \circ z) \, d\mu(\xi) = \int_{H_p} |c\xi + d|_p^{-k} f(A \circ \xi) g(\xi, z) \, d\mu(\xi).
\]
This holds for all \( f \) if and only if
\[
|cz + d|_p^{-k} g(A \circ \xi, A \circ z) = |c\xi + d|_p^{-k} g(\xi, z).
\]
That is, \(|y/v|_p^{k/2} g(\xi, z)\) is a point-pair invariant. \( \square \)

Now it is clear that we should look for locally-constant of order \( n \) point-pair invariants. If \( g_1(\xi, z) \) is such a function, then it gives rise to a function \( g_0(\xi) = g_1(\xi, I) \). With certain conditions imposed on \( g_0 \) the process can be reversed.

**Lemma 7.** Given \( g_0 : H_p \to \mathbb{C} \) locally constant of order \( n \), define \( g_1(\xi, z) = g_0(\xi) \) for \( z \in M_f^n \). Then \( g_1 \) extends to a locally constant of order \( n \) point-pair invariant if and only if \( g_0(\xi) = g_0(A \circ \xi) \) for all \( A \) such that \( A \circ M_f^n = M_f^n \).

**Proof.** First suppose \( g_1 \) extends to a locally-constant point-pair invariant and \( A \circ M_f^n = M_f^n \). Then \( A^{-1} \circ M_f^n = M_f^n \) so \( g_1(\xi, I) = g_1(\xi, A^{-1} \circ I) = g_1(A \circ \xi, I) \), so \( g_0(\xi) = g_0(A \circ \xi) \).

Conversely, suppose \( g_0(\xi) = g_0(A \circ \xi) \) for all \( A \) fixing \( M_f^n \) as a set and define \( g_1(\xi, z) = g_1(A \circ \xi, A \circ z) = g_0(A \circ \xi) \) where \( A \) is chosen so that \( A \circ z \in M_f^n \). If \( g_1 \) is well defined, then by the transitivity of the action of \( GL_2(K_p) \) on \( H_p \), \( g_1 \) is defined on all of \( H_p \times H_p \). Further, if \( A \circ z \in M_f^n \), then \( g_1(B \circ \xi, B \circ z) = g_1(AB^{-1}(B \circ \xi), AB^{-1}(B \circ z)) = g_0(A \circ \xi) \) by definition. Thus \( g_1(B \circ \xi, B \circ z) = g_1(\xi, z) \) and \( g_1 \) is a point-pair invariant. It only remains to check consistency of the definition: for fixed \( z, A \) and \( B \) such that \( A \circ z, B \circ z \in M_f^n \), we must show \( g_0(A \circ \xi) = g_0(B \circ \xi) \). But \( BA^{-1} \circ M_f^n = M_f^n \) so this follows at once from the hypothesis. \( \square \)

If we are interested in having our operators \( T_g \), where \( g_1(\xi, z) = |y/v|_p^{k/2} g(\xi, z) \) is a point-pair invariant and \( g_0(\xi) = g_1(\xi, I) \), act on all locally constant functions on \( H_p \), then it is necessary that the integral in the definition of \( T_g \) reduce to a finite sum ultimately. That is, \( g_0 \) must have compact support. The obvious way to construct a compactly supported function \( g_0 \) such that \( g_0(\xi) = g_0(A \circ \xi) \) for all \( A \) in some group \( G \) is through characteristic functions. More specifically, if a set \( M \) in \( H_p \) is invariant under all matrices \( A \in G \), then taking \( g_0 \) to be the characteristic function of \( M \) gives a function of the type desired.

**Lemma 8.** Let \( z = x + Iy \in H_p \), \( G^n = \{ A | A \circ M_f^n = M_f^n \} \) for some fixed \( n \). If \( G^n \binom{0 \choose 1} \binom{x \choose 1} G^n = \bigcup_i A_i G^n \) is a double coset decomposition, then \( G^n \circ M^n_z = \bigcup_i A_i \circ M^n_f \).

**Proof.** \( \bigcup_i A_i \circ M^n_f = \bigcup_i A_i G^n \circ I \) since \( M^n_f = G^n \circ I \). So
\[
\bigcup_i A_i \circ M^n_f = G^n \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} G^n \circ I
= G^n \begin{pmatrix} y & x \\ 0 & 1 \end{pmatrix} \circ M^n_f = G^n \circ M^n_z. \quad \square
\]
Now given any point \( z \in H_p \), one can let \( h_0 \) be the characteristic function of \( G_\alpha \circ M^\alpha_z \). Then via Lemmas 6 and 7 there is an associated integral operator \( T_h \) that commutes with the weight \( k \) slash operator. Of course the operators arising from two distinct \( z \) will not necessarily be distinct. Already it is obvious that any integral operator \( T_g \) associated to a compactly supported \( g_0 \) via the above lemmas will be a linear combination of the operators described here, since \( g_0 \) itself must be a linear combination of characteristic functions of sets of the form \( G_\alpha \circ M^\alpha_z \). Since we are looking for an analog of the Laplacian for functions on \( H_p \), we would like to find a single fundamental integral operator in terms of which all integral operators commuting with the weight \( k \) slash operator can be expressed. In general, such an operator does not exist. However if we specialize to the case which will ultimately be most valuable anyway, namely the locally constant functions of order 0, there is such an operator.

Therefore, for the remainder of this section all functions will be locally constant of order 0, i.e. constant on sets of the form \( M_z = M^0_z \). Recalling from Corollary 4 that \( A \circ M_I = M_I \) if and only if \( A = \left( \begin{array}{cc} \pi^a & 0 \\ 0 & \pi^b \end{array} \right) \) where \( B \in GL_2(O_p) \), we let \( G = GL_2(O_p) \). Then \( M_I = G \circ I \). The \( p \)-adic Laplacian is now easily defined.

**Definition.** Let \( l_0 \) be the characteristic function of the set

\[
G \circ M_{l_\infty} = \bigcup_{i=1}^{p^f} \left( \begin{array}{cc} \pi & \alpha_i \\ 0 & 1 \end{array} \right) \circ M_I \cup \left( \begin{array}{cc} 1 & 0 \\ 0 & \pi \end{array} \right) \circ M_I.
\]

Then if \( T_I \) is the integral operator associated to \( l_0 \), let \( T_{p,k} = T_p = |\pi|^{-k/2} T_I \). \( T_p \) will be called the weight \( k \) Hecke operator for the plane \( H_p \).

Of course one must check that

\[
G \left( \begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array} \right) G = \bigcup_{i=1}^{p^f} \left( \begin{array}{cc} \pi & \alpha_i \\ 0 & 1 \end{array} \right) G \cup \left( \begin{array}{cc} 1 & 0 \\ 0 & \pi \end{array} \right) G
\]

so that, by Lemma 8, \( G \circ M_{l_\infty} \) really is as stated in the definition above. This is standard, so we omit the tedious verification. We now give a more explicit description of the way \( T_p \) acts on functions.

**Lemma 9.** If \( z = x + Iy \), then

\[
T_p f(z) = |\pi|_p^{k/2} \sum_{i=1}^{p^f} f(x + \alpha_i y + I \pi y) + |\pi|_p^{-k/2} f(x + Iy \pi^{-1}).
\]

**Proof.** Let \( A = \left( \begin{array}{cc} 1 & -x \\ 0 & y \end{array} \right) \in GL_2(K_p) \) so \( A \circ z = I \). Then \( l_1(\xi, z) = l_1(A \circ \xi, I) = l_0(A \circ \xi) \). Therefore

\[
l_1(\xi, z) = \begin{cases} 1 & \text{if } \xi \in A^{-1} G \circ M_{l_\infty} \\ 0 & \text{otherwise} \end{cases}.
\]

Letting \( \xi = u + I v \), then

\[
T_p f(z) = |\pi|_p^{1-k/2} \int_{\xi \in A^{-1} G \circ M_{l_\infty}} f(\xi) \left| \frac{v}{y} \right|_p^{k/2} d\mu(\xi).
\]
Since
\[ A^{-1}G \circ M_\mathbf{I} = \bigcup_{i=1}^{p^f} \left( \begin{array}{cc} y & x + \alpha_i y \\ 0 & 1 \end{array} \right) \circ M_\mathbf{I} \cup \left( \begin{array}{cc} y \pi^{-1} & x \\ 0 & 1 \end{array} \right) \circ M_\mathbf{I}, \]
then using that \( f \) is locally constant
\[ T_\mathbf{p}f(z) = |\pi|_{p}^{-1-k/2} \sum_{i=1}^{p^f} f(x + \alpha_i y + Iy \pi) |\pi|_{p}^{k/2} + f(x + Iy \pi^{-1}) |\pi|_{p}^{-k/2}. \]

The key result concerning \( T_\mathbf{p} \) is

**Theorem 10.** Any integral operator \( T_g \) acting on functions on \( H_\mathbf{p} \) which commutes with the weight \( k \) slash operator and which is associated (via Lemmas 6 and 7) to a compactly supported \( g_0 \) can be expressed as a polynomial in \( T_\mathbf{p} \) with complex coefficients.

In the course of proving this the following explicit double coset decomposition will be needed.

**Lemma 11.** If \( n \) is a nonnegative integer and \( \Delta^n \) denotes the set of \( 2 \times 2 \) matrices with entries in \( \mathbf{O}_\mathbf{p} \) and determinant in \( \mathbf{p}^n - \mathbf{p}^{n+1} \), then
\[ G \Delta^n G = \bigcup \left( \begin{array}{cc} \pi^i & \beta \\ 0 & \pi^{n-j} \end{array} \right) G \]
where the union is disjoint and taken over \( j = 0, 1, 2, \ldots, n \) and \( \beta \) running through a complete set of representatives of \( \mathbf{O}_\mathbf{p} \mod \mathbf{p}^j \).

**Proof.** The proof is exactly as the analogous fact for double cosets of \( SL_2(\mathbb{Z}) \) used in standard treatments (e.g., [Sh]) of the Hecke operators, and is therefore omitted. We only note that since we are taking left coset representatives instead of the usual right coset representatives, we have \( \beta \mod \mathbf{p}^j \) rather than \( \mod \mathbf{p}^{n-j} \).

**Proof of Theorem 10.** The proof will proceed by induction, but first the inductive parameter must be defined. Given a nonzero operator \( T_g \) as in the statement of the theorem, let \( m(g) \) be the largest integer \( m \) such that \( g_0(I \pi^m) \neq 0 \). It must be shown that \( m(g) \) exists since it is conceivable that \( g_0(I \pi^m) = 0 \) for all \( m \) even though \( T_g \) is not identically zero.

We claim that in fact \( m(g) \geq 0 \) and \( m(g) = 0 \) if and only if \( g_0 \) vanishes outside of \( M_\mathbf{I} \). We will repeatedly use that \( g_0(z) \neq 0 \) implies that \( g_0(\xi) \neq 0 \) for any
\[ \xi \in G \circ M_\mathbf{z} = G \left( \begin{array}{cc} y & x \\ 0 & 1 \end{array} \right) \circ M_\mathbf{I} = G \left( \begin{array}{cc} y & x \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} \pi^n & 0 \\ 0 & \pi^n \end{array} \right) G \circ I. \]

Let \( z \) be any point such that \( g_0(z) \neq 0 \). Then replacing \( z \) by \( (0 -1)z \) if necessary, we may assume \( \text{ord}_p(y) \geq 0 \). Also, by replacing \( z \) by \( (0 1)z \) if necessary, we may assume \( \text{ord}_p(x) \leq 0 \). If \( \text{ord}_p(y) = \text{ord}_p(x) = 0 \), then \( x + Iy \in M_\mathbf{I} \) so \( m(g) \geq 0 \). Otherwise, let \( n = - \text{ord}_p(x) \) so that
\[ \left( \begin{array}{cc} y & x \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} \pi^n & 0 \\ 0 & \pi^n \end{array} \right) = \left( \begin{array}{cc} \alpha & \beta \\ 0 & \gamma \end{array} \right). \]
where $\alpha, \gamma \in O_p$ and $\beta \in U_p$. Then
\[
G \begin{pmatrix} \alpha & \beta \\ 0 & \gamma \end{pmatrix} G = G \begin{pmatrix} \alpha \gamma & 0 \\ 0 & 1 \end{pmatrix} G
\]
since one can calculate that
\[
\begin{pmatrix} \alpha & \beta \\ 0 & \gamma \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -\beta^{-1} & \gamma \beta^{-1} \end{pmatrix} \begin{pmatrix} \alpha \gamma & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & \alpha & \beta \end{pmatrix}.
\]
So $g_0(\alpha \gamma I) \neq 0$. Since $\text{ord}_p(\alpha \gamma) > 0$ by construction, this shows $m(g) > 0$. If $g_0$ vanishes outside of $M_I$ it is clear that $m(g) = 0$. But if $g_0(x) \neq 0$ for some $z \notin M_I$, then $(0 1) \circ z \notin M_I$ and $(1 0) \circ z \notin M_I$. Therefore in the process above we are forced to follow the course involving rescaling $(\alpha \gamma I)$ by $(\pi^n 0)$ and therefore $m(g) > 0$.

The argument now proceeds by induction on $m(g)$. If $m(g) = 0$, then $g_0$ vanishes outside of $M_I$. Let $c = g_0(I)$. Then the associated point-pair invariant is
\[
g_1(\xi, z) = \begin{cases} c & \text{if } \xi \in M_z, \\ 0 & \text{otherwise}, \end{cases}
\]
so $T_g f(z) = \int_{M_z} f(\xi) c \, d\mu(\xi) = cf(z)$. Thus $T_g$ acts as a scalar. Assume now that if $m(g) \leq N$ then $T_g$ is a polynomial in $T_p$ (of degree $m(g)$). In particular if $h_0$ is the characteristic function of $C7 \cap C7_o = U(\omega, x + \frac{1}{2}) \cdot p$, then $m(h) = N$ so $T_h$ is a polynomial in $T_p$ (of degree $N$). Moreover,
\[
T_p T_h f(z) = |\pi|^{|-k/2|} \int_{H_p} \int_{H_p} f(\xi) h(\xi, \tau) l(\tau, z) \, d\mu(\xi) \, d\mu(\tau)
\]
\[
= |\pi|^{|-k/2|} \int_{H_p} f(\xi) \left[ \int_{H_p} h(\xi, \tau) l(\tau, z) \, d\mu(\tau) \right] \, d\mu(\xi)
\]
since for any fixed $z$ both $l(\tau, z)$ and $h(\xi, z)$ have compact support. The kernel
\[
k(\xi, z) = |\pi|^{|-k/2|} \int_{H_p} h(\xi, \tau) l(\tau, z) \, d\mu(\tau)
\]
is just $T_p h(\xi, z)$ where $T_p$ acts in the variable $z$. Therefore, by Lemma 9
\[
k(\xi, z) = |\pi|^{|-k/2|} \sum_{i=1}^{p'} h \left( \xi, x + \alpha_i y + I \pi y \right) + |\pi|^{|-k/2|} h(\xi, x + I \frac{y}{\pi})
\]
Now $k_0(\xi) = k(\xi, I) = 1/v|\pi|^{|k/2|} k(\xi, I)$ so $k_0(\xi) = 0$ exactly when $k(\xi, I) = 0$. Therefore
\[
k_0(\xi) = 0 \iff |\pi|^{|-k/2|} \sum_{i=1}^{p'} h_1(\xi, \alpha_i + I \pi) + |\pi|^{|-k/2|} \frac{I}{\pi - 1} h_1(\xi, I \pi - 1) = 0
\]
\[
\iff \sum_{i=1}^{p'} h_0 \left( \frac{\xi - \alpha_i}{\pi} \right) + h_0(\xi \pi) = 0.
\]
Then we see that \( k_0(I\pi^m) = 0 \) if \( m > N + 1 \) and \( k_0(I\pi^{N+1}) \neq 0 \) since
\[
\begin{align*}
    h_0 \left( \frac{\pi^{N+1}I}{\pi} \right) &= 1, \\
    h_0(\pi^{N+1}I) &= 0, \\
    h_0 \left( \frac{\pi^{N+1}I - \alpha_i}{\pi} \right) &= 0, \quad \text{for all } \alpha_i \neq 0 \pmod{\pi}.
\end{align*}
\]
Thus \( m(k) = N + 1 \). But by construction \( T_k \) is a polynomial in \( T_p \) (of degree \( N + 1 \)). Given any operator \( T_g \) where \( m(g) = N + 1 \), let \( T_j = T_g - cT_k \) where \( c = g_0(I\pi^{N+1})/k_0(I\pi^{N+1}) \). Then \( m(j) \leq N \) and hence \( T_j \) is a polynomial in \( T_p \) (of degree \( \leq N \)). So finally, \( T_g \) is a polynomial in \( T_p \) (of degree \( N + 1 \)). \( \square \)

The analogy between \( T_p \) and the non-Euclidean Laplacian suggests that with a properly defined \( L^2 \) norm, \( T_p \) should be a symmetric operator. In fact, that is the case.

**Definition.** Let \( \langle f, g \rangle = \int_{H_p} f(z)\overline{g(z)}|y|^k\,d\mu(z) \) whenever this makes sense.

**Proposition 12.** If \( f \) and \( g \) are compactly supported locally constant functions on \( H_p \), then \( \langle T_p f, g \rangle = \langle f, T_p g \rangle \).

**Proof.**
\[
\begin{align*}
\langle T_p f, g \rangle &= \int_{H_p} T_pf(z)\overline{g(z)}|y|^k\,d\mu(z) = \int_{H_p} \int_{H_p} f(\xi)l(\xi, z)\,d\mu(\xi)\overline{g(z)}|y|^k\,d\mu(z) \\
&= \int_{H_p} f(\xi) \int_{H_p} \overline{g(z)}l(\xi, z)|y|^k\,d\mu(z)\,d\mu(\xi).
\end{align*}
\]
But
\[
\langle f, T_p g \rangle = \int_{H_p} f(\xi) \int_{H_p} \overline{g(z)}l(z, \xi)|y|^k\,d\mu(z)\,d\mu(\xi).
\]
So we must show \( l(\xi, z)|y|^k = l(z, \xi)|y|^k \). But since \( l(\xi, z) = |y/y_p|^{k/2}l_1(\xi, z) \), we are reduced to showing \( l_1(\xi, z) = l_1(z, \xi) \). Since \( l_1 \) is a point-pair invariant, it is enough to show that \( l_1(\xi, I) = l_1(I, \xi) \). Since \( \left( \frac{1}{-u} \right) \circ q = I \), this is equivalent to \( l_1(\xi, I) = l_1(-uv^{-1} + Iv^{-1}, I) \). This is just saying \( u+Iv \in G_o M_{1,\pi} \) if and only if \( -uv^{-1} + Iv^{-1} \in G_o M_{1,\pi} \). By the explicit characterization of this set given above in the definition of \( l_0 \), this is true. \( \square \)

Finally, we note that by breaking \( H_p \) up into the \( M_z \), we are really looking at the tree \( GL_2(K_p)/GL_2(Q_p) \) (see [Se]). A coset \( AGL_2(Q_p) \) is identified with \( AGL_2(Q_p) \circ I = A \circ M_I = M_{Aol} \).

**II. THE MODULAR GROUPS FOR THE S-INTEGERS OF A NUMBER FIELD**

Let \( K \) be a number field and \( S_\infty \) the set of infinite primes of \( K \). Let \( S \) be any finite set of primes of \( K \) containing \( S_\infty \). We use \( S_\text{fin} \) to denote \( S - S_\infty \). Unless noted otherwise, \( p \) will denote an arbitrary prime of \( K \), either finite or infinite.

**Definition.** The set \( \{ x \in K ||x|_p \leq 1 \text{ for all } p \notin S \} \) with the operations of addition and multiplication is called the ring of \( S \)-integers of \( K \) and is denoted by \( O_K(S) \) or simply \( O(S) \).
Definition. The set \( \{ x \in K \mid |x|_p = 1 \text{ for all } p \notin S \} \) with the operation of multiplication is called the \textit{group of} \( S \)-units of \( K \) and is denoted by \( U_K(S) \) or simply \( U(S) \). \( U^+(S) \) denotes the subgroup of totally positive \( S \)-units, i.e., those units all of whose real conjugates are positive.

With this notation the algebraic integers and units of \( K \) are specified by taking \( S \) to be \( S_\infty \).

A few words must be said about the ideal structure of \( O(S) \). There is a map

\[
\text{Fractional Ideals of } O(S_\infty) \to \text{Fractional Ideals of } O(S)
\]

given by sending an ideal \( a \) to \( aO(S) \), the ideal it generates in \( O(S) \). This map is surjective and the kernel is precisely the ideals of \( O(S_\infty) \) which are products of only those primes in \( S_\mathrm{fin} \). The group of ideals of \( O(S) \), then, can be identified with the group of ideals of \( O(S_\infty) \) modulo the subgroup generated by \( S_\mathrm{fin} \).

Furthermore, the ideal class group of \( O(S_\infty) \) maps onto the ideal class group of \( O(S) \). The kernel of this map is precisely those classes containing some ideal that is a product of only primes in \( S \). Thus by a judicious choice of \( S \) one can ensure that \( O(S) \) have class number 1. In general, we use \( h(S) \) to denote the class number of the \( S \)-integers.

To simplify matters so that particular attention can be paid to the finite primes, we will consider only \( K \) totally real for the remainder of this chapter. We will, however, make comments on how a more general \( K \) could be handled.

Just as one can classically study modular forms attached to the ring of algebraic integers, one should be able to make sense of modular forms attached to the ring of \( S \)-integers of \( K \) for more general \( S \). We will consider two different analogs of the modular group.

Definition. \( \Gamma_1(S) = SL_2(O(S)) \) is the group of \( 2 \times 2 \) matrices with entries in \( O(S) \) and determinant 1. \( \Gamma_U(S) = GL_2(O(S)) \) is the group of \( 2 \times 2 \) matrices with entries in \( O(S) \) and determinant in \( U(S) \).

These groups will act discontinuously on the space which we now define.

Definition. If \( p \) is a real infinite prime, let \( H_p = H \cup H' = \{ x + iy \mid x, y \in \mathbb{R}, y \neq 0 \} \) be the union of the upper and lower half-plane models of the hyperbolic plane. If \( p \) is a finite prime, let \( \mathcal{H}_p \) be the \( p \)-adic hyperbolic plane as developed in the preceding chapter. Finally, let \( H(S) = \prod_{p \in S} H_p \).

The action of \( GL_2^+(\mathbb{R}) \) on the upper half-plane \( H \) via fractional linear transformations is well known. Because we will not always be requiring that our matrices have totally positive determinant, it is necessary to include a lower half-plane as well. Thus with the results of the preceding section, for all \( p \) there is an action of \( GL_2(K_p) \) on \( H_p \).

This gives rise to an action of \( \Gamma_U(S) \) on \( H(S) \) by: If \( A \in \Gamma_U(S) \), \( z \in H(S) \), \( z = (\ldots, z_p, \ldots) \), then \( A \circ z = (\ldots, A_p \circ z_p, \ldots) \) where \( A_p \) means the \( p \)-conjugate of \( A \) (obtained by taking the conjugate of each entry of \( A \)) if \( p \) is infinite, and simply \( A \) viewed as an element of \( GL_2(K_p) \) if \( p \) is finite.

If we were to consider \( K \) with complex primes \( p \), then we would let \( H_p = H^3 = \{ x + ky \mid x \in \mathbb{C}, y \in \mathbb{R}, y > 0 \} \) be hyperbolic 3-space, viewed as a subset of the quaternions. Then \( SL_2(\mathbb{C}) \) acts on \( H_p \) for complex \( p \) via fractional
linear transformations (cf. [St]). The only problem with this is that then we would be able only to consider matrices of determinant one (or at most matrices whose determinants were real and positive in each complex conjugate). If one is willing to accept this then much of what follows can be trivially modified to that situation. That course is not followed here since we wish to show in §VII the connections to Herrmann's theory for Hilbert modular forms, and since as $S$ is made larger we will find the fundamental domain of $\Gamma_U(S)$ changes more nicely than that of $\Gamma_1(S)$.

A point $z \in H(S)$ will be denoted by $x + iy$ where $x = \ldots, x(z_p), \ldots$ and $iy = \ldots, i_py(z_p), \ldots$ and $I_p$ means $i, k$, or the $I_p$ of §I respectively as $p$ is real, complex, or finite. $z_{\text{inf}}$ and $z_{\text{fin}}$ will be used to denote the obvious infinite and finite parts of the vector $z$.

For each $p \leq S_{\text{fin}}$, $L_p$ denotes the quadratic extension of $K_p$ used in constructing $H_p$. Similarly, let $L_p$ denote the complex numbers (or quaternions) as $p$ is real (or complex).

As in [St] one sees that $\Gamma_U(S)$ and $\Gamma_1(S)$ both act discontinuously on $H(S)$ and thus have fundamental domains. When $S = S_{\infty}$ the determination of an explicit fundamental domain for these groups is a classical problem. One would not expect it to be a simpler process for arbitrary $S$. However, it is at least no more difficult as we will see.

The approach we use here is very concrete. We reduce the question of determining the fundamental domain to that of determining the fundamental domains for certain groups acting on $H(S_{\infty})$. This particular form of the domain will be needed later, though it also helps clarify the nature of the groups $\Gamma_U(S)$ and $\Gamma_1(S)$.

We first need some notation in order to study the action of these groups on $H(S_{\text{fin}})$.

**Definition.** For any point $w = (\ldots, w_p, \ldots) \in H(S_{\text{fin}})$, let $M_w = \prod_{p \leq S_{\text{fin}}} M_{w_p}$, where $M_{w_p} \subset H_p$ is the neighborhood of $w_p$ defined in §I.

By Proposition 5 of §I, the action of any $A \in GL_2(K)$ on $M_w$ is just $A \circ M_w = M_{A \circ w}$.

We first consider investigating a fundamental domain for $\Gamma_U(S)$. Temporarily, let $G$ be the subgroup of the ideal group of $O(S_{\infty})$ generated by those primes in $S_{\text{fin}}$. Let $H \subset G$ be the subgroup of principle ideals in $G$. Then $C_S = G/H$ is a subgroup of the ideal class group of $O(S_{\infty})$. Consider $C_S/C_S^2$, i.e., $C_S$ modulo squares in $C_S$. Then a finite set $\{a_i\}$ of ideals of $G$ can be found giving a complete set of representatives of $C_S/C_S^2$. Fix any such set $\{a_i\}$.

**Definition.** If $a$ is an ideal of $O(S_{\infty})$ with all its prime factors in $S$, let $w(a) \in H(S_{\text{fin}})$ be the point $\ldots, I_p \pi^{n_p}, \ldots$ where $n_p = \text{ord}_p(a)$. Conversely, if $iy = \ldots, i_py_p, \ldots \in H(S_{\text{fin}})$, let $\text{Id}(iy)$ be the ideal $\prod_{p \leq S_{\text{fin}}} p^{\text{ord}_p(y)}$. Thus $\text{Id}(w(a)) = a$, but $w(\text{Id}(iy))$ is $iy$ only "up to units".

**Lemma 1.** If $w \in H(S_{\text{fin}})$, then there exists an $A \in \Gamma_U(S)$ such that $A \circ M_w = M_{w(a),i}$ for some $i$. Furthermore, $i$ is uniquely determined.

**Proof.** Given $w \in H(S_{\text{fin}})$, write $w = x + iy = \ldots, x_p, \ldots + \ldots, i_py_p, \ldots$. By an application of the Chinese Remainder Theorem, a $t \in O(S)$ can be found such that $x_p - t \in O_p y_p$ for all $p \in S_{\text{fin}}$. Therefore $\left( \begin{array}{cc} 1 & -i \\ 0 & 1 \end{array} \right) \circ M_w = M_{iy}$.
The lemma is now reduced to showing: $A \circ M_Iy = M_{Iv}$ for some $A \in \Gamma_U(S)$ if and only if $\text{Id}(Iy)$ and $\text{Id}(Iv)$ have the same image in $C_S/C_S^2$, (i.e., if and only if $\text{Id}(Iv) = (\alpha)a^2 \text{Id}(Iy)$ for some ideal $a$ and number $\alpha \in K$, both divisible only by primes in $S_{\text{fin}}$).

First, suppose $A \in \Gamma_U(S)$ and $A \circ M_Iy = M_{Iv}$. Then $A \circ M_{I_p}y_p = M_{I_p}v_p$ for each $p \in S_{\text{fin}}$. If $l = \text{ord}_p(y_p)$ and $m = \text{ord}_p(v_p)$, then

$$
\begin{pmatrix}
\pi^{-m} & 0 \\
0 & 1
\end{pmatrix}
A
\begin{pmatrix}
\pi^l & 0 \\
0 & 1
\end{pmatrix}
(\text{Id}(I_p)) = M_{I_p}
$$

so by Corollary 4 of §1

$$
\begin{pmatrix}
\pi^{-m} & 0 \\
0 & 1
\end{pmatrix}
A
\begin{pmatrix}
\pi^l & 0 \\
0 & 1
\end{pmatrix}
\left(\begin{pmatrix}
\pi^n & 0 \\
0 & 0
\end{pmatrix}\right) \in \text{GL}_2(O_p)
$$

for some integer $n$. Taking determinants shows $\pi^{2n+l-m} \det(A) \in U_p$, or more suggestively $(\pi^m) = (\det(A))(\pi^n)^2(\pi^l)$ in $K_p$. Combining this local information for each $p \in S_{\text{fin}}$ shows $\text{Id}(Iv) = (\det(A))a^2 \text{Id}(Iy)$ for some ideal $a$.

Conversely, suppose $\text{Id}(Iv) = (\alpha)a^2 \text{Id}(Iy)$ and choose any nonzero $S$-integer $d \in a^{-1}$. Then we can find an $S$-integer $c$ such that $(c, d) = (1)$ in $O(S)$ and $\text{ord}_p(cI_py_p + d) = \text{ord}_p(a^{-1})$ for all $p \in S_{\text{fin}}$. Indeed, this just places congruence conditions on $c$ for $p \in S_{\text{fin}}$ and for any additional $p$ dividing $(d)$. By the Chinese Remainder Theorem these finitely many conditions can be met.

Now $S$-integers $a$ and $b$ can be chosen so that $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ has determinant $\alpha$. Thus $A \in \Gamma_U(S)$ and we calculate

$$
A \circ I_p y_p = u_p + \frac{\det(A)I_p y_p}{N_{K_p}(cI_p y_p + d)} \text{ for some } u_p \in K_p.
$$

But

$$
\text{ord}_p \left( \frac{\det(A)I_p y_p}{N_{K_p}(cI_p y_p + d)} \right) = \text{ord}_p \left( \frac{(\alpha) \text{Id}(Iy)}{a^{-2}} \right) = \text{ord}_p(\text{Id}(Iv))
$$

by construction. So $A \circ M_{I_p} y_p = M_{I_p}u_p + I_p v_p$ for each $p \in S_{\text{fin}}$, and some $u_p$. Now replacing $A$ by $\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \circ A$ for appropriate $t$ (chosen similarly to that at the beginning of the proof), we have $A \circ M_{I_p} y_p = M_{I_p}v_p$ for all $p \in S_{\text{fin}}$. Thus $A \circ M_{Iy} = M_{Iv}$. \qed

**Proposition 2.** A fundamental domain $F$ for the action of $\Gamma_U(S)$ on $H(S)$ of the following form exists:

With $\{a_i\}$ as above, let $F_{\infty,i} \subset H(S_{\infty})$ be a fundamental domain for $\Gamma_{S_i} = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_U(S) | c \in ba_i^{-1}, b \in ba_i a, d \in b, (ad - bc) = b^2 \text{ for some ideal } b \text{ of } O(S_{\infty}) \right\}$.

Let $F_i = F_{\infty,i} \times M_{w(a_i)} \subset H(S)$. Then $F = \bigcup_i F_i$.

**Proof.** Given any point $z \in H(S)$, by Lemma 1 it is $\Gamma_U(S)$-equivalent to points whose finite parts are in $M_{w(a_i)}$ for exactly one $i$. Suppose $z$ and $A \circ z$ have
finite parts in $M_{w(a_i)}$ for some $A \in \Gamma_U(S)$. Then $A \circ M_{w(a_i)} = M_{w(a_i)}$, so $A \circ M_{p^m} = M_{p^m}$ where $m = \text{ord}_p(a_i)$. Thus

$$
\begin{pmatrix} \pi^{-m} & 0 \\ 0 & 1 \end{pmatrix} A \begin{pmatrix} \pi^m & 0 \\ 0 & 1 \end{pmatrix} \circ M_{p^m} = M_{p^m},
$$

so by Corollary 4 of §I,

$$
\begin{pmatrix} \pi^{-m} & 0 \\ 0 & 1 \end{pmatrix} A \begin{pmatrix} \pi^m & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} \pi^n & 0 \\ 0 & \pi^n \end{pmatrix} B
$$

for some $B \in GL_2(O_p)$. If $B = \begin{pmatrix} e & f \\ g & h \end{pmatrix}$ then

$$
A = \begin{pmatrix} e\pi^n & f\pi^{n+m} \\ g\pi^{n-m} & h\pi^n \end{pmatrix}.
$$

Combining this local information for each $p \in \mathfrak{p}_{\text{fin}}$ we find $A$ is in the group described in the statement of the proposition. Thus by the definition of $F_{\infty,i}$, no two points of $F_i$ are $\Gamma_U(S)$-equivalent and so $F$ is a fundamental domain. □

An explicit determination of possible $F_{\infty,i}$ will be left unaddressed here, as that only involves the infinite primes.

Before we turn to $\Gamma_1(S)$, we note that if $K$ is a quadratic field and $S$ is sufficiently large then the set $\{a_i\}$ is a set of representatives of the (weak) genus classes of $K$.

We now consider $\Gamma_1(S)$. Temporarily, let $G$ be the subgroup of the ideal group of $O(S_{\text{fin}})$ generated by those primes in $\mathfrak{p}_{\text{fin}}$. Fix any $\{b_i\}$, a complete set of representatives of $G/G^2$. Then

**Lemma 3.** If $w \in \mathfrak{I}(S_{\text{fin}})$ then there exists an $A \in \Gamma_1(S)$ such that $A \circ M_w = M_{w(b_i)}$ for some $i$. Furthermore $i$ is uniquely determined.

**Proof.** If we try to repeat the argument of Lemma 1 everything goes through as before except we are restricting the determinant of the matrices to be 1. □

The analog of Proposition 2 is

**Proposition 4.** A fundamental domain $F$ for the action of $\Gamma_1(S)$ on $H(S)$ of the following form exists. With $b_i$ as above, let $F_{\infty,i} \subset H(S_{\infty})$ be a fundamental domain for

$$
\Gamma_{1,b_i} = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_1(S) \right| c \in b_i^{-1}, \ b \in b_i, \ a, d \in O(S_{\infty}) \right\}.
$$

Let $F_i = F_{\infty,i} \times M_{w(b_i)} \subset H(S)$. Then $F = \bigcup_i F_i$.

**Proof.** Exactly as Proposition 2, taking into account that we only allow determinant 1 matrices. □

Notice that as $S$ grows, the fundamental domain of $\Gamma_1(S)$ grows more complicated in its finite components, but that once $S$ contains enough primes to generate the ideal class group, that of $\Gamma_U(S)$ stays the same in its finite components.

It is well known that $\Gamma_1(S_{\text{fin}})$ has $h(S_{\text{fin}})$ cusps. We will see that the analogous result holds for $\Gamma_U(S)$ and $\Gamma_1(S)$. Although the argument is identical to the classical one, it is included here for completeness.
Definition. A matrix \( A \in GL_2(K) \) is called parabolic if \( A \) has Jordan form \(
abla \begin{smallmatrix} a & b \\ 0 & d \end{smallmatrix} \); i.e., if \( BAB^{-1} = \begin{smallmatrix} a & b \\ 0 & d \end{smallmatrix} \) for some \( B \in GL_2(\overline{K}) \) where \( \overline{K} \) is the algebraic closure of \( K \).

The parabolic matrices are those that produce what is essentially a translation when applied to \( H(S) \) and thus are necessary if one is to develop Fourier series.

A simple calculation gives

Lemma 5. If \( A \in GL_2(K) \) acts nontrivially on \( H(S) \), then \( A \) is parabolic if and only if \( \det(A) = (\text{Tr}(A)/2)^2 \).

Lemma 6. If \( A \in GL_2(K) \) is parabolic, then \( A \) acting on \( \prod_{p \in S}(\mathcal{L}_p \cup \{\infty\}) \) via fractional linear transformations has exactly one fixed point, and that lies in \( K \cup \{\infty\} \) (embedded along the diagonal).

Proof. Let \( A = \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \). Then if \( c = 0 \), then \( A \) is parabolic means \( a = d \) and \( b \neq 0 \). Thus \( a \circ z = z \) means \( az + b = az \), which can happen only if \( z = \infty \).

If \( c \neq 0 \), then \( A \circ z = z \) means \( az + b = cz^2 + dz \) or \( z \) is a root of \( cx^2 + (d - a)x - b = 0 \). Therefore

\[
z = \frac{a - d \pm \sqrt{(d-a)^2 + 4cb}}{2c} = \frac{a - d \pm \sqrt{(d+a)^2 - 4(ad-bc)}}{2c} = \frac{a - d}{2c}
\]

by the preceding lemma. So \( z \in K \). \( \Box \)

Thus we can associate to any parabolic matrix \( A \) its fixed point in \( K \cup \{\infty\} \). One can also check that two parabolic matrices commute if and only if they have the same fixed point. Classifying parabolic elements by fixed points is too broad for our purposes, however. We need to treat \( A \) and \( BAB^{-1} \), for any \( B \in \Gamma_U(S) \), the same since (once modular forms are defined) a Fourier series associated to \( A \) and one associated to \( BAB^{-1} \) would be the same. Since if \( A \) fixes \( z \) then \( BAB^{-1} \) fixes \( B \circ z \), we are led to put

Definition. The \textit{cusps} of a subgroup \( G \subset GL_2(K) \) are the orbits of elements of \( K \cup \{\infty\} \) under the action of \( G \).

Proposition 7. \( \Gamma_U(S) \) and \( \Gamma_1(S) \) have \( h(S) \) cusps.

Proof. Let \( \alpha \in K \cup \{\infty\} \). Write \( \alpha = r/s \) where \( r, s \in O(S) \). (Take \( s = 0 \), \( r \neq 0 \) to represent \( \infty \).) We can then associate to \( \alpha \) the \( O(S) \) ideal \( a = (r, s) \). If we chose to write \( \alpha = t/u \), \( t, u \in O(S) \), instead, then \( r/s = t/u \) so \( (t)(r, s) = (tr, ts) = (tr, ur) = (r)(t, u) \). Therefore the ideal class of \( a \) is at least completely determined, so we associate to \( \alpha \) that class. Since every ideal is generated by two elements, each class corresponds to at least one \( \alpha \).

Now let \( \alpha, \beta \in K \cup \{\infty\} \). Write \( \alpha = r/s \) and \( \beta = t/u \) with \( r, s, t, u \in O(S) \). We will show \( \alpha \) and \( \beta \) are in the same orbit under either \( \Gamma_U(S) \) or \( \Gamma_1(S) \), if and only if \( (r, s) \) and \( (t, u) \) are in the same ideal class of \( O(S) \).

First let \( B = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_U(S) \) and suppose \( B \circ \alpha = \beta \). Then \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \circ \begin{pmatrix} r/s \\ t/u \end{pmatrix} \) implies that

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} r/s \\ t/u \end{pmatrix} = \lambda \begin{pmatrix} t \\ u \end{pmatrix}
\]

for some \( \lambda \in K \).
So \((\lambda)(t, u) = (ar + bs, cr + ds)\). But since \(B\) is invertible, then \((ar + bs, cr + ds) = (r, s)\) as ideals in \(O(S)\). Therefore \((t, u)\) and \((r, s)\) are in the same ideal class.

Conversely, if \((r, s)\) and \((t, u)\) are in the same ideal class of \(O(S)\), then multiplying through by elements of \(O(S)\) if necessary we might as well assume that \(\alpha = r/s\), \(\beta = t/u\), and \((r, s) = (t, u) = a\). But then elements \(e, f, g, h\) of the \(O(S)\) ideal \(a^{-1}\) can be found such that \(er - fs = 1\) and \(gt - hu = 1\). Then

\[
\begin{pmatrix} t & h \\ u & g \end{pmatrix} \begin{pmatrix} r & f \\ s & e \end{pmatrix}^{-1} \begin{pmatrix} r \\ s \end{pmatrix} = \begin{pmatrix} t \\ u \end{pmatrix}
\]

and one checks that

\[
\begin{pmatrix} t & h \\ u & g \end{pmatrix} \begin{pmatrix} r & f \\ s & e \end{pmatrix}^{-1} \in \Gamma_1(S). \quad \Box
\]

A full understanding of the cusps requires the explicit construction of a fundamental domain for the action of \(\Gamma_a\) and \(\Gamma_{1,b}\) on \(H(S)\), which can be done as in [Si]. These groups are readily seen to have \(h(S)\) cusps themselves. Each (representative of a) cusp (as defined here) is indeed fixed by some parabolic elements of even the group \(SL_2(O(S))\). Furthermore, following the discussion of [Si], fundamental domains can be constructed that are bounded except for pieces stretching off to one representative of each cusp.

Proceeding from [Hi] where the same groups naturally arise, Gundlach [Gl, G2] investigated Hilbert modular forms for the groups \(\Gamma_{1,b}\). In fact, he developed a rather full theory of Eisenstein series and Poincare series, including estimates on the dimension of the space of cusp forms of given weight.

### III. Modular forms

Following Stark we set

**Definition.** The \(S\)-norm of a vector \(z = (\ldots, z_p, \ldots) \in \prod_{p \in S} L_p\) is

\[
N_S(z) = \prod_{p \text{ real}} z_p \prod_{p \in S \text{ not real}} |z_p|_p.
\]

If we considered complex primes, then here \(|z_p|_p\) for \(p\) complex would denote the quaternionic absolute value squared,

\[
|x_1 + x_2i + x_3j + x_4k|_p = x_1^2 + x_2^2 + x_3^2 + x_4^2.
\]

In particular, if \(x \in K\) is viewed as a vector in \(\prod_{p \in S} L_p\), then \(N_S(z) \in \mathbb{Z}\) if \(z\) is an \(S\)-integer and \(N_S(z) = \pm 1\) if \(z\) is an \(S\)-unit.

**Definition.** A function \(f\) on \(H(S)\) will be called **locally constant** if it is constant on all sets of the form \(M_w\) for \(w \in H(S)\).

**Definition.** The weight \(k\) \(S\)-slash operator on functions \(f\) defined on \(H(S)\) is given by

\[
f|_{S,k} A(z) = f|_{k} A(z) = N_S(\det(A))^{k/2} N_S(cz + d)^{-k} \frac{f(A \circ z)}{A_{	ext{det}}},
\]

for any \(A = (a b \\ c d) \in GL_2(K)\).
If $k$ is odd then we must fix some choice of the square root, say the principal value. This operator is just the product of the local slash operators of §1 for each finite prime in $S$ and the obvious local slash operators for the infinite primes.

We also recall the weight $k$ Laplacians for the real infinite primes.

**Definition.** If $p$ is real prime and $z_p = x + iy$, let

$$\Delta_{p,k} = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + iky \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right).$$

This is the fundamental differential operator commuting with the local weight $k$ slash operator, and is the model after which $T_{p,k}$ was constructed for finite primes in §1. Thus $\Delta_{p,k}$ and $T_{p,k}$ commute with the $S$-slash operator as well.

By using vector forms as in [Sr], complex primes can be handled, though things become a bit messier. Alternately, by restricting to weight 0 some of the difficulties are circumvented and the following material goes through in essence. One need only define a weight 0 Laplacian

$$\Delta_{p,0} = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + y \frac{\partial}{\partial y}$$

for $p$ complex, $z_p = x_1 + ix_2 + ky$ as in [Sa].

We restrict our attention here to cusp forms in order to focus on the new aspects of the theory introduced by the $p$-adic planes.

**Definition.** If $K$ is a totally real number field, then an $S$-modular cusp form of weight $k$ and eigenvalue system $\Lambda$ for $\Gamma_1(S)$, where $\Lambda = \{\lambda_p\}_{p \in S}$ and $\lambda_p \in \mathbb{C}$, is a function $f: \mathbb{H}(S) \to \mathbb{C}$ satisfying

1. $f|_k A = f$ for all $A \in \Gamma_1(S)$.
2. If $\alpha \in K$ is a (representative of a) cusp of $\Gamma_1(S)$, and $A \in GL_2(K)$ is such that $\alpha = A \circ \infty$, then $N_{S_{\infty}}(y)^{k/2} | f|_k A(z) \to 0$ as $|N_{S_{\infty}}(y)| \to \infty$.
3a. $\Delta_{p,k} f = \lambda_p f$ for all $p \in S_{\infty}$.
3b. $f$ is locally constant on $H(S_{\text{fin}})$ and $T_{p,k} f = \lambda_p f$ for all $p \in S_{\text{fin}}$.

We denote the complex vector space of such weight-$k$ cusp forms by $S_k(\Gamma_1(S), \Lambda)$.

Since $(-1,0) \in \Gamma_1(S)$, condition (1) says that in particular

$$N_{S}(-1)^k f(z) = f|_k \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} (z) = f(z).$$

Since $N_{S}(-1) = (-1)^n$ where $n = [K : \mathbb{Q}]$ for a totally real field, then $nk$ must be an even integer if any nonzero forms are to exist.

If $f \in S_k(\Gamma_1(S), \Lambda)$, then actually $f|_k A = f$ for any $A \in \Gamma(U^+)^2(S) = \{A \in GL_2(O(S)) | \det(A) \in U^+(S)^2 \}$. This is simply because by the definition of the slash operator $f|_k \begin{pmatrix} \xi & 0 \\ 0 & \eta \end{pmatrix} = f$ for any $\xi, \eta \in U^+(S)$. But then, since $\Gamma_1(S)/\Gamma(U^+)^2(S)$ is a finite abelian group (isomorphic to $U(S)/U^+(S)^2$ under the determinant map), we can decompose

$$S_k(\Gamma_1(S), \Lambda) = \bigoplus_\chi S_k(\Gamma_U(S), \chi, \Lambda)$$
where the sum is taken over all characters \( \chi \) of \( U(S)/U^+(S)^2 \) and \( f \in \mathcal{S}_k(\Gamma \setminus \Gamma_U(S), \chi, \Lambda) \) means \( f \in \mathcal{S}_k(\Gamma \setminus \Gamma_U(S), \Lambda) \) and \( f|_k A = \chi(\det(A))f \) for any \( A \in \Gamma \setminus \Gamma_U(S) \). If \( k \) is even then actually \( f|_k (e^0 \varepsilon) = f \) for any \( \varepsilon \in U(S) \), so that \( \chi \) must be trivial on \( U(S)^2 \).

Recall from the theory of partial differential operators that condition (3a) implies that \( f \) is smooth in \( z_p \) for each infinite \( p \).

If \( f \in \mathcal{S}_k(\Gamma \setminus \Gamma_U(S), \Lambda) \), then \( f|_k \left( \begin{smallmatrix} 1 & t \\ 0 & 1 \end{smallmatrix} \right) (z) = f(z + t) = f(z) \) for any \( t \in O(S) \). Thus \( f \) should have a Fourier expansion at the cusp \( \infty \). In fact, it should have a Fourier expansion at every cusp. Since by taking \( S \) large enough we can ensure that \( h(S) = 1 \) so that there is only one cusp, we will omit considering the more general multiple cusps. The modifications usually used in more classical settings to handle cusps other than \( \infty \) can all be carried out here easily.

We must recall some facts from harmonic analysis on the spaces we are dealing with. The following definitions and proposition can be found in Tate's thesis [T].

If \( p \) is a prime of \( K \) and \( K_p \) the completion of \( K \) with respect to \( p \), define the additive homomorphism \( \Phi_p : K_p \to \mathbb{R}/\mathbb{Z} \) so that \( \Phi_p \) is the composition of the sequence of maps

\[
K_p \xrightarrow{Tr_p} \mathbb{Q}_p \xrightarrow{\Phi_1} \mathbb{Q}_p/\mathbb{Z}_p \xrightarrow{\Phi_2} \mathbb{R}/\mathbb{Z}.
\]

Here \( \mathbb{Q}_p \) is the completion of the rationals with respect to the prime \( p \) (possible \( \infty \) over which \( p \) lies) and \( \Phi_1 \) is the obvious quotient map. If \( p \) is infinite, then \( \Phi_2 \) is the identity, while if \( p \) is finite, then \( \Phi_2 \) sends an element of \( \mathbb{Q}_p/\mathbb{Z}_p \cong \mathbb{Q}/\mathbb{Z} \) into \( \mathbb{R}/\mathbb{Z} \) via first multiplying by \(-1\) and then utilizing the inclusion of \( \mathbb{Q} \) into \( \mathbb{R} \).

**Proposition 1.** The additive group \( K_p \) is self-dual under the identification of \( \nu \in K_p \) with the character \( x \mapsto \exp(2\pi i \Phi_p(\nu x)) \). Furthermore, for finite \( p \), this character is trivial on \( O_p \) if and only if \( \nu \in \delta_p^{-1} \), the local inverse different. (We will use \( \delta_p \) to mean both an element of \( K_p \) and the ideal it generates.)

Now we piece these together to study \( O(S) \).

**Definition.** The \( S \)-trace of a vector \( x \in \prod_{p \in S} K_p \) is \( \text{Tr}_S(x) = \sum_{p \in S} \Phi_p(x_p) \in \mathbb{R}/\mathbb{Z} \).

If we define multiplication of two vectors \( \nu = (\ldots, \nu_p, \ldots) \) and \( x = (\ldots, z_p, \ldots) \) in \( \prod_{p \in S} K_p \) by \( \nu x = (\ldots, \nu_p x_p, \ldots) \), then

**Proposition 2.** The additive group \( \prod_{p \in S} K_p \) is self-dual under the identification of a vector \( \nu \in \prod_{p \in S} K_p \) with the character \( x \mapsto \exp(2\pi i \text{Tr}_S(\nu x)) \).

It is natural to introduce

**Definition.** The \( S \)-different \( \delta(S) \) is the \( O(S) \)-ideal defined by

\[
\delta(S)^{-1} = \{ x \in K \mid \text{Tr}_S(x \alpha) = 0 \text{ for all } \alpha \in O(S) \}.
\]

That is, the inverse \( S \)-different is the dual module of \( O(S) \) with respect to the \( S \)-trace. Note that \( \delta(S_\infty) \) is just the usual global different. \( \delta(S) \) is also easily identified by
Proposition 3. \( \delta(S) \) is the ideal generated by \( \delta(S_{\infty}) \) in \( O(S) \).

Proof. Recall (cf. [La]) that for any \( x \in K \)
\[
\text{Tr}^K_Q(x) = \sum_{p \mid P} \text{Tr}^K_Q (x)
\]
in \( Q_p \) for any rational prime \( p \). Then considering the partial fraction decomposition of the rational number \( \text{Tr}^K_Q(x) \) as \( a_0 + \sum a_p/p^n_p \) where \( 0 \leq a_p < p^n_p \) and \( a_i \in \mathbb{Z} \), this means
\[
(3.1) \quad \text{Tr}^S (x^a) + \sum_{p \text{ finite}} \Phi_p (x^a) = 0.
\]

Let \( x \in \delta(S_{\infty})^{-1}O(S) \). Then if \( P \notin S \), \( \Phi_p (x^a\alpha_p) = 0 \) for all \( \alpha_p \in O_p \).
Thus if \( \alpha \in O(S) \), then (3.1) implies
\[
\text{Tr}^S (x^a) = \sum_{p \in S} \Phi_p (x^a\alpha_p) = 0
\]
and thus \( x \in \delta(S)^{-1} \) so that \( \delta(S_{\infty})^{-1}O(S) \subset \delta(S)^{-1} \).

Now suppose \( x \notin \delta(S_{\infty})^{-1}O(S) \); i.e., \( x^p \notin \delta_p^{-1} \) for some \( P \notin S \). Then
we can find a \( \beta_p \in O_p \) such that \( \text{Tr}^K_Q (x^p\beta_p) \notin Z_p \). Now by the Chinese Remainder Theorem we can find an \( \alpha \in O(S) \) such that \( \text{Tr}^K_Q (x^q\alpha_q) \in Z_q \) for
all finite \( q \neq p \) and \( \text{Tr}^K_Q (x^p\alpha_p) \notin Z_p \). Indeed, this places restrictions on \( \alpha \)
only at the prime \( p \) (where we require \( \alpha_p \equiv \beta_p \mod p^n \) for \( n \) large) and for
the finitely many other primes \( q \) where \( x^q \delta_q \notin \mathbb{Q}_q \). But then (3.1) implies
\[
\text{Tr}^S (x^a) = \text{Tr}^S (x^a) + \sum_{q \in S_{\text{fin}}} \Phi_q (x^a\alpha_q) = -\Phi_p (x^p\alpha_p) \neq 0.
\]
Thus \( x \notin \delta(S)^{-1} \) so that \( \delta(S_{\infty})^{-1}O(S) = \delta(S)^{-1} \). \( \square \)

We now consider the space we are really interested in for application to Fourier series.

Proposition 4. \( \prod_{P \in S} K_p/O(S) \) is compact and its characters are identified by \( x \mapsto \exp(2\pi i \text{Tr}_S (\nu x)) \) for \( \nu \in \delta(S)^{-1} \).

Proof. Let \( x = (\ldots, x_p, \ldots) \in \prod_{P \in S} K_p \). Then we can find a \( t \in O(S) \) such
that \( x_p - t \in O_p \) for each \( P \in S_{\text{fin}} \) by the Chinese Remainder Theorem. So \( x - t \in \prod_{P \in S_{\text{fin}}} K_p \times \prod_{P \in S_{\text{fin}}} O_p \). Since the \( O_p \) are compact and it is well known
that \( \prod_{P \in S_{\text{fin}}} K_p/O(S_{\infty}) \) is compact, then \( \prod_{P \in S} K_p/O(S) \) is compact as well.

Now from Proposition 2 we look for all \( \nu \in \prod_{P \in S} K_p \) such that \( x \mapsto \exp(2\pi i \text{Tr}_S (\nu x)) \) is trivial on \( O(S) \).
Suppose \( \nu = (\ldots, \nu_p, \ldots) \) gives such a character. Then choose an \( \alpha \in U(S) \) such that \( \alpha_p \nu_p \delta_p \in O_p \) for each \( P \in S_{\text{fin}} \). Then \( \Phi_p (\nu_p \alpha_p x_p) = 0 \) for any \( x_p \in O_p \) so in particular
\[
0 = \text{Tr}_S (\nu \alpha x) = \text{Tr}_{S_{\infty}} (\nu \alpha x)
\]
for any \( x \in O(S_{\infty}) \).

But if \( \{x_1, x_2, \ldots, x_n\} \) is a \( \mathbb{Z} \) basis for \( O(S_{\infty}) \), then there is a dual \( \mathbb{Z} \) basis \( \{d_1, d_2, \ldots, d_n\} \) of \( \delta(S_{\infty})^{-1} \) such that
\[
\text{Tr}^K_Q (d_i x_j) = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}
\]
Since the $d_i$ span the $\mathbb{R}$-vector space $\prod_{p \in S_{\text{fin}}} K_p$, then $\nu_\infty \alpha_\infty = \sum_{i=1}^n m_i d_i$ for some $m_i \in \mathbb{R}$. So

$$0 = \text{Tr}_{S_{\infty}}(\nu \alpha x) = \text{Tr}_{S_{\infty}} \left( \sum m_i d_i x \right) \equiv \sum m_i \text{Tr}_Q^K(d_i x) \mod \mathbb{Z}$$

for all $x \in O(S_{\infty})$. Then taking $x = x_j$ shows $m_j \equiv 0 \mod \mathbb{Z}$. Thus $\nu_\infty \alpha_\infty \in \delta(S_{\infty})^{-1}$.

So $\nu_\infty = \mu_\infty$ for some $\mu \in \delta(S)^{-1}$. Then $\beta = \nu - \mu$ has component $\beta_p = 0$ at each infinite $p$. But still $\text{Tr}_S(\beta x) = 0$ for all $x \in O(S)$, and since we can choose an $x$ so that $x_p$ has arbitrary order at the $p \in S_{\text{fin}}$ (by the Chinese Remainder Theorem), this implies $\beta_p = 0$ for all $p \in S_{\text{fin}}$.

Thus $\nu = \mu \in \delta(S)^{-1}$. \quad \square

With the above characters identified, we can represent a modular form $f$ by its Fourier series

$$f(z) = \sum_{\nu \in \delta(S)^{-1}} a_{\nu}(y) \exp(2\pi i \text{Tr}_S(\nu x))$$

where the $a_{\nu}(y)$ are of course explicitly representable as integrals. This equality of functions is in the $L^2$ sense on $\prod_{p \in S_{\infty}} K_p/O(S)$.

We would, of course, like the Fourier series to converge to $f$ absolutely and uniformly on compact sets. If there were only infinite primes to deal with, this would be simple to show, but unfortunately it is not immediate for more general $S$. We first need

**Lemma 5.** The individual terms of the Fourier series of

$$f(z) = \sum_{\nu \in \delta(S)^{-1}} a_{\nu}(y) \exp(2\pi i \text{Tr}_S(\nu x))$$

are locally constant on $H(S_{\text{fin}})$.

**Proof.** Fix some $p \in S_{\text{fin}}$. Let $e = (1, \ldots, 1, e_p, 1, \ldots, 1)$ for some $e_p \in U_p$ and let $\alpha = (0, \ldots, 0, \alpha_p, 0, \ldots, 0)$ for some $\alpha_p \in O_p$. We must show that

$$a_{\nu}(ye) \exp(2\pi i \text{Tr}_S(\nu(x + ay))) = a_{\nu}(y) \exp(2\pi i \text{Tr}_S(\nu x)).$$

But

$$a_{\nu}(y) = \int_{\prod_{p \in S_{\infty}} K_p/O(S)} f(u + Iy) \exp(2\pi i \text{Tr}_S(\nu u)) du$$

where $du$ is the appropriately normalized additive Haar measure on $\prod_{p \in S_{\infty}} K_p$. Therefore,

$$a_{\nu}(ye) \exp(2\pi i \text{Tr}_S(\nu(x + ay)))$$

$$= \int_{\prod_{p \in S_{\infty}} K_p/O(S)} f(u + Iey) \exp(2\pi i \text{Tr}_S(\nu u)) du \exp(2\pi i \text{Tr}_S(\nu(x + ay)))$$

$$= \int f(u + ay + Iey) \exp(2\pi i \text{Tr}_S(\nu(u + ay))) du \exp(2\pi i \text{Tr}_S(\nu(x + ay)))$$

by translation-invariance of $du$. But $f(u + ay + Iey) = f(u + Iy)$ since $f$ is locally constant, so

$$= \int f(u + Iy) \exp(2\pi i \text{Tr}_S(\nu u)) du \exp(2\pi i \text{Tr}_S(\nu x))$$

$$= a_{\nu}(y) \exp(2\pi i \text{Tr}_S(\nu x)).$$

\square
Lemma 6. \( a_\nu(y) \) depends on \( y_p \) only up to multiplication by elements of \( U_p \) and \( a_\nu(y) = 0 \) unless \( \delta_p \nu_p y_p \in O_p \) for all \( p \in S_{fn} \).

Proof. Consider more generally any locally constant function \( g : H_p \to \mathbb{C} \) of the form

\[ g(z_p) = c(y_p) \exp(2\pi i \Phi_p(\nu_p x_p)) \]

where \( \nu_p \in K_p \).

By local constancy, \( c \) depends only on \( |y_p|_p \) and

\[ g(x_p + I_p y_p) = g(x_p + \alpha y_p + I_p y_p) \]

for any \( \alpha \in O_p \). Thus

\[ c(y_p) \exp(2\pi i \Phi_p(\nu_p x_p)) = c(y_v) \exp(2\pi i \Phi_p(\nu_p x_p)) \exp(2\pi i \Phi_p(\nu_p \alpha y_p)) \]

Therefore if \( \Phi_p(\nu_p \alpha y_p) \neq 0 \), then \( c(y_p) = 0 \); i.e., if \( \text{Tr}_{O_p}^K(\nu_p \alpha y_p) \notin \mathbb{Z}_p \), then \( c(y_p) = 0 \). Thus \( c(y_p) = 0 \) unless \( \nu_p y_p \in \delta_p^{-1} \). \( \square \)

We can now return to considering the convergence of the Fourier series for \( f \).

Lemma 7. The Fourier series \( \sum_{\nu \in \delta(S)^{-1}} a_\nu(y) \exp(2\pi i \text{Tr}_S(\nu x)) \) converges to \( f \) absolutely and uniformly on compact sets.

Proof. Since \( f \) is locally constant in the \( z_p \) for finite \( p \), we need only show convergence as stated for any fixed \( z_{fn} \). To this end, let \( w = u + Iw \in H(S_{fn}) \) be fixed and set \( g(z_{\infty}) = f(z_{\infty}, w) \).

Now \( g|_{\delta(S)^{-1}}(t) = g \) for any \( t \in O(S) \) such that \( (\begin{smallmatrix} 1 & t \\ 0 & 1 \end{smallmatrix}) \circ M_w = M_w \); i.e., for any \( t \in O(S) \) such that \( I_p/\nu_p \in O_p \) for each \( p \in S_{fn} \). But this just means \( t \in Id(Iw) \). Thus \( g \) has a Fourier series and modifying the proof of Proposition 4 to identify the characters on \( \prod_{p \in S_{\infty}} K_p/Id(Iw) \), we see that it is of the form

\[ \sum_{\nu \in \delta(S_{\infty})^{-1}} b_\nu(y_{\infty}) \exp(2\pi i \text{Tr}_{S_{\infty}}(\nu x_{\infty})) \]

Now since \( g \) is smooth in each of the \( z_p \) for infinite \( p \), then in the integrals giving \( b_\nu \), we can apply the usual differentiation trick to conclude that the Fourier coefficients decay rapidly enough that the Fourier series of \( g \) converges absolutely and uniformly to \( g \).

We now must relate this to the Fourier series of \( f \). We know

\[ \int_{\prod_{p \in S} K_p/\text{O}(S)} \left| f(z) - \sum_{i=1}^n a_{\nu_i}(y) \exp(2\pi i \text{Tr}_S(\nu_i x)) \right|^2 \, dx \to 0 \]

as \( n \to \infty \). Therefore

\[ \int_C \left| f(z) - \sum_{i=1}^n a_{\nu_i}(y) \exp(2\pi i \text{Tr}_S(\nu_i x)) \right|^2 \, dx \to 0 \]

for \( C \) any compact set in \( \prod_{p \in S} K_p \). In particular if we take

\[ C = \prod_{p \in S_{\infty}} K_p/Id(Iw) \times M_w, \]
then we see that
\[
\int_{\prod_{p \in S_{\infty}} K_p/\text{Id}(I_f)} \left| f(z_\infty, w) - \sum_{i=1}^n a_{\nu_i}(y_\infty, v) \exp(2\pi i \text{Tr}_{S_\infty}(\nu_i x_\infty)) \times \exp(2\pi i \text{Tr}_{S_{\text{fin}}}(\nu_i u)) \right|^2 dx_\infty \to 0
\]
as \(n \to \infty\). Thus
\[
g(z_\infty) = f(z_\infty, w) = \sum_{\nu \in \delta(S)^{-1}} a_{\nu}(y_\infty, v) \exp(2\pi i \text{Tr}_{S_\infty}(\nu x_\infty)) \exp(2\pi i \text{Tr}_{S_{\text{fin}}}(\nu u))
\]
as \(L^2\) functions on \(\prod_{p \in S_{\infty}} K_p/\text{Id}(I_f)\). Since by Lemma 6 \(a_{\nu}(y_\infty, v)\) vanishes unless \(\delta_p \nu_p v_p \in O_p\) for each \(p \in S_{\text{fin}}\), we have
\[
g(z_\infty) = \sum_{\nu \in \delta(S_{\infty})^{-1} \text{Id}(I_f)^{-1}} a_{\nu}(y_\infty, v) \exp(2\pi i \text{Tr}_{S_\infty}(\nu x_\infty)) \exp(2\pi i \text{Tr}_{S_{\text{fin}}}(\nu u))
\]
as \(L^2\) functions. This, then, must be the Fourier series for \(g\) which we already have shown converges as desired. Thus the series for \(f\) converges as stated at any fixed \(z_\infty \in \mathcal{Y}(S_{\text{fin}})\). \(\square\)

From the conditions other than translation invariance that \(f\) satisfies, more can be deduced about the Fourier coefficients \(a_{\nu}(y)\). We begin with

**Lemma 8.** \(|a_{\nu}(y)| \leq C |N_S(y)|^{-k/2}\) for some \(C\) depending only on \(f\).

**Proof.**
\[
a_{\nu}(y) = \int_{\prod_{p \in S} K_p/O(S)} f(x + Iy) \exp(2\pi i \text{Tr}_S(\nu x)) dx.
\]
But \(h(z) = N_S(y)^{k/2}|f(z)|\) is invariant under \(z \to A \circ z\) for any \(A \in \Gamma_1(S)\). Moreover, by the growth condition (2) of the definition of a modular form, \(h\) is in fact bounded on a fundamental domain for \(\Gamma_1(S)\) and hence on all of \(H(S)\). Thus \(|f(z)| \leq C_1 N_S(y)^{-k/2}\) for some \(C_1\) and therefore the result follows from the above integral. \(\square\)

Again we emphasize that we have restricted our attention to the case \(K\) is totally real for simplicity. Since the infinite primes are handled in [R] (or [Te] in the weight 0 case), we merely sketch those cases.

Since \(\Delta_p f = \lambda_p f\) for each real \(p\), a calculation and the uniqueness of the Fourier series shows:

\[
\Delta_p a_{\nu}(y) \exp(2\pi i \text{Tr}_S(\nu x)) = \lambda_p a_{\nu}(y) \exp(2\pi i \text{Tr}_S(\nu x)).
\]
But by separation of variables, this means \(a_{\nu}(y)\) satisfies a certain second order differential equation in \(y_p\). From the fact that \(a_{\nu}(y) \to 0\) as \(y_p \to \infty\) by Lemma 8, the solution can be identified and we are led to conclude that
\[
a_{\nu}(y) = b_{\nu}(\{y_q\}_{q \in S, q \neq p}) y_p^{-k/2} W_{\text{sgn}(\nu)k/2, s-1/2}(4\pi |\nu_p| y_p) \quad \text{for} \quad y_p > 0,
\]
\[
a_0(y) = 0.
\]
Here \( s \) is such that \( s(1-s) = \lambda_p - \frac{k}{2}(1-k/2) \) and \( W_{\beta,\mu}(y) \) is the Whittaker function which is the solution of:

\[
\frac{d^2 W}{dy^2} + \left( -\frac{1}{4} + \frac{\beta}{y} + \frac{1/4 - \mu^2}{y^2} \right) W = 0
\]

and decays exponentially as \( y \to \infty \).

We define the function \( W_{\lambda,\mu}^p(k\nu_p y_p) \) to be \( (|\nu_p|y_p)^{-k/2} W_{\text{sgn}(\nu)k/2,s-1/2}(4\pi|\nu_p|y_p) \).

The finite primes we treat in more detail. Fix any \( p \in S_{\text{fin}} \).

**Lemma 9.** The individual terms of the Fourier series of \( f \) are eigenfunctions of \( T_{\lambda} \) with eigenvalues \( \lambda_p \).

**Proof.** For any function \( g(z_p) = a(y_p) \exp(2\pi i \Phi_p(\nu_p x_p)) : H_p \to \mathbb{C} \), where \( \nu_p \in K_p \),

\[
T_p(z_p) = |\pi| \sum_{i=1}^{p'} a(\pi y_p) \exp(2\pi i \Phi_p(\nu_p(x_p + \alpha_i y_p)))
+ |\pi|^{1-k} a(y_p \pi^{-1}) \exp(2\pi i \Phi_p(\nu_p x_p))
= b(y_p) \exp(2\pi i \Phi_p(\nu_p x_p))
\]

for some \( b(y_p) \). Applying this to

\[
f(z) = \sum_{\nu \in \delta(S)^{-1}} a_\nu(y) \exp(2\pi i T_{\lambda}(\nu x))
\]

yields

\[
T_p f(z) = \sum b_\nu(y) \exp(2\pi i T_{\lambda}(\nu x))
\]

where \( b_\nu(y) \) is given by

\[
T_p(a_\nu(y) \exp(2\pi i T_{\lambda}(\nu x))) = b_\nu(y) \exp(2\pi i T_{\lambda}(\nu x)).
\]

But since \( T_p f = \lambda_p f \), the uniqueness of the Fourier series implies that

\[
T_p(a_\nu(y) \exp(2\pi i T_{\lambda}(\nu x))) = \lambda_p a_\nu(y) \exp(2\pi i T_{\lambda}(\nu x)).
\]

Consider any locally constant function \( g(z_p) = c(y_p) \exp(2\pi i \Phi_p(\nu_p x_p)) : H_p \to \mathbb{C} \), where \( \nu_p \in K_p \) such that \( T_p g = \lambda_p g \).

By the proof of Lemma 6 if \( \delta \nu \nu_p y_p \notin \mathcal{O}_p \) then \( c(y_p) = 0 \). Letting \( d(y_p) = c(\delta^{-1} \nu^{-1} y_p) \), we have \( d(y_p) = 0 \) if \( y_p \notin \mathcal{O}_p \) and

\[
g(z_p) = d(\delta \nu \nu_p y_p) \exp(2\pi i \Phi_p(\nu_p x_p)).
\]

Since \( T_p g = \lambda_p g \) and

\[
T_p g(z_p) = |\pi| \sum_{i=1}^{p'} d(\delta \nu \nu_p y_p) \exp(2\pi i \Phi_p(\nu_p(x_p + \alpha_i y_p)))
+ |\pi|^{1-k} d(\delta \nu \nu_p^{-1} y_p) \exp(2\pi i \Phi_p(\nu_p x_p))
\]

we see that when \( \delta \nu \nu_p y_p \in \mathcal{O}_p \) and therefore \( \Phi_p(\nu_p x_p) = 0 \), then

\[
\lambda_p d(\delta \nu \nu_p y_p) \exp(2\pi i \Phi_p(\nu_p x_p))
= (d(\delta \nu \nu_p y_p) + |\pi|^{1-k} d(\delta \nu \nu_p^{-1} y_p)) \exp(2\pi i \Phi_p(\nu_p x_p)).
\]
Therefore, if \( y_p \in O_p \), then
\[
\lambda_p d(y_p) = d(\pi y_p) + |\pi|_p^{1-k} d(\pi^{-1} y_p).
\]

**Definition.** The weight \( k \) \( p \)-adic Whittaker function of eigenvalue \( \lambda_p \) is \( W_{\lambda_p}^{p,k} : K_p^\times \to \mathbb{C} \) defined by
\[
W_{\lambda_p}^{p,k}(y_p) = \begin{cases} 
0 & \text{if } \text{ord}_p y_p < 0, \\
1 & \text{if } \text{ord}_p y_p = 0.
\end{cases}
\]

and
\[
\lambda_p W_{\lambda_p}^{p,k}(y_p) = W_{\lambda_p}^{p,k}(\pi y_p) + |\pi|_p^{1-k} W_{\lambda_p}^{p,k}(\pi^{-1} y_p) \quad \text{for } \text{ord}_p y_p \geq 0.
\]

With this definition, we have that \( d(y_p) = d(1) W_{\lambda_p}^{p,k}(y_p) \).

Applying the above discussion to the Fourier series of \( f \) yields

**Lemma 10.**

\[
f(z) = \sum_{\nu \in \delta(S)^{-1}} b_{\nu}(\{y_q\}_{q \in S, \neq p}) W_{\lambda_p}^{p,k}(\delta_p \nu_p y_p) \exp(2\pi i Tr_S(\nu x)).
\]

Combining this result with the earlier one for infinite \( p \) gives

**Proposition 11.** For \( y_p > 0 \) for each infinite \( p \), \( f \) has Fourier series

\[
f(z) = \sum_{\nu \in \delta(S)^{-1}} a_{\nu} W_{\lambda_p}^{S,k}(\delta \nu y) \exp(2\pi i Tr_S(\nu x))
\]

where \( W_{\lambda_p}^{S,k}(y) = \prod_{p \in S} W_{\lambda_p}^{p,k}(y_p) \) and \( \delta = (\ldots, \delta_p, \ldots) \) where we set \( \delta_p = 1 \) if \( p \in S_\infty \) and otherwise \( \delta_p \) is the local different. This series converges absolutely and uniformly on compact sets.

If we consider two sets of primes \( S_1 \subset S_2 \) containing \( S_\infty \), then \( \delta(S_1)^{-1} \subset \delta(S_2)^{-1} \) and thus there are "more" terms in the Fourier series and hence "more" Fourier coefficients for an \( S_2 \) form than for an \( S_1 \) form.

But \( f|_k \left( \begin{smallmatrix} \epsilon & 0 \\ 0 & \epsilon^{-1} \end{smallmatrix} \right) = f \) for any \( \epsilon \in U^+(S) \) means

\[
\sum_{\nu \in \delta(S)^{-1}} a_{\nu} W_{\lambda_p}^{S,k}(\delta \nu \epsilon^2 y) \exp(2\pi i Tr_S(\nu \epsilon^2 x))
\]

\[
= \sum_{\nu \in \delta(S)^{-1}} a_{\nu} W_{\lambda_p}^{S,k}(\delta \nu y) \exp(2\pi i Tr_S(\nu x)).
\]

Equating Fourier coefficients shows \( a_{\nu} = a_{\nu \epsilon^2} \). Thus the presence of additional coefficients is deceptive since many are the same and therefore contain no new information.

**Lemma 8** can also be used to say something about the growth of the \( p \)-adic Whittaker function that occurs in the Fourier coefficients of a cusp form \( f \).

**Lemma 12.** If \( f \) is a cusp form with \( T_p f = \lambda_p f \), then \( |W_{\lambda_p}^{p,k}(y_p)| \leq C|y_p|_p^{-k/2} \) for some \( C \) depending only on \( f \).

From Lemma 8
\[
|a_{\nu} W_{\lambda_p}^{S,k}(\delta \nu y)| \leq C_1 N_S(y)^{-k/2}.
\]
For each \( q \in S, \; q \neq p \), choose \( y_q \) so that \( W_{\lambda_p}^{p,k}(\delta_q y_q) \neq 0 \). Then
\[
|W_{\lambda_p}^{p,k}(\delta_q y_q)| \leq C_2|y_q|^{-k/2}
\]
so
\[
|W_{\lambda_p}^{p,k}(y_p)| \leq C_3|y_p|^{-k/2}.
\]

IV. The Dirichlet series associated with a modular form

Let \( f \in S_k(\Gamma_1(S), A) \) for some totally real number field \( K \). To simplify the analysis at the infinite primes, let us assume that \( f \) is actually holomorphic in each \( z_p \) for the infinite \( p \) (i.e., \( \lambda_p = 0 \) for all \( p \in S_\infty \)). If this is not the case, the necessary modifications are well known from any work on Maass forms.

From §III, for each \( p \in S_\infty \) we therefore have that
\[
W_{\lambda_p}^{p,k}(\nu_p y_p) \exp(2\pi i \Phi_p(\nu_p x_p)) = \begin{cases} 
\exp(2\pi i \nu_p z_p) & \text{if } \nu_p > 0, \\
0 & \text{otherwise},
\end{cases}
\]
so
\[
f(z) = \sum_{\nu \in \delta(S)^{-1} \setminus \nu \gg 0} a_\nu W_{\lambda_p}^{p,k}(\delta \nu y) \exp(2\pi i \text{Tr}_S(\nu x))
\]
where \( \nu \gg 0 \) means \( \nu \) is totally positive and \( W_{\lambda_p}^{p,k}(\nu_p y_p) = \exp(-2\pi \nu_p y_p) \) for \( p \in S_\infty \).

Recalling that \( a_\nu = a_\ve e^2 \) for any \( \ve \in U^+(S) \), it is natural to consider the formal Dirichlet series
\[
L(f, s) = \sum_{\nu \in \delta(S)^{-1}/U^+(S)^2} \frac{a_\nu}{N_S(\nu)^s}.
\]

In order to discuss convergence of this series we must first understand the growth of the \( a_\nu \).

**Lemma 1.** \(|a_\nu| \leq C N_S(\nu)^{k/2} \) for some constant \( C \) depending only \( f \).

**Proof.** From Lemma 8 of §III
\[
|a_\nu W_{\lambda_p}^{p,k}(\nu y)| \leq C_1 N_S(\nu)^{-k/2}.
\]
Now choosing any vector \( a \) such that \( W_{\lambda_p}^{p,k}(a) \neq 0 \) and then letting \( y = a/\nu \) we get \(|a_\nu| \leq C N_S(\nu)^{k/2} \) for some constant \( C \). \( \square \)

**Lemma 2.** The series defining \( L(f, s) \) converges absolutely and uniformly on compact sets for \( \text{Re}(s) > k/2 + 1 \).

**Proof.** In light of Lemma 1, we must show that
\[
\sum_{\nu \in \delta(S)^{-1}/U^+(S)^2} N_S(\nu)^{-\sigma}
\]
converges for \( \sigma > 1 \). But this is majorized by
\[
\sum_{\nu \in \delta(S)^{-1}/U(S)} |N_S(\nu)|^{-\sigma} \leq \sum_a N_Q^k(a)^{-\sigma}
\]
where the sum is over fractional ideals \( a \) of \( O(S_\infty) \) such that \( a\delta(S_\infty) \) is integral and \( a \) has no prime factors appearing in \( S \). This in turn is majorized by

\[
N_Q^M(\delta(S_\infty))^{-\sigma} \sum_{a \in O(S_\infty)} N_Q^M(a)^{-\sigma}
\]

where we sum over all integral ideals, and this last is just the Dedekind zeta function of \( K \) which is well known to converge for \( \sigma > 1 \). \( \square \)

In preparation for discussing the analytic continuation and functional equation of \( L(f, s) \), we must first introduce the appropriate Gamma functions for each prime \( p \in S \).

First let us fix the notation for some groups and measures we will be using. Let

\[
K_p^* = \begin{cases} 
\mathbb{R}^+, & \text{if } p \text{ is real}, \\
K_p^\times & \text{if } p \text{ is finite}.
\end{cases}
\]

We use \( dy_p^\times \) to denote the multiplicative Haar measure on \( K_p^* \) normalized so that \( dy_p^\times = dy_p/y_p \) for \( p \) real and \( dy_p^\times \) gives \( U_p \) mass 1 for \( p \) finite.

**Definition.** For any prime \( p \in S \), let

\[
\Gamma_p(s) = \int_{K_p^*} W_p^{p,k}(\delta_p y_p)|y_p|^s dy_p^\times.
\]

A change of variables shows that for \( p \) real

\[
\Gamma_p(s) = (2\pi)^{-s} \int_0^\infty \exp(-y) y^s \frac{dy}{y} = (2\pi)^{-s} \Gamma(s)
\]

where \( \Gamma(s) \) is the classical \( \Gamma \) function. Thus \( \Gamma_p(s) \) has an analytic continuation to the whole complex plane and is well understood.

For \( p \) finite, a change of variables gives

\[
\Gamma_p(s) = |\delta_p|^{-s} \int_{K_p^\times} W_p^{p,k}(\delta_p y_p)|y_p|^s dy_p^\times
\]

\[
= |\delta_p|^{-s} (1 + W_p^{p,k}(\pi)|\pi|^s + W_p^{p,k}(\pi^2)|\pi^2|^s + \cdots).
\]

Now from Lemma 12 of §III, \( |W_p^{p,k}(\pi^n)| \leq C|\pi^n|^{-k/2} \), so this series is majorized by \( \sum_{n=1}^\infty |\pi^n|^{s-k/2} \) which converges for \( \text{Re}(s) > k/2 \). But since

\[
\lambda_p W_p^{p,k}(\pi y_p) = W_p^{p,k}(\pi y_p) + |\pi|^{-k} W_p^{p,k}(\pi^{-1} y_p)
\]

then for \( s \) sufficiently large

\[
(1 - \lambda_p |\pi|^s + |\pi|^{1-k+2s})(1 + W_p^{p,k}(\pi)|\pi|^s + W_p^{p,k}(\pi^2)|\pi^2|^s + \cdots) = 1.
\]

Thus an analytic continuation of \( \Gamma_p(s) \) is given by

\[
\Gamma_p(s) = |\delta_p|^{-s} (1 - \lambda_p |\pi|^s + |\pi|^{1-k+2s})^{-1}.
\]

Note that the dependence of \( \Gamma_p(s) \) on \( \lambda_p \) has been dropped from the notation.

**Theorem 3.** If \( f \in S_k(\Gamma_1(S), \Lambda) \) is holomorphic, define

\[
R(f, s) = \prod_{p \in S} \Gamma_p(s)L(f, s).
\]
Then $R(f, s)$ continues to an entire function on the whole complex plane which satisfies the functional equation

$$R(f, s) = i^{nk} R(f, k - s)$$

where $n = [K : \mathbb{Q}]$.

**Proof.** Consider

$$R_0(f, s) = \int_{\prod_{p \in S} K_p/ U^+(S)^2} f(Iy) N_S(y)^s dy_S^\times$$

where $dy_S^\times = \prod_{p \in S} dy_p^\times$.

First, since the integrand is invariant under $y \rightarrow \varepsilon^2 y$ for $\varepsilon \in U^+(S)$, this is well defined provided that it converges.

At least formally we have

$$R_0(f, s) = \int_{\prod_{p \in S} K_p/ U^+(S)^2} \left( \sum_{\nu \in \delta(S)^{-1}/ \nu \gg 0} a_{\nu} W_{\Lambda}^{S, k}(\delta \nu y) N_S(y)^s \right) dy_S^\times$$

(4.1)

$$= \int_{\prod_{p \in S} K_p} \left( \sum_{\nu \in \delta(S)^{-1}/ \nu \gg 0} a_{\nu} W_{\Lambda}^{S, k}(\delta \nu y) N_S(y)^s \right) dy_S^\times$$

(4.2)

Now for $\text{Re}(s) > k/2 + 1$ from Lemma 2 and the discussion of the $\Gamma$ functions, both the integrals and the sum in (4.2) converge absolutely. This justifies the interchange of the sum and integral and shows both the absolute and uniform convergence of the original integral and that $R_0(f, s) = R(f, s)$ when $\text{Re}(s) > k/2 + 1$.

We now make a change of variables in the integral defining $R_0(f, s)$. Fix some infinite prime $q$ and let $S_0 = S - \{q\}$. Then consider $f(Iy)$ as a function of $u$ and $y_p$ for all $p \in S_0$, where $u = N_S(y) \in \mathbb{R}^+$ so that $y_q = u/N_{S_0}(y)$. 
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Then
\[ R(f, s) = \int_{u \in \mathbb{R}^+} \left( \int_{\prod_{p \in S} K_p^* / U^+(S)^2} f(Iy) dy_{S_0}^\times \right) u^s \frac{du}{u} \]
\[ = \int_{u=0}^{1} \left( \int_{\prod_{p \in S} K_p^* / U^+(S)^2} f(Iy) dy_{S_0}^\times \right) u^s \frac{du}{u} \]
\[ + \int_{u=1}^{\infty} \left( \int_{\prod_{p \in S} K_p^* / U^+(S)^2} f(Iy) dy_{S_0}^\times \right) u^s \frac{du}{u} \]
\[ = I_1 + I_2 \]
where both of these integrals converge absolutely and uniformly on compact sets for \( \text{Re}(s) > k/2 + 1 \). Actually \( I_2 \) converges absolutely and uniformly on compact sets for all \( s \in \mathbb{C} \) (by comparison with a large real \( s \)), and thus defines an entire function.

Replacing \( u \rightarrow 1/u \) and \( y \rightarrow 1/y \) in \( I_1 \) gives
\[ I_1 = \int_{u=1}^{\infty} \left( \int_{\prod_{p \in S} K_p^* / U^+(S)^2} f(Iy^{-1}) dy_{S_0}^\times \right) u^{-s} \frac{du}{u} . \]
But \( f = f|_{k} (\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix}) \) implies that
\[ f(Iy) = f(Iy^{-1})N_S(Iy)^{-k} . \]
Since \( N_S(Iy) = i^n N_S(y) \),
\[ I_1 = i^n \int_{u=1}^{\infty} \left( \int_{\prod_{p \in S} K_p^* / U^+(S)^2} f(Iy) dy_{S_0}^\times \right) u^{k-s} \frac{du}{u} . \]
This defines an entire function exactly as \( I_2 \). Thus \( R(f, s) \) extends to an entire function.

Moreover, it is clear from this integral representation of \( R(f, s) \) that
\[ R(f, s) = i^n R(f, k-s) . \]

Written out in full
\[ R(f, s) = \prod_{p \in S_\infty} (2\pi)^{-s} \Gamma(s) \prod_{p \in S_\text{fin}} |\delta_p|_p^{-s} (1 - \lambda_p |\pi|^s + |\pi|^1 - k - 2s)^{-1} \]
\[ \times \sum_{\nu \in \delta(S)^{-1}/U^+(S)^2} a_{\nu} \frac{N_S(\nu)^{-s}}{N_S(\nu)} . \]

Now if \( S \) contains all primes appearing in the global different \( \delta(S_\infty) \), then \( \delta(S) = O(S) \). Moreover, if \( D_Q^K \) denotes the discriminant, then
\[ |D_Q^K| = N_Q^K(\delta(S_\infty)) = \left( \prod_{p \text{ finite}} |\delta_p|_p \right)^{-1} = \left( \prod_{p \in S_\text{fin}} |\delta_p|_p \right)^{-1} . \]
so that
\[
R(f, s) = (2\pi)^{-n}|D_{\mathbb{Q}}|^s\Gamma(s)^n \prod_{p \in \mathfrak{S}_m} \left( 1 + W_{A_p}^p(k)(\pi)|\pi|^s + W_{A_p}^{p,k}(2)|\pi|^2s + \ldots \right)
\]
\[
\times \sum_{\nu \in \delta(S)^{-1}/U^+(S)^2} \frac{a_\nu}{N_\mathbb{S}(\nu)^s}
\]
\[
= (2\pi)^{-n}|D_{\mathbb{Q}}|^s\Gamma(s)^n \sum_{a \in \mathcal{O}(S_{\infty})} \frac{b(a)}{N_\mathbb{Q}^K(a)^s}
\]
for appropriate numbers \(b(a)\). In fact, if we merely dropped the condition on \(f\) that \(T_p f = \lambda_p f\) we could have reached this point (but of course we would not be able to relate the \(b(a)\) to the Fourier coefficients of \(f\) as nicely).

On the other hand, if we wish to pull other Euler factors out of the series \(L(f, s)\), then we can either add more primes to \(S\), or develop a theory of Hecke operators for primes not in \(S\). Provided that \(S\) has been chosen so that \(h(S) = 1\), there is no difficulty in following this last course almost exactly as in [Sh], though some care must be taken since we want to associate a Hecke operator to an ideal and not to any of its generators. This will be done in §VI.

\section*{V. Restricting and extending \(S\)}

Suppose that for a totally real field \(K\) we consider two finite sets of prime \(S_0, S_1\), such that \(S_1 \supset S_0 \supset S_{\infty}\). Then if \(\tilde{f} \in \mathcal{S}_k(\Gamma_U(S_1), \chi_1, \Lambda_1)\) so that \(\tilde{f} : H(S_1) \to \mathbb{C}\), then it is easily seen that if we let \(f(z) = \tilde{f}(z, w) : H(S_0) \to \mathbb{C}\) where \(w = (\ldots, I_p, \ldots)\) as \(p\) runs through \(S_1 - S_0\), then
\[
f \in \mathcal{S}_k(\Gamma_U(S_0), \chi_0, \Lambda_0)
\]
where \(\chi_0\) is just the restriction of \(\chi_1\) to \(U(S_0)\) and \(\Lambda_0\) is the subset of \(\Lambda_1\) corresponding to the primes in \(S_0\). To see this one need only note that if \(A \in \Gamma_U(S_0)\) then \(A \circ M_w = M_w\).

The question then arises whether this process can be reversed; that is, can an \(S_0\)-form be extended to an \(S_1\)-form? To do this we must first decompose the space \(\mathcal{S}_k(\Gamma_U(S_0), \chi_0, \Lambda_0)\).

First we note that \(\Gamma_U(S_0)\) can be enlarged by trivial actions. Since for \(\epsilon \in U^+(S_1)\) we see that \(|k(\epsilon 0 \epsilon)|\) acts trivially on any element of \(\mathcal{S}_k(\Gamma_U(S_0), \chi_0, \Lambda_0)\), then \(\mathcal{S}_k(\Gamma_U(S_0), \chi_0, \Lambda_0) = \mathcal{S}_k(\Gamma_0, \phi_0, \Lambda_0)\), where \(\Gamma_0\) is the group generated by \(\Gamma_U(S_0)\) and matrices of this form, and \(\phi_0\) extends \(\chi_0\) and is 1 on elements of \(U^+(S_1)^2\).

Let \(\Gamma_w = \{A \in \Gamma_U(S_1)| A \circ M_w = M_w\}\) with \(w\) as above. Then by Corollary 4 of §I, if \(A \in \Gamma_w\) then for each \(p \in S_1 - S_0\),
\[
A = \begin{pmatrix} \pi^n & 0 \\ 0 & \pi^n \end{pmatrix} A_1
\]
where \(A_1 \in GL_2(O_p)\). In fact, if we set \(V_w = \det(\Gamma_w) \subset U(S_1)\) and \(V_0 = \det(\Gamma_0)\), then the sequence
\[
0 \to \Gamma_0 \to \Gamma_w \to V_w/V_0 \to 0
\]
is exact. Since \(V_w/V_0\) is finite and abelian, then
\[
\mathcal{S}_k(\Gamma_U(S_0), \chi_0, \Lambda_0) = \bigoplus_{\phi} \mathcal{S}_k(\Gamma_w, \phi, \Lambda_0)
\]
where \( \phi \) runs through characters of \( \mathcal{V}_w \) extending \( \phi_0 \) and \( f \in S_k(\Gamma_w, \phi, \Lambda_0) \) means that \( f \in S_k(\Gamma_U(S_0), \chi_0, \Lambda_0) \) and \( f|_k \Lambda = \phi(\det(\Lambda)) f \) for any \( \Lambda \in \Gamma_w \).

Now for \( f \in S_k(\Gamma_w, \phi, \Lambda_0) \), define \( \tilde{f} : H(S_0) \times M_w \subset H(S_1) \to \mathbb{C} \) by \( \tilde{f}(z, \tau) = f(z) \) for any \( \tau \in M_w \). Then if \( \chi_1 \) is any character on \( U(S_1) \) extending \( \phi \) then we can use the condition \( f|_k \Lambda = \chi_1(\det(\Lambda)) \tilde{f} \) to extend \( f \) to a function \( \tilde{f} \) on \( H(S_0) \times (\Gamma_U(S_1) \circ M_w) \subset H(S_1) \). We note that such \( \chi_1 \) are easy to construct since \( U(S_1)/V_w \) is finite.

Unfortunately, as the examination of the fundamental domain in §11, Proposition 2 showed, \( H(S_0) \times (\Gamma_U(S_1) \circ M_w) \) is not necessarily all of \( H(S_1) \). Therefore we set \( \tilde{f}(z) = 0 \) for all \( z \in H(S_1) \) where we have not yet defined it.

Note that for \( p \in S_0 \), we have \( T_p \tilde{f} = \tilde{T_p f} \) since \( T_p \) acts only in the \( z_p \) variable and commutes with the slash operator. A look back at the definition of a modular form shows that \( \tilde{f} \) satisfies all the conditions except possibly (3b) for those primes \( p \in S_1 - S_0 \). That is, we do not know whether \( T_p f = \lambda_p f \) for some \( \lambda_p \in \mathbb{C} \) for these primes. We will have to return to this problem in the next section.

In particular we note that the above process allows classical Hilbert modular forms (i.e., \( S_{\infty} \)-forms) to be brought into the theory of \( S \)-forms for larger \( S \). Then, once we diagonalize the action of the \( T_p \) for \( p \in S - S_{\infty} \) this will show the existence of \( S \)-forms.

Finally, it is worth pointing out that it is necessary that our modular forms be locally constant on the \( H_p \) for finite \( p \) so that this extension process works. Since \( \Gamma_U(S_0) \circ I_p \) is dense in \( M_{I_p} \) for any \( p \notin S_0 \), then if \( f \) is modular on \( \Gamma_U(S_0) \), its extension to \( H(S_0) \times H_p \) must be constant as \( z_p \) ranges through \( M_{I_p} \) and hence through any \( M_{I_p} \).

VI. Hecke operators through double cosets

Hecke operators are usually defined directly in terms of double cosets, so that while it is clear there is a connection to the \( T_p \) as defined here, it has not been made fully explicit yet.

Let \( S_{\infty} \subset S_0 \subset S_1 \) be finite sets of primes of a totally real field \( K \). Suppose further that \( h(S_0) = 1 \) and chose any \( p \in S_1 - S_0 \). Then \( T_p \) can be defined as in §1 for \( S_1 \)-forms and defined via double cosets for \( S_0 \)-forms.

One easily proves

**Lemma 1.** Let \( S_0 \supset S_{\infty} \) be such that \( h(S_0) = 1 \). Let \( p = (\pi) \) as an \( O(S_0) \) ideal for some \( p \notin S_0 \). Then

\[
\Gamma_1(S_0) \left( \begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array} \right) \Gamma_1(S_0) = \bigcup_i \Gamma_1(S_0) \left( \begin{array}{cc} 1 & \alpha_i \\ 0 & \pi \end{array} \right) \cup \Gamma_1(S_0) \left( \begin{array}{cc} 0 & \pi \\ 1 & 0 \end{array} \right)
\]

where the \( \alpha_i \) run through a complete set of representatives of \( O(S_0)/p \), is a disjoint double coset decomposition.

Now we can consider the double coset Hecke operator given (except for normalization) by

\[
f|_{k, S_0} \Gamma_1(S_0) \left( \begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array} \right) \Gamma_1(S_0) = \sum_j f|_{k, S_0} A_j
\]
where the $A_j$ run through a complete set of right coset representatives of the double coset. This is clearly independent of the choice of the $A_j$.

**Proposition 2.** Under the conditions above, if $\hat{f} \in \mathbb{S}_k(\Gamma_U(S_1), \chi_1, \Lambda_1)$ and $f(z) = \hat{f}(z, w) \in \mathbb{S}_k(\Gamma_U(S_0), \chi_0, \Lambda_0)$ is its restriction as in §V, then

$$(T_p \hat{f})(z, w) = \overline{\chi_1(\pi)}|\pi|^{1-k/2}f|_k, S_0 \Gamma_1(S_0)\left(\begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array}\right) \Gamma_1(S_0)(z).$$

**Proof.** By Lemma 1

$$\overline{\chi_1(\pi)}|\pi|^{1-k/2}f|_k, S_0 \Gamma_1(S_0)\left(\begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array}\right) \Gamma_1(S_0)(z)$$

$$= \overline{\chi_1(\pi)}|\pi|^{1-k/2}\left[\sum_i f|_k, S_0 \left(\begin{array}{cc} 1 & \alpha_i \\ 0 & \pi \end{array}\right)(z) + f|_k, S_0 \left(\begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array}\right)(z)\right]$$

$$= \overline{\chi_1(\pi)}|\pi|^{1-k/2}\left[\sum_i f \left(\left(\begin{array}{cc} 1 & \alpha_i \\ 0 & \pi \end{array}\right) \circ z\right) N_{S_0}(\pi)^{-k/2} + f \left(\left(\begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array}\right) \circ z\right) N_{S_0}(\pi)^{k/2}\right]$$

$$= \overline{\chi_1(\pi)}\left[|\pi| \sum_i \hat{f} \left(\left(\begin{array}{cc} 1 & \alpha_i \\ 0 & \pi \end{array}\right) \circ z, w\right) N_{S_0}(\pi)^{-k/2} + |\pi|^{1-k} \hat{f} \left(\left(\begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array}\right) \circ z, w\right) N_{S_0}(\pi)^{k/2}\right].$$

Now since $f|_k, S_1 A = \chi_1(\det(A)) \hat{f}$ for $A \in \Gamma_U(S_1)$,

$$= \overline{\chi_1(\pi)}\chi_1(\pi)\left[|\pi| \sum_i \hat{f} \left(z, \left(\begin{array}{cc} 1 & \alpha_i \\ 0 & \pi \end{array}\right)^{-1} \circ w\right) N_{S_0}(\pi)^{-k/2} N_{S_0}(\pi^{-1})^{-k/2} + |\pi|^{1-k} \hat{f} \left(z, \left(\begin{array}{cc} \pi & 0 \\ 0 & 1 \end{array}\right)^{-1} \circ w\right) N_{S_0}(\pi)^{k/2} N_{S_0}(\pi^{-1})^{k/2}\right]$$

$$= (T_p \hat{f})(z, w)$$

since $w = (\ldots, I_p, \ldots)$. □

This makes clear that it is unimportant from the standpoint of Hecke operators whether additional primes are killed off by being included in $S$ after $h(S) = 1$ already. Thus in the case $h(S) = 1$, a full theory relating modular forms to Dirichlet series with Euler products can be developed. One also sees immediately from this that all of the $T_p$ commute, regardless of their definition in terms of double cosets or integral operators since they can be viewed as integral operators which obviously commute.

If $S_\infty \subset S_0 \subset S_1$ are finite, $\chi_1$ is a character of $U(S_1)$, and $\Lambda_0$ is an eigenvalue system for $S_0$, let $\mathbb{S}_k(\Gamma_U(S_1), \chi_1, \Lambda_0)$ be the vector space of functions satisfying all the requirements to be in $\mathbb{S}_k(\Gamma_U(S_1), \chi_1, \Lambda_1)$ except possibly that there is no $\lambda_p$ such that $T_p f = \lambda_p f$ for $p \notin S_0$. 
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We wish to show that
\[ S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) = \bigoplus_{\Lambda_1} S_k(\Gamma_U(S_1), \chi_1, \Lambda_1) \]
where \( \Lambda_1 \) runs through eigenvalue systems for \( S_1 \) extending \( \Lambda_0 \). In order to do this we will need two facts: (1) \( S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) \) is finite dimensional; and (2) \( S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) \) has a scalar product with respect to which \( T_p \) is Hermitian. If these two conditions are met then since the operators \( \{ T_p \} \) commute, they can be simultaneously diagonalized, and our space of forms decomposes as desired.

From investigating the fundamental domain of \( \Gamma_U(S_1) \) in Proposition 2 of §II, we know that \( f \in S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) \) is fully determined by a finite number of classical Hilbert modular forms, modular with respect to the groups \( \Gamma_{a_i} \). As does Herrmann, we cite the work of Maass to see that the spaces of forms on such \( \Gamma_{a_i} \) (in fact on subgroups of these) is finite dimensional (at least in the holomorphic case, though the proof should generalize). Thus we leave (1) as settled.

(2) is more involved, but again reduces to standard results. We first must define a scalar product.

**Definition.** The Petersson scalar product on \( S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) \) is defined by
\[ \langle f, g \rangle_{\Gamma_U(S_1)} = \int_{F_1} f(z) \overline{g(z)} N_{S_1}(y)^k \, dz \]
where \( F_1 \) is a fundamental domain for \( \Gamma_U(S_1) \) and \( dz = \prod_{p \in S} dz_p \) where
\[ dz_p = \begin{cases} y_p^{-2} dx_p dy_p & \text{if } p \text{ is real}, \\ d\mu(z_p) \text{ of } §I & \text{if } p \text{ is finite}. \end{cases} \]

Since \( dz \) is \( GL_2(K) \) invariant and the integrand is \( \Gamma_U(S_1) \) invariant, one sees that \( \langle f, g \rangle_{\Gamma_U(S_1)} \) does not depend on the choice of the fundamental domain. By the growth conditions on cusp forms, this integral actually converges, and one checks that it satisfies all the requirements for a scalar product.

**Lemma 3.** Suppose \( \tilde{f}, \tilde{g} \in S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) \) and let \( p \in S_1 \) be finite. Suppose in addition that \( S_1 \) is large enough that if \( S_0 = S_1 - \{ p \} \), then \( h(S_0) = 1 \). Then
\[ \langle T_p \tilde{f}, \tilde{g} \rangle_{\Gamma_U(S_1)} = \langle \tilde{f}, T_p \tilde{g} \rangle_{\Gamma_U(S_1)}. \]

**Proof.** Let \( \tilde{z} \in H(S_0) \) be \( z \in H(S_1) \) with the \( z_p \) component deleted. Let \( f(\tilde{z}) = \tilde{f}(\tilde{z}, I_p) \), \( g(\tilde{z}) = \tilde{g}(\tilde{z}, I_p) \). Then
\[ \langle T_p \tilde{f}, \tilde{g} \rangle_{\Gamma_U(S_1)} = \int_{F_1} (T_p \tilde{f})(z) \overline{g(z)} N_{S_1}(y)^k \, dz. \]

But since \( h(S_0) = 1 \), \( F_1 \) can be taken to have the form \( F \times M_{I_p} \) where \( F \subset H(S_0) \) is a fundamental domain for
\[ \Gamma = \{ A \in \Gamma_U(S_1) \mid A \circ M_{I_p} = M_{I_p} \} \supset \Gamma_U(S_0). \]
Note that $F$ is also a fundamental domain for $\Gamma_U(S_0)$. So
\[
(T_p f, g)_{\Gamma_U(S_1)} = \int_{T_p} (T_p f)(z, z_p) g(z, z_p) N_{S_1}(y, y_p) dz
\]
\[
= \int_F (T_p f)(\hat{z}, I_p) g(\hat{z}, I_p) N_{S_0}(\hat{y})^k dz
\]
\[
= \int_F (T_p f)(\hat{z}) g(\hat{z}) N_{S_0}(\hat{y})^k dz
\]
\[
= (T_p f, g)_{\Gamma_U(S_0)}.
\]

But since $h(S_0) = 1$, by Proposition 2 we have
\[
= \chi_1(\pi)|\pi|^{-k/2} \left\langle \sum_i f_i A_i, g \right\rangle_{\Gamma_U(S_0)}
\]
where the $A_i$ run through some choice of double coset representatives.

The proof can now proceed exactly as the usual proof for Hecke operators defined in terms of double cosets (cf. [Sh]). We omit the rather involved but standard argument. □

It is of course disappointing to rely on the classical double coset definition of Hecke operators in this proof, particularly when one considers Proposition 12 of §I. Regardless, we have

**Corollary 4.** Let $S_1$ be large enough such that for any finite $p \in S_1$, if we let $S_0 = S_1 - \{p\}$, then $h(S_0) = 1$. Then
\[
S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) = \bigoplus_{A_i} S_k(\Gamma_U(S_1), \chi_1, \Lambda_1).
\]

**Corollary 5.** For any $S_1$
\[
S_k(\Gamma_U(S_1), \chi_1, \Lambda_0) = \bigoplus_{A_i} S_k(\Gamma_U(S_1), \chi_1, \Lambda_1).
\]

**Proof.** By §V any $f, g \in S_k(\Gamma_U(S_1), \chi_1, \Lambda_0)$ are the linear combinations of restrictions to $H(S_1)$ of elements of $S_k(\Gamma_U(S_2), \phi_i, \Lambda_0)$ where $S_2$ is a large enough set of primes that $O(S_2 - \{p\})$ has class number one for all $p \in S_2$ and $\phi_i$ extend $\chi_1$. Since these spaces have a basis of eigenforms of $T_p$ and since $T_p$ behaves well with respect to restricting forms back to $S_k(\Gamma_U(S_1), \chi_1, \Lambda_0)$, that space has a basis of eigenforms as well. □

**VII. Herrmann's Theory**

In this section we will briefly show how one of the vector modular forms defined in [H] is related to an $S$-modular form. However, our goal is not to restate all of the definitions and results of that paper. Therefore, the reader unfamiliar with the paper will find this discussion a bit sketchy.

We begin by defining a vector modular form. Rather than introduce ideal numbers as Herrmann does, we give an equivalent formulation which will be less notationally cumbersome.
Let $K$ be a totally real number field and fix some choice $\{a_i\}_{i=1}^{h}$, $h = h(S_{\infty})$, of ideal class representatives of $O(S_{\infty})$. Let

$$
\Gamma_{1, a_i} = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(K) \middle| a, d \in O(S_{\infty}), \ b \in a_i, \ c \in a_i^{-1}, \ ad - bc = 1 \right\}
$$

(as in §II),

$$
\Gamma_{U, a_i} = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(K) \middle| a, d \in O(S_{\infty}), \ b \in a_i, \ c \in a_i^{-1}, \ ad - bc \in U(S_{\infty}) \right\},
$$

$$
\Gamma_{2, a_i} = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(K) \middle| a, d \in b, \ b \in a_ib, \ c \in a_i^{-1}b, \ (ad - bc) = b^2 \text{ for some ideal } b \right\}.
$$

**Definition.** The $a_i$-component of a weight $k$ vector modular form is a function $f: H(S_{\infty}) \to \mathbb{C}$ satisfying

1. $f$ is holomorphic on $H(S_{\infty})$.
2. $f|_k A = f$ for all $A \in \Gamma_{1, a_i}$.
3. $f$ is "bounded at the cusps".

A vector modular form $F$ is a vector $\{f_i\}_{i=1}^{h}$ where each $f_i$ is an $a_i$-component. Such an $F$ is said to be of type $\{K, -k\}$.

For any character $\chi$ of $U(S_{\infty})$, $F$ is said to be of type $\{K, -k, \chi\}$ if $F$ is of type $\{K, -k\}$ and in addition $f_i|_k A = \chi(\det(A))f_i$ for any $A \in \Gamma_{U, a_i}$. As usual, the space of forms of type $\{K, -k\}$ decomposes into a direct sum over $\chi$ of the spaces of forms of type $\{K, -k, \chi\}$.

Unfortunately, these are still not the forms for which Hecke theory can be developed. In a rather complicated step that involves extending $\chi$ to all the ideal numbers and introducing a character $\psi$ of the ideal class group, Herrmann decomposes the space of forms of type $\{K, -k, \chi\}$ into a direct sum of spaces of forms of type $\{K, -k, \chi, \psi\}$. For our purposes it is enough to know that if $F$ is of type $\{K, -k, \chi, \psi\}$, then

$$
f_i|_k A = \chi(\det(A))f_i \quad \text{for all } A \in \Gamma_{2, a_i}
$$

and there is some consistency among the components of $F$, in that if the class of $a_i$ differs from the class of $a_j$ by a square, then $f_i$ determines $f_j$. Thus, though Herrmann does not state it explicitly, we do not really need all $h$ components of $F$, but only as many as there are elements in the ideal class group modulo squares. (This fits with de Bruijn's thesis result mentioned in the introduction.)

But now using the discussion of fundamental domains in §II, it is easy to construct an $S$-form from a form $F$ of type $\{K, -k, \chi, \psi\}$. Let $S$ be the set of all primes dividing any of the $a_i$ as well as all infinite primes (so $h(S) = 1$). Renumber the $a_i$ if necessary so that $\{a_i\}_{i=1}^{m}$ is a complete set of representatives of the ideal class group modulo squares. We note that $\chi$ is now defined on all of $K$ and hence in particular on $U(S)$. 
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Now define $f_F : H(S) \rightarrow \mathbb{C}$ by defining it first on the fundamental domain for $\Gamma_U(S)$ of Proposition 2 of §II by

$$f_F(z_\infty, \tau) = f_i(z_\infty) \quad \text{for any } \tau \in M_{w(a_i)}, \ i = 1, 2, 3, \ldots, m,$$

and then extending $f_F$ to all of $H(S)$ by the modularity condition

$$f_F|_k A = \chi(\det(A))f_F \quad \text{for } A \in \Gamma(S).$$

Since $\Gamma_a \subset \Gamma_2, a_1$, then by (7.1) $f_F$ is well defined and one easily checks that it has the properties required of a modular form, except possibly that it is not an eigenform of the $T_p$ for $p \in S_{\text{fin}}$. However, that issue has already been discussed.
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