A CAMERON-MARTIN TYPE QUASI-INVARIANCE THEOREM FOR PINNED BROWNIAN MOTION ON A COMPACT RIEMANNIAN MANIFOLD

BRUCE K. DRIVER

Abstract. The results in Driver [13] for quasi-invariance of Wiener measure on the path space of a compact Riemannian manifold (M) are extended to the case of pinned Wiener measure. To be more explicit, let \( h: [0, 1] \rightarrow T_0 M \) be a \( C^1 \) function where \( M \) is a compact Riemannian manifold, \( o \in M \) is a base point, and \( T_0 M \) is the tangent space to \( M \) at \( o \in M \). Let \( W(M) \) be the space of continuous paths from \([0, 1]\) into \( M \), \( \nu \) be Wiener measure on \( W(M) \) concentrated on paths starting at \( o \in M \), and \( H_s(\omega) \) denote the stochastic-parallel translation operator along a path \( \omega \in W(M) \) up to “time” \( s \). (Note: \( H_s(\omega) \) is only well defined up to \( \nu \)-equivalence.) For \( \omega \in W(M) \) let \( X^h(\omega) \) denote the vector field along \( \omega \) given by \( X^h_s(\omega) = H_s(\omega)h(s) \) for each \( s \in [0, 1] \). One should interpret \( X^h \) as a vector field on \( W(M) \). The vector field \( X^h \) induces a flow \( S^h(t, \cdot) : W(M) \rightarrow W(M) \) which leaves Wiener measure \( (\nu) \) quasi-invariant, see Driver [13]. It is shown in this paper that the same result is valid if \( h(1) = 0 \) and the Wiener measure \( (\nu) \) is replaced by a pinned Wiener measure \( (\nu_e) \). (The measure \( \nu_e \) is proportional to the measure \( \nu \) conditioned on the set of paths which start at \( o \in M \) and end at a fixed end point \( e \in M \).) Also as in [13], one gets an integration by parts formula for the vector-fields \( X^h \) defined above.

1. Introduction

Let \( \mu \) denote standard Wiener measure on \( W(\mathbb{R}^d) \equiv C([0, 1], \mathbb{R}^d) \), and \( H \) denote the set of \( h \in W(\mathbb{R}^d) \) such that \( h \) is \( C^1 \) and \( h(0) = 0 \). The classical Cameron-Martin theorem states (see Cameron and Martin [7]) that \( \mu^h \equiv \mu(\cdot - h) \) is equivalent to \( \mu \) and the Radon-Nikodym derivative of \( \mu^h \) with respect to \( \mu \) is

\[
\frac{d\mu^h}{d\mu}(\omega) = \exp \left\{ \int_0^1 h(s) \cdot d\omega(s) - \frac{1}{2} \int_0^1 |h(s)|^2 ds \right\}.
\]

There has since been many extensions to this theorem, see for example Cameron and Martin [8, 9], Girsanov [18], Gross [19], Kuo [27, 28], Kusuoka [30–33], and Ramer [45]. There is also the group of extensions of the Cameron-Martin theorem used in the study of loop groups; see Albeverio and Hoegh-Krohn [2], Frenkel [16], Gross [22], and Malliavin and Malliavin [35]. In Driver
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it is shown that the classical Cameron-Martin theorem extends to the case of compact Riemannian manifolds (see Theorem 3.1), which includes Wiener measure on the path space $W(G)$ of a compact Lie group $G$. The purpose of this paper is to extend the results in [13] to the case of "pinned Wiener measure" on a compact Riemannian manifold $M$; see Proposition 3.3 and Theorem 3.4. We also derive an integration by parts formula for "$h$-derivatives"; see Theorem 3.13.

2. Notation and basic properties of pinned Brownian motion

In this section we setup some notation and review a number of prerequisites for this article. The reader may also wish to consult Driver [13] for a more detailed exposition of some of the material in this section.

2.1. Differential geometric preliminaries. In this paper the data $(M^d, g, \nabla, o, e, u_0)$ will be fixed, where $M$ is a compact connected manifold (without boundary) of dimension $d$, $g$ is a Riemannian metric on $M$, $\nabla$ is a $g$-compatible covariant derivative, $o$ and $e$ are fixed points in $M$, and $u_0$ is an orthonormal frame at $o \in M$. (We view $u_0$ as an isometry from $\mathbb{R}^d$ to $T_oM$, the tangent space to $M$ at $o$.) The symbol $\nabla$ will also be used to denote the the gradient operator acting on functions on $M$. The orthogonal frame bundle over $M$ will be denoted by $O(M)$ and $\pi: O(M) \to M$ will be the fiber projection map. Throughout this paper the covariant derivative $(\nabla)$ is always assumed to be $g$-compatible and "torsion skew symmetric" or TSS for short. The connection $(\nabla)$ is said to be torsion skew symmetric if the torsion tensor $(T)$ satisfies $g(T(v, w), w) = 0$ for all $v, w \in T_mM$ and $m \in M$.

The Laplacian $(\Delta)$ with respect to $(\nabla)$ is the second order differential operator acting on the smooth functions $f \in C^\infty(M)$ given by $\Delta f \equiv d^p \nabla df \equiv \sum_{i=1}^n (E_i E_i f - df(\nabla_{E_i} E_i))$, where $\{E_i\}_{i=1}^n$ is a local orthonormal frame. We recall from Driver [13] that this Laplacian is the same as the Levi-Civita Laplacian due to TSS condition on $(\nabla)$.

The Riemannian distance on $M$ will be denoted by $d(\cdot, \cdot)$. That is for $x, y \in M$, $d(x, y) \equiv \inf_\sigma \int_0^1 |\sigma'(s)| ds$, where the infimum is taken over all $C^1$-paths $\sigma: [0, 1] \to M$ such that $\sigma(0) = x$ and $\sigma(1) = y$. I have also written $|\sigma'(s)|$ for $(g(\sigma'(s), \sigma'(s)))^{1/2}$.

The standard horizontal vector fields on $O(M)$ will be denoted by $\{B(a)\}_{a \in \mathbb{R}^d}$ —recall that $B(a)(u)$ is by definition the horizontal lift of the tangent vector $ua \in T_{\pi(u)}M$ to $T_uO(M)$. The fundamental 1-form on $O(M)$ is the $\mathbb{R}^d$-valued 1-form $(\theta)$ on $O(M)$ given by $(\theta(u')) = u^{-1} \pi_* u'$, where $u(s)$ is a smooth path in $O(M)$. The connection 1-form is the $so(n)$-valued 1-form on $O(M)$ defined by $(\omega(u')) = u^{-1} \nabla u/|ds|$, where $\nabla u/|ds|$ denotes the covariant derivative of $u$ along $\sigma \equiv \pi \circ u$. (Here $\nabla u(s)/|ds|: \mathbb{R}^d \to T_{\pi(u(s))}M$ and $\nabla u(s)a/|ds| \equiv \nabla (u(s)a)/|ds|$ for all $a \in \mathbb{R}^d$.)

It will also be convenient to define the "equivariant" form of the curvature and torsion tensors. These forms are given by $\Omega_u(a, b) \equiv u^{-1} R(ua, ub)u \in so(n)$, and $\Theta_u(a, b) \equiv u^{-1} T(ua, ub) \in \mathbb{R}^d$, where $R$ is the curvature tensor of $(\nabla)$, $T$ is the torsion tensor, $u \in O(M)$, and $a$ and $b$ are in $\mathbb{R}^d$. For more details on this notation see Driver [13] and Kobayashi and Nomizu [26].
2.2. Heat kernel estimates. This section collects a number of estimates involving the heat kernel which will be needed in the sequel. Let \( p_s(x, y) \) be the kernel (with respect to the Riemannian volume form on \( M \)) of the heat operator \( e^{s\Delta/2} \). Alternatively, \( p_s(x, y) \) is the value at \( x \in M \) of the fundamental solution to the heat equation \( \partial f/\partial s = \frac{1}{2}\Delta f \) with initial condition \( f(0, \cdot) = \delta_y(\cdot) \).

We summarize the estimates that will be used in this paper in the following theorem.

**Theorem 2.1.** There are constants \( C_1 > 0 \) for \( i = 1, \ldots, 4 \) such that the following estimates hold for all \( x, y, \) and \( e \in M, \) and \( 0 < s \leq 1 \):

\[
\begin{align*}
&\text{(2.1)} \quad es^{-d/2}e^{-C_1d(x, e)^2/s} \leq |p_s(x, e)| \leq Ks^{-d/2}e^{-C_2d(x, e)^2/s}, \\
&\text{(2.2)} \quad |\nabla_x \ln p_s(x, e)| \leq C_3[d(x, e)/s + 1/\sqrt{s}], \\
&\text{(2.3)} \quad 0 < p_s(x, e)/p_s(y, e) \leq e^{C_4d(x, y)/s}.
\end{align*}
\]

Furthermore, the kernel \( p_s(x, e) \) has the asymptotic expansion valid for \( x \) near \( e \) and \( s \) near zero:

\[
\text{(2.4)} \quad p_s(x, e) = (2\pi s)^{-d/2}e^{-d(x, e)^2/2s}\{1 + O(s)\}.
\]

**Proof.** The estimates in (2.1) are well known and can be found in a number of references, see for example, Li and Yau [34], Cheeger and Yau [10], Davies [11], Hamilton [23], Setti [49], and Varopoulos [54, 55]. Probabilistic expressions for the left member of (2.2) may be found for example in Bismut [4], Jones and Leandre [25], and Norris [43].

For the purposes of this paper the author has found the Hamilton paper most useful. Equation (2.2) is an easy consequence of the results in [23] and equation (2.1). Indeed, Corollary 1.3 in [23] asserts that there are constants \( A \) and \( B \) depending only on \( (M, g) \) such that

\[
\
\]

It is now trivial to conclude (2.2) from this estimate and the lower bound in (2.1).

To prove (2.3) let \( \sigma: [0, 1] \to M \) be a smooth path such that \( \sigma(0) = y \) and \( \sigma(1) = x \). To simplify notation let \( l(t) \equiv \log p_s(\sigma(t), e) \). Then it follows from (2.2) (with \( C_4 \) sufficiently large) that

\[
\text{Proof.} \quad |l(1) - l(0)| \leq \int_0^1 |\nabla \log p_s(\sigma(t), e) \cdot \dot{\sigma}(t)| dt \leq \frac{C_4}{s} \int_0^1 |\dot{\sigma}(t)| dt,
\]

where we have used the fact that \( d(\cdot, e) \) is bounded since \( M \) is compact. Now take the infimum of the right-hand member of this last inequality to find that

\[
|\log(p_s(x, e)/p_s(y, e))| = |\log p_s(x, e) - \log p_s(y, e)| \leq \frac{C_4}{s}d(x, y).
\]

Equation (2.3) now easily follows.

Finally the asymptotic expansion in (2.4) is well known and can be found in a number of references; see for example [18, 47]. □
2.3. Brownian motions and pinned Brownian motions. We start this section with some measure theoretic notation and conventions. Suppose that \((\Omega, \{\mathcal{F}_s\}, \mathcal{F})\) is a filtered measurable space, \(P\) and \(Q\) are measures on \((\Omega, \mathcal{F})\), and \(f: \Omega \to \mathbb{R}\) is a \(\mathcal{F}\)-measurable function. The measures \(P\) and \(Q\) are said to be equivalent if \(P\) and \(Q\) are absolutely continuous with respect to one another. If \(\rho = dQ/dP\) is the Radon-Nikodym derivative of \(Q\) with respect to \(P\) we will write \(Q = \rho \cdot P\). The integral \(\int_Q f(\omega) \, dP(\omega)\) will often be denoted simply by \(P(f)\). More generally if \(\mathcal{H} \subseteq \mathcal{F}\) is a sub-sigma field of \(\mathcal{F}\) then \(P(f|\mathcal{H})\) will denote the conditional expectation of \(f\) relative to \(\mathcal{H}\) and \(P\).

Remark 2.2. We will find it convenient to work with filtered measure spaces \((\Omega, \{\mathcal{F}_s\}, \mathcal{F}, P)\) where \(P\) is a finite but not necessarily a probability measure. In these cases we say that a process \(\{X_s\}\) is an \((\Omega, \{\mathcal{F}_s\}, \mathcal{F}, P(\cdot|\mathcal{F}_s))\)-martingale or Brownian motion if \(\{X_s\}\) is an \((\Omega, \{\mathcal{F}_s\}, \mathcal{F}, P(\cdot|\mathcal{F}_s))\)-martingale or Brownian motion respectively.

Suppose that \(Q\) is any manifold and that \(q_0 \in Q\) is a fixed base point. Let \(W(Q) = C([0, 1], Q)\) be the set of continuous paths from \([0, 1]\) to \(Q\). Let \(W_{q_0}(Q)\) be the subset of paths in \(W(Q)\) which start at \(q_0\). Given a function \(\phi: \Omega \to W(Q)\) and \(s \in [0, 1]\), let \(\phi_s: \Omega \to Q\) be defined by \(\phi_s(\omega) = \phi(\omega)(s)\). Clearly to specify \(\phi\) it suffices to specify \(\phi_s\) for each \(s \in [0, 1]\) in such a way that \(s \to \phi_s(\omega)\) is continuous for each \(\omega \in \Omega\). Finally, we denote by \(\phi_*P\) the measure on \(W(Q)\) such that \(\phi_*P(A) = P(\phi^{-1}(A))\) for all \(A \subseteq W(Q)\) such that \(\phi^{-1}(A) \subseteq \mathcal{F}\). That is to say \(\phi_*P\) is the law of \(\phi\) under the measure \(P\).

For the rest of this section we restrict our attention to \(Q = M\) and \(q_0 = o\).

For each \(s \in [0, 1]\) let \(\Sigma_s: W(M) \to M\) denote the coordinate functions given by \(\Sigma_s(\sigma) = \sigma(s)\). (Note under the above convention, \(\Sigma\) can be identified with the identity map from \(W(M)\) to \(W(M)\).) Let \(\mathcal{G}_s^o\) be the \(\sigma\)-algebra on \(W(M)\) generated by the coordinate maps \(\{\Sigma_u: u \leq s\}\), and \(\mathcal{G}_s^o\) be the \(\sigma\)-algebra \(\mathcal{G}_s^o\). We will refer to \(\mathcal{G}_s^o\) as the raw \(\sigma\)-algebra and \(\{\mathcal{G}_s^o|s \in [0, 1]\}\) as the raw filtration on \(W(M)\). The next theorem supplies the definition and some of the basic properties of Wiener and pinned Wiener measure on \((W(M), \mathcal{G}_s^o)\).

**Theorem 2.3.** There exist two finite measures \((\nu)\) and \((\nu_e)\) on \((W(M), \mathcal{G}_s^o)\) which are uniquely determined by specifying their finite dimensional distributions as follows. For all \(k \in \{1, 2, 3, \ldots\}\), partitions \(0 = s_0 < s_1 < s_2 < \cdots < s_{k-1} < s_k = 1\) of \([0, 1]\), and for all bounded measurable functions \(f: M^k \to \mathbb{R}\); \n
\[
\nu(f(\Sigma_{s_1}, \ldots, \Sigma_{s_k})) = \int_{M^k} f(x_1, \ldots, x_k) \prod_{i=1}^k p_{\Delta s_i}(x_{i-1}, x_i) \, dx_1 \cdots dx_k,
\]

and

\[
\nu_e(f(\Sigma_{s_1}, \ldots, \Sigma_{s_k})) = \int_{M^{k-1}} f(x_1, \ldots, x_{k-1}, e) \prod_{i=1}^{k-1} p_{\Delta s_i}(x_{i-1}, x_i) \, dx_1 \cdots dx_{k-1},
\]
where $x_0 \equiv o$, $\Delta s_i \equiv s_i - s_{i-1}$, $p_t(x, y)$ is the heat kernel, and $x_k \equiv e$ in (2.6). (Informally $\nu_e(\cdot) = \nu(\cdot | \Sigma_t = e) \cdot p_1(o, e).$) Furthermore the two measures $(\nu)$ and $(\nu_e)$ enjoy the following properties:

1. Both measures $\nu$ and $\nu_e$ are concentrated on the set of Hölder continuous paths for any Hölder coefficient $\alpha < 1/2$.

2. The two measures $\nu$ and $\nu_e$ are equivalent on $\mathcal{F}_s^0$ for each $s < 1$. In fact, $\nu_e(F) = \nu(p_{1-s}(\Sigma_s, e) F)$ for all bounded $\mathcal{F}_s^0$-measurable functions.

3. The process \{\Sigma_s\}_{0 \leq s \leq 1} is an $M$-valued Brownian motion with respect to the filtered probability space $(W(M), \{\mathcal{F}_s^0\}, \mathcal{F}_0^0, \nu)$. Recall that this means for all $f \in (C^\infty(M))$, the process

\[
M^f_s \equiv f(\Sigma_s) - f(\Sigma_0) - \frac{1}{2} \int_0^s \Delta f(\Sigma_{s'}) ds'
\]

is a martingale.

4. The process \{\Sigma_s\}_{0 \leq s \leq 1} is an $M$-valued semimartingale with respect to the filtered probability space $(W(M), \{\mathcal{F}_s^0\}, \mathcal{F}_0^0, \nu_e)$. Furthermore for all $f \in C^\infty(M)$, the process

\[
N^f_s \equiv f(\Sigma_s) - f(\Sigma_0) - \frac{1}{2} \int_0^s \Delta f(\Sigma_{s'}) ds' - \int_0^s df(\nabla \log p_{1-s'}(\Sigma_{s'}, e)) ds'
\]

is a martingale.

Remark 2.4. Notice that the measure $\nu$ is concentrated on $W_0(M)$ and the measure $\nu_e$ is concentrated on the set of pinned paths in $W_0(M)$ which end at $e \in M$.

Proof. Most of the results in this theorem are standard. Item 4 goes under the theory of Doob's "$h$-transformation"; see Doob [12]. To my knowledge the proof that $N^f_s$ is a martingale for $s \in [0, 1]$ including $s = 1$ was first given by Bismut in [4]. For a more general treatment of this issue see Yor [56], and the related articles in the same lecture notes. The reader may also wish to consult Jones and Leandre [25].

For the sake of completeness I will sketch the proof of this theorem. There are of course a number of different proofs for each part.

The first step is the proof of existence of $\nu$ and $\nu_e$. I will only prove the existence of $\nu_e$ since the argument for $\nu$ is similar. Using Kolmogorov's extension theorem (see for example [53]) it is easy to conclude there exists an $M$-valued process $X_s$ on some probability space $(\Omega, \mathcal{F}, P)$ such that finite dimensional distributions of \{\{X_s\}\} agree with those proposed for $\nu_e$ in (2.6). If we can show that the process \{\{X_s\}\} has a continuous version (which will still be called $X_s$), then the law of the process \{\{X_s\}\} will be the desired measure $\nu_e$. To this end we will apply Kolmogorov's lemma, see for example [44, 46] or [53]. In order to use this lemma it is necessary to estimate $P(d(X_s, X_t)^k)$, where $0 \leq s, t \leq 1$, and $k$ is a positive integer. (The following argument is analogous to the proof of Proposition 2.1 in Epperson and Lohrenz [15].)

We consider the case where $\frac{1}{4} \leq s \leq t < 1$, the other cases can be handled
similarly. For \( s \) and \( t \) in this range we have

\[
P(d(X_s, X_t)^k) = \int_{M^2} p_s(o, x)p_{t-s}(x, y)p_{1-t}(y, e)d(x, y)^k \, dx \, dy
\]

\[
\leq C \int_{M^2} (t-s)^{-d/2} e^{-cd(x,y)^2/(t-s)}p_{1-t}(y, e)d(x, y)^k \, dx \, dy,
\]

where we have used the Gaussian upper bound in \((2.1)\) twice. Now concentrate on estimating the \( x \)-integral. By compactness of \( M \), it is easy to see that there is an \( \epsilon > 0 \) (independent of \( m \in M \)) such that the (geodesic) exponential map \((\exp)\) restricted to \( T_mM \) is a diffeomorphism on \( B_m(\epsilon) \)—the ball in \( T_mM \) centered at \( 0_m \in T_mM \) of radius \( \epsilon \). For \( v \in T_mM \), let \( \rho_m(v) \) denote the density of the pullback of the Riemannian volume form on \( M \) by \( \exp_m \) with respect to the volume form on \( T_mM \). Clearly \( \rho_m(v) \) is a continuous function on the \( \epsilon \)-neighborhood of the \( 0 \)-section of \( TM \). Therefore, by reducing \( \epsilon \) if necessary we may assume there are constants \( 0 < a < b < \infty \) such that \( a \leq \rho_m(v) \leq b \) for all \( m \in M \) and \( v \in B_m(\epsilon) \). Using these comments and passing to polar coordinates one finds (for \( \delta > 0 \)) the estimate

\[
\int_M \delta^{-d/2} \cdot e^{-cd(x,y)^2/\delta} \, d(x, y)^k \, dx
\]

\[
\leq \int_{B_\delta(\epsilon)} \delta^{-d/2} e^{-cd(x,y)^2/\delta} \, d(x, y)^k \, dx + \delta^{-d/2} O(e^{-c\epsilon^2})
\]

\[
\leq K \int_0^\epsilon \delta^{-d/2} e^{-cr^2/\delta} \cdot r^{d-1} \, dr + \delta^{-d/2} O(e^{-c\epsilon^2/\delta})
\]

\[
\leq C(k) \delta^{k/2}
\]

where the constant \( C(k) \) only depends on \( k \). Combining \((2.9)\) and \((2.10)\) with \( \delta = t - s \) yields upon integrating out the \( y \)-variable (using the symmetry of \( p_s(x, y) \) and the fact that \( \int_M p_s(x, y) \, dy = 1 \) for all \( x \in M \))

\[
P(d(X_s, X_t)^k) \leq C(k)|t - s|^{k/2}.
\]

By similar arguments this last estimate is easily seen to be valid for all \( s \) and \( t \) in \([0,1]\). It is now an easy matter to apply Kolmogorov’s Lemma to conclude there is a continuous version of \( \{X_t\} \) and in fact this version is \( \alpha \)-Hölder continuous for all \( \alpha < 1/2 \). This proves the existence of \( \nu_e \) and also item 1 in the theorem. The same techniques also work for the measure \( \nu \). The unicity of the measures \( \nu \) and \( \nu_e \) satisfying \((2.5)\) and \((2.6)\) respectively follows easily from the fact that “smooth cylinder functions” of the form \( F = f(\Sigma_{s_1}, \ldots, \Sigma_{s_k}) \) generate the \( \sigma \)-algebra \( \mathcal{G}_0^\circ \).

It is clear that \( \nu_e(F) = \nu(p_{1-s}(\Sigma_s \cdot, e))F \) when \( F \) is a smooth cylinder function on \( W(M) \) of the form \( F = f(\Sigma_{s_1}, \ldots, \Sigma_{s_k}) \) with \( 0 \leq s_1, \ldots, s_k \leq s < 1 \). Since such functions generate \( \mathcal{G}_0^\circ \), it follows that \( \nu_e = p_{1-s}(\Sigma_s \cdot) \cdot \nu \) on \( \mathcal{G}_0^\circ \) for all \( s < 1 \). This proves item 2.

Item 3 in the theorem is well known from the theory of Markov processes, see [53]. Indeed, using the Markovian property of \( \nu \) one computes for \( s > t \),
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$F$ a bounded measurable $\mathcal{F}_t$-measurable function, and $f \in (C^\infty(M))$

$$
\frac{d}{ds} \nu(f(\Sigma_s)F) = \frac{d}{ds} \nu((e^{(s-t)\Delta/2}f)(\Sigma_t)F)
$$

$$
= \frac{1}{2} \nu(e^{(s-t)\Delta/2}f)(\Sigma_t)F = \nu\left(\frac{1}{2} \Delta f(\Sigma_s)F\right).
$$

Integrating this last expression from $t$ to $s$ shows that

$$
\nu([M^f_t - M^f_s]F) = \nu\left(\left\{f(\Sigma_t) - f(\Sigma_s) - \int_t^s \frac{1}{2} \Delta f(\Sigma_{s'}) ds'\right\} F\right) = 0,
$$

which shows that $M^f_t$ is a martingale.

More generally, the computation done above can be extended to the case that $f$ is a function of $(s, x) \in [0, 1) \times M$. One then finds for $s > t$ that

$$
\frac{d}{ds} \nu(f(s, \Sigma_s) \cdot F) = \nu\left(\left(\frac{\partial}{\partial s} + \frac{1}{2} \Delta\right) f(s, \Sigma_s) \cdot F\right).
$$

Now let $h(s, x) \equiv p_{1-s}(x, e)$. Then $h$ satisfies $\partial h/\partial s + 1/2 \Delta h = 0$ on $[0, 1) \times M$. Hence using (2.12), for $s > t$ one computes

$$
\nu(e(f(\Sigma_s)F) = \nu\left(\left(\frac{\partial}{\partial s} + \frac{1}{2} \Delta\right) h(s, \Sigma_s)F\right)
$$

$$
= \nu\left(\left[\nabla h(s, \Sigma_s) \cdot \nabla f(\Sigma_s) + h(s, \Sigma_s) \frac{1}{2} \Delta f(\Sigma_s)\right] F\right)
$$

$$
= \nu\left(\left[\nabla \log h(s, \Sigma_s) \cdot \nabla f(\Sigma_s) + \frac{1}{2} \Delta f(\Sigma_s)\right] F\right).
$$

It now follows by integrating (2.13), as was done for $M^f$, that $N^f_t$ defined in equation (2.8) is a martingale for $s < 1$. Because of the estimate (2.2) and item 1 of this theorem, it is clear that the integral in (2.8) is absolutely convergent $\nu_0$-a.e. even for $s = 1$. Therefore $N^f_t$ is a local martingale for $s \in [0,1]$. We have already seen that $\nu_0(d(\Sigma_{1-s}, e)^k) \leq C(k)(1 - s)^{k/2}$; see equation (2.11). Using this estimate and the gradient estimate (2.2), one easily shows that $|N^f_t|$ is bounded by a fixed function $(g)$ which is independent of $s$ and satisfies $\nu(e(|g|^k) \leq C(k, f) \int_0^1 (1 - s)^{-k/2} < \infty$ provided that $k < 2$. Therefore, $N^f_t$ is in fact a uniformly integrable martingale on $[0, 1]$. □

2.4. Filtration technicalities. For technical reasons when doing stochastic calculus it is convenient to work with filtrated probabilities spaces $(\Omega, \{\mathcal{F}_s\}, \mathcal{F}, P)$ which satisfy the "usual hypothesis." That is $\mathcal{F}_s$ should be complete with respect to $P$, $\mathcal{F}_s$ should contain all $P$-null sets, and the filtration $\{\mathcal{F}_s\}$ should be right continuous. Since the two measures $\nu$ and $\nu_0$ are not equivalent with respect to one another on $\mathcal{G}^0$, it is not possible to complete $(W(M), \{\mathcal{G}^0_s\}, \mathcal{G}^0)$ in such a way that the usual hypothesis will hold simultaneously for both measures $\nu$ and $\nu_0$. However for our purposes, it will suffice to have the usual hypothesis hold with respect to the measure $\nu_0 \equiv \nu + \nu_0$. We recall the following standard augmentation process.
Definition 2.5. Let \((\Omega, \{\mathcal{F}_t\}, \mathcal{F}, P)\) be a filtered measure space. The completion of \(\mathcal{F}\) with respect to \(P\) is denoted by \(\mathcal{F}^P\). The measure \(P\) extended to \(\mathcal{F}^P\) will still be denoted by \(P\). Let \(\mathcal{N}^P\) denote the \(P\)-null sets in \(\mathcal{F}^P\) and \(\mathcal{F}^P \equiv \sigma(\mathcal{F}_s \cup \mathcal{N}^P)\), the augmented filtration.

In order to simplify notation we write \(\mathcal{N}\) for \(\mathcal{N}^0\), \(\mathcal{G}\) for \((\mathcal{G}^0)^\circ\), and \(\mathcal{G}_s\) for \((\mathcal{G}^0)^\circ_s\). Since \(\nu\) and \(\nu_e\) are absolutely continuous with respect to \(\nu\), it follows that both \(\nu\) and \(\nu_e\) have natural extensions to \(\mathcal{G}\). These extensions will still be denoted by \(\nu\) and \(\nu_e\) respectively.

Proposition 2.6. Using the above notation:

1. The \(\sigma\)-algebra \(\mathcal{G}_s\) may alternatively be described as \(\mathcal{G}_s = \{A \in W(M) : \exists B \in \mathcal{G}^0 \exists A \Delta B \in \mathcal{N}\}\), where \(A \Delta B \equiv (A \setminus B) \cup (B \setminus A)\).
2. The measures \(\nu\), \(\nu_e\), and \(\check{\nu}\) are equivalent on \(\mathcal{G}_s\) for all \(s < 1\).
3. The \(\sigma\)-algebras \(\mathcal{G}_s\) for \(s < 1\) are complete with respect to both \(\nu\) and \(\nu_e\).
4. The filtration \(\{\mathcal{G}_s\}_{0 \leq s \leq 1}\) is right continuous.

Proof. The first three items in the theorem are routine and left to the reader. The last item is well known in Markov theory and I will only briefly sketch the argument.

Let \(s < t\) be in \([0, 1]\), and assume that \(Z\) is a bounded smooth cylinder function of the form \(Z = f(\Sigma_{s_1}, \ldots, \Sigma_{s_k}, \Sigma_{s_{k+1}}, \ldots, \Sigma_{s_{k+n}})\), where \(0 = s_1 < s_2 < \cdots < s_k = s < s_{k+1} < \cdots < s_{k+n} = 1\). I claim that \(\nu(Z|\mathcal{G}^0_s) = \nu(Z|\mathcal{G}^0_t)\) \(\nu\)-a.s. To see this choose \(t \in (s, s_{k+1})\), and compute \(\nu(Z|\mathcal{G}^0_t)\) using the Markov property to get

\[
\nu(Z|\mathcal{G}^0_t) = g(\Sigma_{s_1}, \ldots, \Sigma_{s_k}, \Sigma_t; t),
\]

where

\[
g(x_1, \ldots, x_k, y_0; t) \equiv \int_{\mathcal{M}^n} f(x_1, \ldots, x_k, y_1, \ldots, y_n) \prod_{i=1}^n (p_{\Delta s_i}(y_{i-1}, y_i) dy_i),
\]

\(\Delta s_i \equiv s_{i+k} - s_{i+k-1}\) for \(i > 1\), and \(\Delta s_1 \equiv s_{k+1} - t\). Because the heat kernel is smoothing the function \(g(x_1, \ldots, x_k, y_0; t)\) is still smooth in all of its variables. Therefore

\[
\nu(Z|\mathcal{G}^0_{s_{k+1}}) = \lim_{t \downarrow s} \nu(Z|\mathcal{G}^0_t) = g(\Sigma_{s_1}, \ldots, \Sigma_{s_k}, \Sigma_s; s) = \nu(Z|\mathcal{G}^0_s),
\]

for all smooth cylinder functions \(Z\). By a monotone class argument one concludes that \(\nu(Z|\mathcal{G}^0_{s_{k+1}}) = \nu(Z|\mathcal{G}^0_s)\) \(\nu\)-a.s., where \(Z\) is any bounded \(\mathcal{G}^0\)-measurable function. From this observation and item 1 of this proposition, it follows that \(\nu(Z|\mathcal{G}^0_{s_{k+1}}) = \nu(Z|\mathcal{G}_s)\) \(\nu\)-a.s. for all bounded \(\mathcal{G}\)-measurable functions \(Z\) and \(s < 1\). So if \(s < 1\) and \(Z\) is a bounded \(\mathcal{G}^0\)-measurable function, then \(Z = \nu(Z|\mathcal{G}^0_{s_{k+1}}) = \nu(Z|\mathcal{G}_s)\). Hence \(Z\) is equal to a \(\mathcal{G}_s\)-measurable function up to a \(\nu\)-null set in \(\mathcal{G}_{s_{k+1}}\). By item 2 one concludes that \(Z\) is equal to a \(\mathcal{G}_s\)-measurable function up to a \(\check{\nu}\)-null set. Therefore, \(Z\) is in fact \(\mathcal{G}_s\)-measurable, because \((W(M), \{\mathcal{F}_t\}, \mathcal{G}, \nu)\) satisfies the usual hypothesis.

2.5. The stochastic development map. The reader who finds this section too abbreviated should consult §8 of Driver [13]. In this section I will only remark
here on the minor modifications needed to generalize the discussion in [13] to cover the applications needed in this article.

We will need some more notations. For $s \in [0, 1]$ let $B_s: W(\mathbb{R}^d) \to \mathbb{R}^d$ denote the coordinate map $B_s(\omega) \equiv \omega(s)$, and $\mathcal{F}_s^o$ be the $\sigma$-algebra on $W(\mathbb{R}^d)$ generated by $B_t$ for $t \leq s$. (Again $\mathcal{F}_s^o$ will be called the raw filtration and $\mathcal{F}_0^o \equiv \mathcal{F}_1^o$ will be called the raw $\sigma$-algebra on $W(\mathbb{R}^d)$.)

**Definition 2.7.** Relative to the filtered probability space $(W(M), \{\mathcal{F}_s\}, \mathcal{F}, \mathcal{P})$, let $\hat{\Psi}: W(M) \to W(\mathbb{R}^d)$ be a fixed version of $\theta(\delta H_s)$, where $H_s$ is the stochastic horizontal lift of $\{\Sigma_t\}$ starting at $u_0$ and $\delta H$ denotes the Stratonovich differential of $H$.

**Remarks 2.8.** (1) Because the coordinate process $\{\Sigma_t\}$ is a semimartingale relative to both of the measures $\nu_e$ and $\nu$ it follows that $\{\Sigma_t\}$ is a semimartingale relative to the measure $\hat{\nu}$ also. This follows easily from Theorem 3, p. 45 of Protter [44] and the definition of an $M$-valued semimartingale.

(2) Because $\nu$ and $\nu_e$ are absolutely continuous relative to $\mathcal{P}$, it follows that $\hat{\nu}$ is a version of $\int \theta(\delta H_s)$ where all stochastic integrals and differential equations are taken with respect to either $\nu$ or $\nu_e$.

**Definition 2.9.** The measures $\mu$, $\mu_e$, and $\bar{\mu}$ on $(W(\mathbb{R}^d), \mathcal{F})$ are defined to be $\mu = \hat{\Psi}_* \nu$, $\mu_e = \hat{\Psi}_* \nu_e$, and $\bar{\mu} = \hat{\Psi}_* \hat{\nu} = \mu + \mu_e$. To simplify notation we write $\mathcal{F}$ for $(\mathcal{F}^o)^\mu$, $\mathcal{F}_s$ for $(\mathcal{F}_s^o)^\mu$, and $\mathcal{N}$ for $\mathcal{N}^\mu$.

It is well known that $\mu = \hat{\Psi}_* \nu$ is nothing other than the standard Wiener measure on $W(\mathbb{R}^d)$; see for example Emery [14, Proposition 8.26].

**Proposition 2.10.** Let $\hat{\Psi}: W(M) \to W(\mathbb{R}^d)$ be as above, then:

1. The measures $\mu$, $\mu_e$, and $\bar{\mu}$ are all equivalent on $\mathcal{F}_s$ for each $s < 1$.
2. For each $s < 1$ the $\sigma$-algebra $\mathcal{F}_s$ is complete with respect to $\mu$, $\mu_e$, and $\bar{\mu}$.
3. The filtration $\{\mathcal{F}_s\}$ is right continuous.
4. The map $\hat{\Psi}: W(M) \to W(\mathbb{R}^d)$ is $\mathcal{G}_s / \mathcal{F}_s$-measurable for all $s \in [0, 1]$.
5. The coordinate process $(B_s)$ on $W(\mathbb{R}^d)$ $(B_s(\omega) \equiv \omega(s))$ is a semimartingale relative to the filtered measure space $(W(M), \{\mathcal{F}_s\}_{0 \leq s \leq 1}, \mathcal{F}, \mu^*)$, where $\mu^*$ is either $\mu$, $\mu_e$, or $\bar{\mu}$.

**Proof.** Items 1, 2, and 4 are easy and will be left to the reader. The proof of item 3 is the same as the proof of item 4 in Proposition 2.6. The proof of item 5 follows from the “good integrator” definition of a semimartingale (see [44, p. 44]). See Lemma 8.5. of Driver [13] for more details. \(\square\)

**Remark 2.11.** We will use Girsanov’s theorem in Theorem 2.13 to show that martingale part of $B_s$ relative to $(W(M), \{\mathcal{F}_s\}_{0 \leq s \leq 1}, \mathcal{F}, \mu_e)$ is again a Brownian motion.

**Theorem 2.12.** Relative to the filtered measure space $(W(\mathbb{R}^d), \{\mathcal{F}_s\}, \mathcal{F}, \mu)$, let $\Psi: W(\mathbb{R}^d) \to W(M)$ be a fixed version of $\pi \circ I$, where $I_s$ is the solution to the Stratonovich stochastic differential equation $dI_s = B(\delta B_s)(I_s)$ with initial condition $I_0 = u_0$. The function $\Psi$ is $\mathcal{F}_s / \mathcal{G}_s$-measurable for all $s \in [0, 1]$ and
the function $\Psi : W(\mathbb{R}^d) \to W(M)$ is a measure theoretic isomorphism with
inverse $\hat{\Psi}$ in the following sense:

$$\nu\{\Psi \circ \hat{\Psi} \neq \text{id}\} = 0 \quad \text{and} \quad \mu\{\hat{\Psi} \circ \Psi \neq \text{id}\} = 0.$$  

**Proof.** The proof is only a minor modification of the proof of Theorem 8.3 in [13]. □

**Theorem 2.13.** Let $\Psi$ and $\hat{\Psi}$ be as in Theorem 2.12 and set

$$b_s = p_{s_1}(\Sigma_{s_1}, e) = \int_0^s H_s^{-1} \nabla \log p_{1-s'}(\Sigma_{s'}, e) \, ds',$$

and

$$a_s = \int_0^s I_s^{-1} \nabla \log p_{1-s'}(\Sigma_{s'}, e) \, ds'.$$

Then $b_s \equiv b_s - a_s$ and $\hat{b}_s \equiv \hat{b}_s - A_s$ (for $s \in [0, 1]$) are $\mathbb{R}^d$-valued Brownian motions relative to the filtered probability spaces $(W(M), \{\mathcal{F}_s\}_{0 \leq s \leq 1}, \mathcal{F}, \nu_e)$ and $(W(\mathbb{R}^d), \{\mathcal{F}_s\}_{0 \leq s \leq 1}, \mathcal{F}, \mu_e)$ respectively.

**Proof.** In order to simplify notation set $z_s = p_{1-s}(\Sigma_s, e)$. As has already been pointed out, it is well known that $b_s \equiv \hat{b}_s$ is a Brownian motion relative the filtered probability space $(W(M), \{\mathcal{F}_s\}_{0 \leq s \leq 1}, \mathcal{F}, \nu)$. Since $\nu_e = p_{1-s}(\Sigma_s, e) \cdot \nu = z_s \cdot \nu$ on $\mathcal{F}_s$, for all $s < 1$, we know by Girsanov's theorem (see [44]) that $\beta_s \equiv b_s - \int_0^s z_s^{-1} d[z_s, b_s]$ is a $\nu_e$-martingale for $s < 1$. We now need to compute $d z_s$. First recall that $\Sigma = \Psi \circ \phi$ and that $H = I \circ \phi$ $\nu$-a.s., so that $dH = B(\mathcal{O}B)(H)$. See §8 of [13] for more details. To simplify notation let $h: [0, 1] \times O(M) \to \mathbb{R}$ be given by $h(s, u) = p_{1-s}(\pi(u), e)$. Notice because $p_s(x, e)$ is a solution to the heat equation on $M$ that $(d/ds + \frac{1}{2} \sum_{i=1}^d B_i^2)h = 0$, where $B_i \equiv B(e_i)$ with $\{e_i\}_{i=1}^d$ the standard basis on $\mathbb{R}^d$. Because $z_s = h(s, H_s)$ and the above remarks we find

$$dz_s = B(d\beta_s)(H_s) h(s, \cdot) = H_s^{-1} \nabla p_{1-s}(\Sigma, e) \cdot db_s,$$

where we have used $B(a)(u)(h(s, \cdot) = u^{-1} \nabla p_{1-s}(\pi(u), e) \cdot a$. (We are writing $a \cdot b$ for the standard dot product on $\mathbb{R}^d$.) Thus

$$z_s^{-1} dz_s db_s = H_s^{-1} \nabla \log p_{1-s}(\Sigma_s, e) \, ds$$

and hence, with $a_s \equiv \int_0^s H_s^{-1} \nabla p_{1-s}(\Sigma_s, e) \, ds'$, it follows that $\beta_s \equiv b_s - a_s$ is a $\nu_e$-martingale at least for $s < 1$. Because $\nu$ and $\nu_e$ are equivalent on $\mathcal{F}_s$ for $s < 1$, it follows that $\beta_s$ and $b_s$ have the same quadratic variations, i.e. $[\beta_s, \beta_s] = \delta_{ij}s_i$. Therefore by Levi's theorem (see for example [44]) $\beta_s$ is an $\mathbb{R}^d$-valued Brownian motion relative $\nu_e$. We already know a priori that $b_s$ is a $\nu_e$-semimartingale, so that the decomposition of $b$ into $\beta + a$ must be valid for $s = 1$ also.

Alternatively, by the same techniques as in the proof of (2.8) it is clear that the integrand in the definition of $a_s$ is $\nu_e$-a.s. integrable for $0 \leq s \leq 1$. In particular $a_s$ is a continuous process of bounded variation (relative to $\nu_e$) and since $\beta_s$ is a Brownian motion for $s < 1$ it follows that $\beta_1 \equiv \lim_{s \uparrow 1} \beta_s$ exists.
\( \nu_e \)-a.s.. Therefore, by continuity, the set \( \{ b_s = \beta_s + a_s \forall s \in [0, 1] \} \) has full \( \nu_e \)-measure.

The proof of the decomposition of \( B_s \) is similar. The key observations is that on \( \mathcal{F}_s \) for any \( s < 1 \) the measure \( \mu_e \) is given by \( \mu_e = p_{1-s}(\Psi_s, e) \cdot \mu \). Using this fact, the desired decomposition is again a straightforward application of Girsanov's theorem. \( \square \)

### 3. The Flow and Quasi-Invariance

Let \( H \) denote the set of absolutely continuous functions \( h : [0,1] \to \mathbb{R}^d \) such that \( h(0) = 0 \) and \( h' \in L^2(ds) \). As in [13] one can consider the following "vector field" \( (X^h) \) on \( W_o(M) \) given by \( X^h(\sigma)(s) \equiv H_s(\sigma)h(s) \), where \( \sigma \in W_o(M) \) and \( H_s(\sigma) \) denotes the stochastic horizontal lift of \( \sigma|_{[0,s]} \) to \( O(M) \) starting at \( u_0 \). One should note that this vector field is really an equivalence class of vector fields with any particular representative depending on the particular representative chosen for \( H_s(\cdot) \). We now recall the Theorem 8.5 from Driver [13].

**Theorem 3.1.** For each \( h \in H \cap C^1 \) there exists a function \( S^h : W(M) \to W(M) \) having the following properties:

1. \( S^h \) is \( \mathcal{F}^\nu_s / \mathcal{F}^\nu_s \)-measurable for all \( s \in [0, 1] \).
2. There are versions of \( S^h \) and its horizontal lifts \( H(S^h) \) such that for \( \nu \) almost every \( \omega \in W(M) \), the functions \( f(t, s) \equiv S^h_t(\omega) \), \( \partial f(t, s)/\partial t \), and \( (t, s) \to H_s(S^h_t(\omega)) \) are jointly continuous. Furthermore for \( \nu \)-a.e. \( \omega \), \( S^h_t(\omega) \) satisfies

\[
\frac{d}{dt} S^h_t(\omega) = H_s(S^h_t(\omega)) h(s) \quad \text{with} \quad S^h_0(\omega) = \omega(s).
\]

3. The functions \( \{S^h\}_{h \in H \cap C^1} \) satisfy the group property \( S^h \circ S^k = S^{(t+k)} \) up to \( \nu \)-indistinguishability, for all \( t, k \in \mathbb{R} \).
4. The measures \( \nu^h \equiv S^h(\nu) \) and \( \nu \) are equivalent. Furthermore for \( s \in [0, 1] \), the Radon-Nikodym \( Z^h_s = d\nu^h/d\nu \big|_{\mathcal{F}^\nu_s} \) of \( \nu^h \big|_{\mathcal{F}^\nu_s} \) with respect to \( \nu \big|_{\mathcal{F}^\nu_s} \) is

\[
Z^h_s = \exp \left[ - \int_s^0 \alpha^h \cdot O^h \cdot db - \frac{1}{2} \int_s^0 |\alpha^h(s)|^2 ds \right],
\]

In (3.2) \( \alpha^h, O^h \) is a \( \mathbb{R}^d \times O(d) \)-valued continuous \( \mathcal{F}^\nu_s \)-adapted process and \( b \) is the \( \nu \)-Brownian motion \( b \equiv \tilde{\Psi} \). The process \( \alpha^h, O^h \) can be defined by the equation

\[
\tilde{\Psi} \circ S^h_s = \int_0^s O^h_s \cdot db'_s + \int_0^s \alpha^h_s \cdot ds'.
\]

5. There is a constant \( C \) independent of \( h \in H \cap C^1 \) such that \( \nu \)-a.s.

\[
|\alpha^h_s| \leq C(|h'(s)| + |h(s)|).
\]

**Remark 3.2.** The estimate (3.4) is not explicitly stated in Theorem 8.5. of [13]. However, this estimate follows easily from Lemma 6.1. of [13] using \( \alpha_0 = 0 \),
the assumption that \( \nabla \) is TSS, and the fact that \( \alpha^h \) solves equation (6.6) of [13].

Now let \( H_0 \) denote the set of \( h \in H \) such that \( h(1) = 0 \). In the next proposition we choose a nice version of the flow \( S^h \) for \( h \in H_0 \cap C^1 \).

**Proposition 3.3.** Keep the same notation as in Theorem 3.1. For \( h \) restricted to lie in \( H_0 \cap C^1 \) it is possible to choose a versions of \( S^h \) in Theorem 3.1 such that

1. \( S^h \) is \( \mathcal{F}_s/\mathcal{F}_s^0 \)-measurable for all \( s \in [0, 1] \) (we will see later that \( S^h \) is in fact \( \mathcal{F}_s/\mathcal{F}_s \)-measurable),
2. \( \nu_e \)-a.s. \( d(S^h_s, \Sigma_s) \leq |h(s)| \) and in particular \( \lim_{s \to 1} S^h_s = e \),
3. the process \( (O^h, \alpha^h) \) may be chosen to be \( \mathcal{F}_s \)-adapted for \( s \in [0, 1] \).

**Proof.** By Proposition 2.6, for each \( s_0 \in [0, 1] \) the filtered probability space \( (W(M), \{\mathcal{F}_s\}_{s\leq s_0}, \mathcal{F}_{s_0}, \nu) \) satisfies the usual hypothesis. Therefore one can construct a function \( s^h \) which is \( \mathcal{F}_s/\mathcal{F}_s^0 \)-measurable for all \( s \leq s_0 \) and satisfies items 2–5 in Theorem 3.1 for \( s \leq s_0 \). (This is Theorem 3.1 with \([0, 1] \) replaced by \([0, s_0] \).) Now choose a sequence \( \{s_n\} \subset [0, 1] \) such that \( s_n \) increases to 1 as \( n \to \infty \). Let \( n S^h = s_n S^h \), with \( s_n S^h \) described above. For any pair of positive integers \( (m, n) \) set
\[
\Omega_{m,n} = \{ \omega \in W(M) : n S^h_s(\omega) = m S^h_s(\omega) \forall s \in [0, s_n \wedge s_m] \}.
\]

Because of the uniqueness of the functions \( S^h \) in Theorem 3.1 (see [13, Corollary 6.3]) it follows that \( \nu(\Omega_{m,n}) = 1 \). Clearly \( \Omega_{m,n} \) is \( \mathcal{F}_{s_n \wedge s_m} \)-measurable, and hence it also follows that \( \nu_e(\Omega_{m,n}) = \nu_e(1) \) for all \( (m, n) \). Let \( \Omega_o = \cap_{m,n=1}^{\infty} \Omega_{m,n} \). Then \( \nu(\Omega_o) = \nu_e(\Omega_o)/\nu_e(1) = 1 \) and in particular \( \Omega_o \in \mathcal{G}_0 \). For \( s < 1 \) define
\[
S^h_s(\omega) = \begin{cases} 
\lim_{n \to \infty} n S^h_s(\omega) & \text{for } \omega \in \Omega_o, \\
\omega_0 & \text{for } \omega \notin \Omega_o,
\end{cases}
\]
where \( \omega_0 \) is a fixed path in \( W(M) \) for which \( \omega_0(0) = o \) and \( \omega_0(1) = e \). It is easy to see that \( S^h \) in (3.5) is \( \mathcal{F}_s/\mathcal{F}_s^0 \)-measurable for all \( s < 1 \).

Because of equation (3.1), the fact that \( H_s(S^h_s) \in O(M) \), and the definition of the Riemannian distance \( d \) on \( M \) it easily follows for each \( s \in [0, 1] \) that
\[
|d(S^h_s, \Sigma_s)| \leq |h(s)| \text{ holds } \nu_a.s.
\]

Now for \( s < 1 \) the set \( \{|d(S^h_s, \Sigma_s)| \leq |h(s)|\} \) is \( \mathcal{F}_s \)-measurable. Since \( \nu \) and \( \nu_e \) are equivalent on \( \mathcal{F}_s \), it follows that (3.6) holds \( \nu_e \)-a.e. also. Because both sides of the inequality in (3.6) are continuous it follows that the set
\[
\{|d(S^h_s, \Sigma_s)| \leq |h(s)| \forall s < 1\}
\]
has full measure with respect to both \( \nu_e \) and \( \nu \). Because of the assumption that \( h \in H_0 \cap C^1 \) (\( h(1) = 0 \)) and the above comments it follows that the set
\[
\Omega_1 = \left\{ \omega : \lim_{s \to 1} d(S^h_s(\omega), \omega(s)) = 0 \right\}
\]
has full measure with respect to both \( \nu \) and \( \nu_e \). So on \( \Omega_1 \) we may extend the definition of \( S^h \) (to \( s = 1 \)) by setting \( S^h_1 = \Sigma_1 \) on \( \Omega_1 \). For \( \omega \notin \Omega_1 \) redefine
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$S^h_s(\omega) = \omega_o(s)$ where $\omega_o$ is a fixed path in $W(M)$ such that $\omega_o(0) = o$ and $\omega_o(1) = e$. It is easily seen that this function $S^h$ has all of the properties asserted in the theorem. (Notice that $\Sigma_1 = e \cdot \nu_e$-a.s.)

By similar reasoning, one may show that the process $(O^h_s, \alpha^h_s)$ can be chosen to be $\mathcal{F}_s$-adapted for all $s < 1$. The key point is that $(O^h, \alpha^h)$ are unique up to \(\nu\)-indistinguishability (see Theorem 6.1 in [13]) and so the same arguments as above still apply. □

We now come to the main theorem of this paper.

**Theorem 3.4.** Let $h \in H_0 \cap C^1$ and $S^h$ be as above. For notational simplicity let $\nu^h_e = S^h_0 \nu_e$ on $\mathcal{F}_o$. Then $\nu_e$ and $\nu^h_e$ are equivalent on $\mathcal{F}_o$. More precisely $\nu^h_e = Z^h \cdot \nu_e$, where

\[
Z^h = \exp \left[ -\int_0^1 \alpha^{-h} \cdot O^{-h} \, db - \frac{1}{2} \int_0^1 |\alpha^{-h}(s)|^2 \, ds \right]
\]

which is the same expression as in (3.2) with $s = 1$. However, one should now interpret the stochastic integrals relative to the filtered probability space $(W(M), \{\mathcal{F}_s\}, \mathcal{F}, \nu_e)$ or even better $(W(M), \{\mathcal{F}_s\}, \mathcal{F}, \tilde{\nu})$. Furthermore, the process $S^h$ is $\mathcal{F}_s/\mathcal{F}_s$-measurable for all $s \in [0, 1]$ and $S^h \circ S^h = S^{(t+\tau)} \tilde{\nu}$-a.e.

**Proof.** Recall relative to $\nu_e$, the process $b$ is no longer a Brownian motion but has the decomposition $b = \beta + a$ given in Theorem 2.13. Now by using item 2 in Theorem 2.3 one easily shows $\nu^h_e = z_s \cdot \nu_e$ on $\mathcal{F}_s$ for $s < 1$, where

\[
z_s \equiv \frac{p_{1-s}(S^{-h}_s, e)}{p_{1-s}(\Sigma_e, e)} \cdot Z^h_s \equiv w_s \cdot (x_s, y_s),
\]

\[
w_s \equiv \frac{p_{1-s}(S^{-h}_s, e)}{p_{1-s}(\Sigma_e, e)},
\]

\[
x_s \equiv \exp \left[ -\int_0^s \alpha^{-h} \cdot O^{-h} \, d\beta - \frac{1}{2} \int_0^s |\alpha^{-h}(s)|^2 \, ds \right],
\]

and

\[
y_s \equiv \exp \left[ -\int_0^s \alpha^{-h} \cdot O^{-h} \, da \right] = \exp \left[ -\int_0^s \alpha^{-h}(s') \cdot O^{-h}(s') H^{-1}_s \nabla \log p_{1-s}(\Sigma_e, e) \, ds' \right].
\]

In order to show $\nu^h_e = Z^h \cdot \nu_e$, it suffices to show that $z_s$ converges to $Z^h = Z^h_1$ in $L^1(\nu_e)$ as $s \to 1$. For then it would follow that $\nu^h_e(F) = \nu_e(Z^h_1 F)$ where $F$ is any $\mathcal{F}_o$-bounded measurable function and $s \in [0, 1)$. By a monotone class argument one can then easily conclude that $\nu^h_e(F) = \nu_e(Z^h_1 F)$ for all bounded $\mathcal{F}_o$-measurable functions. The assertion that $Z^h_1 = L^1_{\lim_{s \to 1}} z_s$ is an easy consequence Hölder's inequality and Lemmas 3.5–3.7 below.

We now know on $\mathcal{F}_o$ that $S^h_1 \nu = Z^h \cdot \nu$ and $S^h_1 \nu_e = Z^h \cdot \nu_e$, so it immediately follows that $S^h_1 \tilde{\nu} = Z^h \cdot \tilde{\nu}$ on $\mathcal{F}_o$ also. It is a trivial exercise to
show that \((S^h)^{-1}(\mathcal{N}^v) \subset \mathcal{N}^v\) which, along with the fact that \(S^h\) is \(\mathcal{F}_s/\mathcal{F}_t\)-measurable for all \(s\), implies that \(S^h\) is \(\mathcal{F}_s/\mathcal{F}_t\)-measurable for all \(s\). Therefore, given \(s \in [0, 1)\), the set \(A_s \equiv \{S^h \circ S^h 
eq S^h((t+t^h))\}\) is \(\mathcal{F}_s\)-measurable.

Because of Theorem 3.1, item 3 and Proposition 2.6, item 2, it follows that \(\nu(A_s) = 0\) for all \(s \in [0, 1)\). Finally because of the continuity of \(S^h\), it follows that \(\nu(\{S^h \circ S^h \neq S^h((t+t^h))\}) = \nu(\bigcap_{s \in [0, 1]} A_s) = 0\). This proves the remaining assertions of the theorem. \(\square\)

**Lemma 3.5.** \(\nu_e\)-a.s. the process \(w_s\) in equation (3.11) is bounded and \(\lim_{s \uparrow 1} w_s = 1\).

**Lemma 3.6.** The process \(x_s\) in equation (3.12) converges to \(x_1\) in \(L^p(\nu_e)\) for all \(p < \infty\).

**Lemma 3.7.** The process \(y_s\) in equation (3.13) converges to \(y_1\) in \(L^p(\nu_e)\) for all \(p < \infty\).

**Proof of Lemma 3.5.** By the estimate (2.3) and Proposition 3.3 there exists a constant \(C\) such that \(\nu_e\)-a.s.

\[
|w_s| = \left| \frac{p_1-s(S^{-h}_s, e)}{p_1-s(S_s, e)} \right| \leq \exp \frac{Cd(S^{-h}_s, \Sigma_s)}{1-s} \leq \exp \frac{C|h(s)|}{1-s}.
\]

Since by assumption \(h(1) = 0\) and \(h\) is \(C^1\), it follows that \(|h(s)|(1 - s)\) remains bounded for all \(s \in [0, 1)\), and hence so does \(|w_s|\).

From the asymptotic expansion (2.4) one learns that

\[
|w_s| = \exp \left( \frac{-1}{2(1-s)}[d(S^{-h}_s, e)^2 - d(S_s, e)^2]\right) \{1 + O(1-s)\}
\]

for \(s\) sufficiently close to 1. Now by repeated use of the triangle inequality and Proposition 3.3 one has

\[
|d(S^{-h}_s, e)^2 - d(S_s, e)^2| \leq |d(S^{-h}_s, e) - d(S_s, e)| \cdot |d(S^{-h}_s, e) + d(S_s, e)|
\leq d(S^{-h}_s, \Sigma_s) \cdot |d(S^{-h}_s, e) + d(S_s, e)|
\leq |h(s)| \cdot \{|h(s)| + 2d(S_s, e)|\}.
\]

Since \(|h(s)|(1 - s)\) remains bounded and because \(\nu_e\)-a.s. \(\Sigma_s \rightarrow e\) as \(s \uparrow 1\), it follows from (3.15) and (3.16) that \(\nu_e\)-a.s. \(\lim_{s \uparrow 1} w_s = 1\). \(\square\)

**Proof of Lemma 3.6.** Let \(\beta = b - a\) be the \(\nu_e\)-Brownian motion defined in Theorem 2.13 and define the \(\nu_e\)-martingale \(M_s\) by \(M_s \equiv -\int_0^t \alpha^{-h} \cdot O^{-h} d\beta\).

Then one easily shows that \(x_s = \exp\{M_s - \frac{1}{2}[M, M]_t\}\). Because of equation (3.4), there is a constant \(C = C(h)\) such that \([M, M]_t \leq C \nu_e\)-a.s. It is now an easy application of Novikov's criterion to show that \(x_s\) is a martingale and \(\nu_e(x_t) \leq e^{C(r-r)/2} \) for all \(r \in \mathbb{R}\); see Remark 8.1. of [13] for more details. By Doob's inequality, for \(p > 1\), \(x^* \equiv \sup_{s \in [0, 1]} |x_s|\) satisfies \(\nu_e(x^{*p}) \leq (p/(p-1))^p e^{C(r-r)/2}\). The lemma is now easily proved using the dominated convergence theorem. \(\square\)

In order to prove Lemma 3.7 we will need the following:
**Lemma 3.8.** There is an $\epsilon > 0$ such that

$$\nu_e(e^{\epsilon \left[ \int_0^t \frac{d^2 \Sigma_s}{d^2 s} ds \right]^2}) < \infty. \quad (3.17)$$

**Proof.** Since $M$ is compact it follows that $\int_0^{1/2} d(\Sigma_s, e)/(1-s) ds \leq K \log 2 < \infty$ where $K = \sup_{m \in M} d(m, e)$. Therefore it suffices to show that there is an $\epsilon > 0$ such that

$$\nu_e(e^{\epsilon \left[ \int_0^{1/2} \frac{d^2 \Sigma_s}{d^2 s} ds \right]^2}) < \infty. \quad (3.18)$$

Now let $\kappa: W(M) \to W(M)$ denote the map defined by $\kappa(\omega)(s) \equiv \omega(1-s)$ where $s \in [0, 1]$. Then if $\nu_e, o$ is defined in the same way as $\nu_e$ except with $o$ and $e$ interchanged it follows trivially from (2.6) that $\nu_e = \kappa_* \nu_e, o$. Therefore (3.18) may be rewritten as

$$\kappa_* \nu_e, o(e^{\epsilon \left[ \int_0^{1/2} \frac{d^2 \Sigma_s}{d^2 s} ds \right]^2}) = \nu_e, o(e^{\epsilon \left[ \int_0^{1/2} \frac{d^2 \Sigma_s}{d^2 s} ds \right]^2}). \quad (3.19)$$

We may now write the right member of (3.19) as

$$\hat{\nu}(p_{1/2}(\Sigma_{1/2}, o) \cdot e^{\epsilon \left[ \int_0^{1/2} \frac{d^2 \Sigma_s}{d^2 s} ds \right]^2}), \quad (3.20)$$

where $\hat{\nu}$ is the Wiener measure on $(W(M), \mathcal{G}^o)$ which is concentrated on the paths $(W_e(M))$ starting at $e \in M$. Since $M$ is compact $p_{1/2}(\cdot, o)$ is bounded, and so it now suffices to show that

$$\exists \epsilon > 0 \exists \hat{\nu}(e^{\epsilon \left[ \int_0^{1/2} \frac{d^2 \Sigma_s}{d^2 s} ds \right]^2}) < \infty. \quad (3.21)$$

With the aid of the Whitney embedding theorem, one may choose $C^\infty$-functions $\{D_i\}_{i=1}^N$ such that $D_i(e) = 0$ and $d(x, e) \leq \sum_{i=1}^N |D_i(x)|$ for all $x$ in $M$. (Indeed, let $M$ be embedded in $\mathbb{R}^N$ and set $D_i(x) = C[y_i(x) - y_i(0)]$ where $C$ is a suitably large constant and $y_i$ is the $i$th standard coordinate function on $\mathbb{R}^N$.) Using these remarks, in order to prove (3.21) it suffices to show for each $C^\infty$-function $D: M \to \mathbb{R}$ satisfying $D(e) = 0$ that

$$\exists \epsilon > 0 \exists \hat{\nu}(e^{\epsilon \left[ \int_0^{1/2} \frac{d^2 \Sigma_s}{d^2 s} ds \right]^2}) < \infty. \quad (3.22)$$

Now fix such a function $D$, then using the stochastic development in §2.5 one finds that

$$D(\Sigma_s) = \int_0^s H_s^{-1} \nabla D(\Sigma_s) \cdot db_s + \int_0^s \frac{1}{2} \Delta D(\Sigma_s) ds, \quad (3.23)$$

where $b_s$ is an $\mathbb{R}^d$-Brownian motion and $H_s$ is a continuous $O(M)$ valued process. Therefore $|D(\Sigma_s)| \leq Ks + |\int_0^s H_s^{-1} \nabla D(\Sigma_s) \cdot db_s|$, where $K$ is now a bound on $\frac{1}{2} \Delta D$. Set $N_s \equiv \int_0^s H_s^{-1} \nabla D(\Sigma_s) \cdot db_s$, so that $N_s$ is a continuous martingale. Notice that the quadratic variation satisfies $[N, N]_s \leq Cs$, where $C$ is a bound for $|\nabla D|$. Putting these comments together we now see it suffices
to show that
\[ (3.24) \quad \exists \epsilon > 0 \quad \exists E(e^{\epsilon \int_0^{1/2} \frac{\log p}{\sqrt{t}} \, dt}) < \infty, \]
where \( N \) is a continuous martingale such that \( N_0 = 0 \) and \([N, N]_s \leq C_s\) for some constant \( C \).

To verify (3.24) we use the same technique employed to prove Lemma 9.3 in [13]. By the Dambis-Dubins-Schwarz Theorem (see [46, Theorem 1.7, p. 171] or [48, Chapter IV, §34]) there is a continuous martingale \( \tilde{N} \) and a Brownian motion \( \tilde{B} \) on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that \( N \) and \( \tilde{N} \) have the same law, and \( \tilde{N} = \tilde{B}[\tilde{N}, \tilde{N}]_s \). Given an \( \alpha \in (0, 1/2) \) set
\[ |f|_\alpha = \sup_{s, s' \in [0, C]} |f(s) - f(s')|/|s - s'|^{\alpha}, \]
where \( f \) is any real valued continuous function on \([0, C]\) such that \( f(0) = 0 \). Then
\[ |\tilde{N}_s| = |\tilde{B}(\tilde{M}, \tilde{M})_s| \leq |\tilde{B}|_\alpha \cdot [\tilde{M}, \tilde{M}]_s^{\alpha} \leq |\tilde{B}|_\alpha \cdot C^\alpha s^{\alpha}. \]

It now follows by elementary calculus that
\[ \int_0^{1/2} |\tilde{N}_s|/s \, ds \leq \alpha^{-1} C^\alpha |\tilde{B}|_\alpha. \]
Since the expectation in (3.24) satisfies
\[ E(e^{\epsilon \int_0^{1/2} \frac{\log p}{\sqrt{t}} \, dt}) = \tilde{E}(e^{\epsilon \int_0^{1/2} \frac{\log p}{\sqrt{t}} \, dt}) \leq \tilde{E}(e^{\epsilon C^\alpha s^{\alpha}} |\tilde{B}|_\alpha^2), \]
it suffices to show that there is an \( \epsilon > 0 \) such that \( \tilde{E}e^{\epsilon |\tilde{B}|_\alpha^2} < \infty \). But this follows from Fernique's theorem (see [29, pp. 159–160] or [24, p. 402]), since the Hölder seminorms \( |\cdot|_\alpha \) for \( \alpha < 1/2 \) are measurable seminorms for the standard Wiener measure.

**Proof of Lemma 3.7.** First notice that the integrand in the right-hand member of (3.13) can be estimated (using the estimates (3.4), (2.2), and the assumption that \( h \in H_{0} \cap C^1 \)) by
\[ (3.25) \quad |\alpha - h(s)| \cdot |\nabla \log p_{1-s}(\Sigma_s, e)| \leq K[|d(\Sigma_s, e)|/(1 - s) + (1 - s)^{-1/2}], \]
where \( K \) is a suitably large constant. Because of item 1 in Theorem 2.3 we know \( \nu_{e} \)-a.s. that \( |d(\Sigma_s, e)| \leq C(1 - s)^{1/4} \) for some random constant \( C \). Therefore the right member of (3.25) is in \( L^1([0, 1], ds) \) \( \nu_{e} \)-a.s. This shows \( \nu_{e} \)-a.s. that \( y_1 \) exists and \( \lim_{s \uparrow 1} y_s = y_1 \).

From the definition of \( y_s \) in (3.13) and the bounds in (3.25) it follows that
\[ (3.26) \quad |y_s| \leq \exp K \left( \int_0^1 \left| \frac{d(\Sigma_u, e)}{1 - u} \right| \, du + 2 \right). \]

By Lemma 3.8, one easily shows that all powers of the dominating function on the right side of (3.26) are integrable. Therefore, the lemma is now proved with the aid of the dominated convergence theorem.

3.1. **Integration by parts.** We conclude this paper with an integration by parts formula which is completely analogous to Theorem 9.1 in Driver [13]. In fact, it is possible to give essentially the same proof but we will instead prove the result using Theorem 9.1 in [13]. Before stating the integration by parts formula we will need some more notation.
Definition 3.9. For $H \in O(M)$ and $a \in \mathbb{R}^d$, define the Ricci tensor by

$$\text{Ric}_H(a) = \sum_{i=1}^d \Omega_H(a, e_i)e_i \in \mathbb{R}^d.$$ 

Definition 3.10. For $H \in O(M)$ and $a \in \mathbb{R}^d$, set

$$\Theta_H(a) = \sum_{i=1}^d \Theta_H(e_i, a, e_i),$$

where $\{e_i\}_{i=1}^d$ is an orthonormal basis for $\mathbb{R}^d$, and

$$\Theta'_H(a, b, c) \equiv B(a)(H)(u \to \Theta_u(b, c)).$$

Let $\mathcal{F}_s$ be the raw filtration on $W(O(M))$, i.e., the filtration on $W(O(M))$ generated by the coordinate functions $\{U_i\}_{i \in [0, 1]}$ where $U_i(u) = u(t)$ for all $u \in W(O(M))$. As above, let $H : W(M) \to W(O(M))$ be a fixed version (relative to the filtered measure space $(W(M), \mathcal{F}_s, \mathcal{F}, \nu)$) of the horizontal lift of the process $\{\Sigma_s\}$ such that $H_0 = u_0$. It follows automatically that $H$ is $\mathcal{F}_s$-measurable for all $s \in [0, 1]$ and that $H$ is a version of the horizontal lift of $\{\Sigma_s\}$ relative to both measures $\nu$ and $\nu_e$.

Definition 3.11 ($h$-derivative). Let $f : W(M) \to \mathbb{R}$ be a $C^2$-cylinder function, that is $f(\Sigma) = F(\Sigma_{s_1}, \ldots, \Sigma_{s_k})$ for some $0 \leq s_1 \leq s_2 \leq \cdots \leq s_k \leq 1$ and some $C^2$-function $F : M^k \to \mathbb{R}$. (Note: Because $\nu_e$-a.s. $\Sigma_1 = e$, we can and always do assume that $s_k < 1$.) Then the $h$-derivative of $f$ is the function $\partial_h f : W(M) \to \mathbb{R}$ given by

$$(3.27) \quad \partial_h f(\Sigma) = \sum_{i=1}^k f_i(\Sigma)(H_{s_i}(\Sigma)h(s_i)),$$

where for $v \in TM$, $f_i(\Sigma)(v) \equiv v(F(\Sigma_{s_1}, \ldots, \Sigma_{s_{i-1}}, \cdot, \Sigma_{s_{i+1}}, \ldots, \Sigma_{s_k})).$

Remark 3.12. As noted in [13], $\partial_h f$ is only defined up to $\nu$-equivalence and hence $\nu_e$-equivalence. It is also shown in [13] that $\partial_h f$ can be defined by $\partial_h f = (d/dt)|_0 f \circ S^{th}$, where the derivative is taken in $\nu$-probability.

Theorem 3.13. Let $h \in H_0 \cap C^1$, $b \equiv \bar{\Psi} \circ \Sigma$, and $H$ be the horizontal lift as above. Then with respect to the $L^2(\nu_e)$-inner product the adjoint $(\partial_h^*)$ of $\partial_h$ contains the set of $C^2$-cylinder functions (hence is densely defined). Furthermore if $f$ is a $C^2$-cylinder function, then

$$(3.28) \quad \partial_h^* f = -\partial_h f + z(h)f,$$

where $z(h) \equiv \int_0^1 [\frac{1}{2} \text{Ric}_H(h) + \frac{1}{2} \Theta_H(h) + h'] \cdot db$.

Proof. For each $C^2$-cylinder function $(f)$, let $\partial_h^* f$ be given by equation (3.28). It suffices to show that for all $C^2$-cylinder functions that

$$\nu_e(\partial_h f \cdot g) = \nu_e(f \cdot \partial_h^* g).$$
According to Theorem 9.1 of Driver [13] the above displayed equation is valid if $\nu_e$ is replaced by $\nu$. Therefore if $f$ and $g$ are two $C^2$-cylinder functions and $s$ is sufficiently close to 1 we have

$$
\nu_e(\partial_h f \cdot g) = \nu(f \partial_h f \cdot (gp_{1-s}(\Sigma_s, e)))
= \nu(f[-\partial_h + z(h)](gp_{1-s}(\Sigma_s, e)))
= \nu(f \partial_h^* g \cdot p_{1-s}(\Sigma_s, e)) + \nu_e(f \partial_h \ln(p_{1-s}(\Sigma_s, e))).
$$

(3.29)

So in order to finish the proof it suffices to show that $J \equiv \lim_{s \to 1} \nu(f \partial_h^* g \cdot p_{1-s}(\Sigma_s, e)) = \nu_e(f \partial_h^* g)$, and $L \equiv \lim_{s \to 1} \nu_e(f \partial_h \ln(p_{1-s}(\Sigma_s, e))) = 0$. We start with $J$.

First notice that $\partial_h g$ is still $\mathcal{F}_s^\nu$-measurable for $s$ sufficiently close to 1, and hence $\nu(f \partial_h g \cdot p_{1-s}(\Sigma_s, e)) = \nu_e(f \partial_h g)$ for $s$ near 1. So to show $J = \nu_e(f \partial_h^* g)$ it suffices to show $\lim_{s \to 1} \nu(f g z(h)p_{1-s}(\Sigma_s, e)) = \nu_e(f g z(h))$. To this end set

$$
z_s = \int_0^s \left[ \frac{1}{2} \text{Ric}_H(h) + \frac{1}{2} \Theta_H(h) + h' \right] \cdot db,
$$

where $b = \tilde{\Psi}$ as in Theorem 2.13. Now $b$ is a $\nu$-Brownian motion so that $z_s$ is a $\nu$-martingale. Since $fgp_{1-s}(\Sigma_s, e)$ is $\mathcal{F}_s^\nu$-measurable for $s$ close to 1, it follows for $s$ near 1 that

$$
\nu(f g z(h)p_{1-s}(\Sigma_s, e)) = \nu_e(f g z_s).
$$

From this last equation and the fact that $f$ and $g$ are bounded, it now suffices to show that $z_s \to z_1 = z(h)$ in $L^1(\nu_e)$ as $s \to 1$.

To verify that $z_s \to z_1$, let $b_s = b_s + a_s$ be the decomposition in Theorem 2.13 and decompose $z_s = x_s + y_s$ where

$$
x_s = \int_0^s \left[ \frac{1}{2} \text{Ric}_H(h) + \frac{1}{2} \Theta_H(h) + h' \right] \cdot d\beta
$$

and

$$
y_s = \int_0^s \left[ \frac{1}{2} \text{Ric}_H(h) + \frac{1}{2} \Theta_H(h) + h' \right] \cdot da.
$$

Since $\beta$ is a $\nu_e$-Brownian motion, it is clear that $x_s$ is an $L^2$-martingale and in particular $x_s \to x_1$ in $L^1$ as $s \to 1$. We now must show that $y_s$ converges to $y_1$ in $L^1$ as $s \to 1$. To simplify notation, set $R = \left[ \frac{1}{2} \text{Ric}_H(h) + \frac{1}{2} \Theta_H(h) + h' \right]$ and notice that $R$ is uniformly bounded since $h \in H_0 \cap C^1$, and $M$ is compact. With this notation and the definition of $a$, $y_s$ can be written as

$$
y_s = \int_0^s R_s^{-1} H_s^{-1} \nabla \log p_{1-s'}(\Sigma_{s'}, e) ds'.
$$

Using this last equation and the estimate (2.2) one easily shows (with $K = K(h') > 0$ sufficiently large) that:

$$
|y_1 - y_s| \leq K \int_s^1 \left[ \frac{d(\Sigma_{s'}, e)}{(1 - s')} + \sqrt{1 - s'} \right] ds'.
$$

(3.30)

By (2.11) it follows that $\nu_e(d(\Sigma_{s'}, e)) \leq C(1)\sqrt{1 - s'}$, which combined with (3.30) easily shows that $\nu_e(|y_1 - y_s|) \leq 2K(C(1) + 1)\sqrt{1 - s}$. Hence, $y_s$ con-
verges in $L^1(\nu_e)$ to $y_1$ as desired. Therefore, $z_s = x_s + y_s$ converges to $z_1$ in $L^1(\nu_e)$ as claimed and we have shown that $J = \nu_e(f\partial_s^* g)$.

Now the "L" term is easily shown to be zero as follows. First notice that $|\partial_h \ln(p_{1-s}(\Sigma_s, e))| \leq |\nabla \ln(p_{1-s}(\Sigma_s, e))| |h(s)|$. Hence using (2.2) and (2.11) as above one shows for sufficiently large constants $K$ and $C$ that

$$L \leq K \limsup_{s \uparrow 1} \nu_e(|\nabla \ln(p_{1-s}(\Sigma_s, e))| |h(s)|) \leq C \limsup_{s \uparrow 1} [|h(s)|/\sqrt{1-s}].$$

Since by assumption $h(1) = 0$ and $h$ is $C^1$, the last limit is clearly 0 and hence $L = 0$. \qed
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