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Abstract. We consider the solvability of a system

\[
\begin{cases}
  y \in F(x, y), \\
  x \in G(x, y)
\end{cases}
\]

of set-valued maps in two different cases. In the first one, the map \( (x, y) \mapsto F(x, y) \) is supposed to be closed graph with convex values and condensing in the second variable and \( (x, y) \mapsto G(x, y) \) is supposed to be a permissible map (i.e. composition of an upper semicontinuous map with acyclic values and a continuous, single-valued map), satisfying a condensivity condition in the first variable. In the second case \( F \) is as before with compact, not necessarily convex, values and \( G \) is an admissible map (i.e. it is composition of upper semicontinuous acyclic maps). In the latter case, in order to apply a fixed point theorem for admissible maps, we have to assume that the solution set \( x \mapsto S(x) \) of the first equation is acyclic. Two examples of applications of the abstract results are given. The first is a control problem for a neutral functional differential equation on a finite time interval; the second one deals with a semilinear differential inclusion in a Banach space and sufficient conditions are given to show that it has periodic solutions of a prescribed period.

0. Introduction

This paper is devoted to the study of the solvability of a system of the form

\[
\begin{cases}
  0 \in F(x, y), \\
  0 \in G(x, y)
\end{cases}
\]

where \( F \) and \( G \) are maps given by

\[
F(x, y) = y - \overline{F}(x, y) \quad \text{and} \quad G(x, y) = x - \overline{G}(x, y)
\]

with \( x \in X, y \in Y; X, Y \) Banach spaces; \( \overline{F} : \overline{U} \times \overline{V} \to Y, \overline{G} : \overline{U} \times \overline{V} \to X \) and \( U \subset X, V \subset Y \) are open sets with \( 0 \in U \).

In §2, first we give two results, Theorems 2.1 and 2.2, concerning the case when the map \( \overline{F} \) is convex-valued with closed graph and \((k, \psi_{Y})\)-condensing,
In the second variable with respect to a regular monotone nonsingular measure of noncompactness and \( \overline{G} \) is a permissible map (i.e. it is the composition of an acyclic map and a continuous single-valued map) satisfying a certain condensivity condition in the first variable.

Moreover, in Theorem 2.3 we also give sufficient conditions for the existence of solutions of system (0.1) when \( \overline{F} \) is as before but it has arbitrary compact values and \( \overline{G} \) is an admissible map (i.e. it is the composition of acyclic maps). In this case, we do not require, as in Theorems 2.1 and 2.2, any assumption on the topological degree of the vector field \( F = I - F \), but we have to assume that the solution set \( S(x) \) is acyclic, in order to apply a fixed point theorem for admissible maps. Notice that this assumption arises naturally in applications.

In the case when \( \overline{F} \) is an upper semicontinuous, compact map with convex, closed values, sufficient conditions for the solvability of system (0.1) are given in [4]. The case when \( \overline{F} \) is not convex-valued and the second equation is single-valued has also been treated in [5].

The approach we use in this paper follows closely that one of [4, 5 and 10]. That is, we solve the first equation with respect to \( y \) treating the variable \( x \) as a parameter and then we introduce the corresponding solution set \( S(x) \) in the second equation. Obviously, the fixed points of the composite function \( \overline{G}(x, S(x)) \) are the solution of system (0.1).

In order to follow such a procedure, we had to reformulate in §2 the most part of the results in the above quoted papers to the present situation in which the vector field \( F \) is not compact but only condensing. In this way we obtained results which are interesting in themselves besides being necessary for the proof of the main existence Theorem 2.1 and its straightforward consequence Theorem 2.2.

In particular, we would like to mention Lemma 2.4, which states the existence of zeros for Lefschetz \( w \)-carrier with nonzero index, verifying the Borsuk Ulam condition on the relative boundary (with respect to an open ball) of a compact, convex set \( K \subset \mathbb{R}^n \) which is symmetric with respect to the origin. We would like also to point out that here we use the theory of \( w \)-carrier instead of that of \( w \)-maps as in [4, 5 and 10].

In §3 we will present two applications of our abstract results. Specifically, first we will consider a controlled neutral functional differential equation on a given finite time interval and, by using Theorem 2.1, we will solve the problem of finding a control law in a suitable finite-dimensional control space in such a way that the corresponding trajectory reaches at the final time a given target set.

In the second example, in order to apply Theorem 2.3, we will deal with a semilinear differential inclusion in a Banach space and we will give sufficient conditions to show that it has periodic solutions of a prescribed period.

In the next section, §1, we give the definitions and some known results we will need through the paper.

1. Definitions and preliminary results

Let \( X, Y \) be topological spaces; a multivalued map \( M \) from \( X \) into \( Y \) will be denoted by the symbol \( M : X \rightarrow Y \).

**Definition 1.1.** A multivalued map \( M : X \rightarrow Y \) is said to be upper semicontinuous (shortly u.s.c.) if the set
\[ M^{-1}(V) = \{ x \in X : M(x) \subseteq V \} \]

is open in \( X \) for every open \( V \subseteq Y \).

It is not difficult to verify the following properties (see, e.g., [2]).

**Lemma 1.1.** (a) If \( M_1 : X \to Y \), \( M_2 : Y \to Z \) are u.s.c. multivalued maps then their composition \( M_2 \circ M_1 : X \to Z \),

\[ (M_2 \circ M_1)(x) = M_2(M_1(x)) \]

is an u.s.c. multivalued map.

(b) If \( M_1 : X \to Y_1 \), \( M_2 : X \to Y_2 \) are u.s.c. multivalued maps with compact values then their Cartesian product \( M_1 \times M_2 : X \to Y_1 \times Y_2 \),

\[ (M_1 \times M_2)(x) = M_1(x) \times M_2(x) \]

is an u.s.c. multivalued map.

**Definition 1.2.** A multivalued map \( M : X \to Y \) is said to be closed if its graph

\[ \text{Gr} M = \{ (x, y) \in X \times Y : y \in M(x) \} \]

is a closed subset of \( X \times Y \).

If a multivalued map \( M : X \to Y \) is closed and compact (i.e. \( M(X) \) is relatively compact in \( Y \)) then \( M \) is upper semicontinuous.

**Definition 1.3.** Let \( X, Y \) be metric spaces and let \( M : X \to Y \) be a multivalued map. A multivalued map \( M' : X \to Y \) is said to be an \( \varepsilon \)-approximation of \( M \) if \( \text{Gr} M' \subseteq \varepsilon \text{Gr} M \).

The following result is due to A. Lasota and Z. Opial [9].

**Theorem 1.1.** Let \( X \) be a metric space and \( Y \) a metric locally convex space. Then for every \( \varepsilon > 0 \) any u.s.c. multivalued map \( M : X \to Y \) with closed, convex values has a single-valued continuous \( \varepsilon \)-approximation

\[ \mu : X \to Y \text{ such that } \mu(X) \subseteq \text{co} M(X) \].

**Definition 1.4 (cf. [6]).** Let \( X \) and \( Y \) be Hausdorff topological spaces. A multivalued u.s.c. map \( M : X \to Y \) with compact values is said to be a weighted carrier/ (w-carrier) if, for any \( x \in X \), to any piece \( C \) (i.e. open and closed subset) of \( M(x) \) is assigned a weight or multiplicity \( m(C, M(x)) \in \mathbb{Z} \) in such a way that the following properties hold:

(a) \( m(\cdot, M(x)) \) is an additive function, i.e.

\[ m(C_1 \cup C_2, M(x)) = m(C_1, M(x)) + m(C_2, M(x)) \]

whenever \( C_1 \cap C_2 = \emptyset \);

(b) if \( U \) is open in \( Y \) with \( \partial U \cap M(x) = \emptyset \), then

\[ m(M(x) \cap U, M(x)) = m(M(x') \cap U, M(x')) \]

whenever \( x' \) is close enough to \( x \).

**Definition 1.5 (cf. [6]).** If \( U \subseteq Y \) is an open set, \( M(x) \cap \partial U = \emptyset \), then the number

\[ i(M(x), U) = m(M(x) \cap U, M(x)) \]

is called the index or multiplicity of \( M(x) \) in \( U \).
If \( X \) is connected the number \( i(M(x), U) \) does not depend on \( x \in X \). In this case the number \( i(M) = i(M(x), Y) \) will be called the index of the w-carrier \( M \).

Let us mention the following properties of w-carriers (see [6]).

1. Let \( M : X \to Y \) be an u.s.c. multivalued map with compact, connected values. Then \( M \) becomes a w-carrier by assigning multiplicity 1 to \( M(x) \). In particular every continuous single-valued \( f \) is a w-carrier with \( i(f) = 1 \).

2. Let \( M : X \to Y \) be a w-carrier and \( f : Z \to X \) (resp. \( f' : Y \to W \)) be a single-valued continuous map. Then \( M \circ f : Z \to Y \) (resp. \( f' \circ M : X \to W \)) is a w-carrier.

3. Let \( M : X \to Y \) be a w-carrier and \( f : Z \to W \) be a continuous single-valued map. Then \( M \times f : X \times Z \to Y \times W \) is a w-carrier.

4. Let \( M : X \to Y \) be a w-carrier, then the graph map \( \Gamma_f : X \to X \times Y \), 
\[
\Gamma_f(x) = \{x\} \times M(x)
\]

is a w-carrier.

By a weighted map (w-map) we mean any w-carrier \( M : X \to Y \) such that \( M(x) \) is a finite subset of \( Y \) for every \( x \in X \).

Let \( H(D) = \{H_q(D)\}_{q \geq 0} \) be the graded Čech homology module of a space \( D \).

**Definition 1.6** (cf. [6]). A w-carrier \( M : X \to Y \) is said to be acyclic if for every \( x \in X \),
\[
H_q(M(x)) = 0 \quad \text{for all } q > 0.
\]

Following [6] we may define the notion of Lefschetz w-carrier.

**Definition 1.7.** A w-carrier \( M : X \to Y \) is said to be a Lefschetz w-carrier if it can be factorized in the form
\[
\begin{array}{c}
X \\
\downarrow M
\end{array}
\begin{array}{c}
Y
\end{array}
\begin{array}{c}
\downarrow r
\end{array}
\begin{array}{c}
Z
\end{array}
\]

where \( Q : X \to Z \) is an acyclic w-carrier and \( r : Z \to Y \) is a continuous single-valued map.

**Definition 1.8.** Let \( X \) be a topological vector space; let \( \mathcal{A} \subset X \) be a set symmetric with respect to the origin. We will say that a multivalued map \( L : \mathcal{A} \to X \) verifies the Borsuk-Ulam property on \( \mathcal{A} \) if

(B.U.) for each \( x \in \mathcal{A} \) the sets \( L(x) \) and \( L(-x) \) are strictly separated by a hyperplane, that is, for each \( x \in \mathcal{A} \) there exists a continuous functional \( x^* \in X^* \), the dual of \( X \), such that \( x^*(y) > 0 \) for every \( y \in L(x) \) and \( x^*(y) < 0 \) for every \( y \in L(-x) \).

Using the methods illustrated in the papers [6, 10] one can prove the following generalization of Theorem 2.8 of [10].

**Theorem 1.2.** Let \( B \) be the closed unit ball in \( \mathbb{R}^n \). Let \( L : B \to \mathbb{R}^n \) be a Lefschetz w-carrier with \( i(L) \neq 0 \). If \( L \) verifies the (B.U.) property on \( \partial B \) then there exists \( x \in \mathring{B} \) such that \( 0 \in L(x) \).

Let us recall the following notions (see, for example, [1, 16])
Definition 1.9. Let \( X \) be a Banach space; a function \( \psi : 2^X \to [0, +\infty) \) is said to be a measure of noncompactness in \( X \) if \( \psi(\overline{Q}) = \psi(Q) \) for every \( \Omega \in 2^X \). A measure of noncompactness \( \psi \) is called

(i) monotone if \( \Omega_0, \Omega_1 \in 2^X \) and \( \Omega_0 \subset \Omega_1 \) imply \( \psi(\Omega_0) \leq \psi(\Omega_1) \);

(ii) nonsingular if \( \psi(\{a\} \cup \Omega) = \psi(\Omega) \) for every \( a \in X \) and \( \Omega \in 2^X \);

(iii) semiadditive if \( \psi(\Omega_0 \cup \Omega_1) = \max\{\psi(\Omega_0), \psi(\Omega_1)\} \) for every \( \Omega_0, \Omega_1 \in 2^X \);

(iv) algebraically semiadditive if \( \psi(\Omega_0 + \Omega_1) < \psi(\Omega_0) + \psi(\Omega_1) \);

(v) regular if \( \psi(\Omega) = 0 \) is equivalent to the relative compactness of \( \Omega \);

(vi) invariant with respect to the reflection at the origin if \( \psi(-\Omega) = \psi(\Omega) \) for every \( \Omega \in 2^X \).

Well-known examples of measures of noncompactness satisfying the properties (i)-(vi) are: the Kuratowski measure of noncompactness

\[
\alpha(\Omega) = \inf\{d > 0 : \Omega \text{ admits a partition into a finite number of sets whose diameters are less than } d\}
\]

and the Hausdorff measure of noncompactness

\[
H(\Omega) = \inf\{\varepsilon > 0 : \Omega \text{ has a finite } \varepsilon\text{-net}\}.
\]

Definition 1.10. Let \( X_0 \) be a closed subset of a Banach space \( X \); \( \psi \) be a measure of noncompactness in \( X \) and \( 0 < k < 1 \). A multivalued map \( F : X_0 \to X \) with compact values is said to be \((k, \psi)\)-condensing if \( \psi(F(\Omega)) \leq k \psi(\Omega) \) for every \( \Omega \subset X \). Let \( \Lambda \) be a topological space, then a multivalued map \( G : \Lambda \times X_0 \to X \) is said to be \((k, \psi)\)-condensing in the second variable if \( \psi(G(K \times \Omega)) \leq k \psi(\Omega) \) for every compact \( K \subset \Lambda \) and \( \Omega \subset X \).

Definition 1.11 (cf. [1, 11]). A closed, convex set \( M \subset X \) is called fundamental for a multivalued map \( F : X_0 \to X \) if

1. \( F(X_0 \cup M) \not\subset M \),
2. \( x_0 \in \overline{\text{co}}(F(x_0) \cup M) \) implies \( x_0 \in M \).

A closed convex set \( M \subset X \) is called fundamental for a family \( G : \Lambda \times X_0 \to X \) if it is fundamental for every multivalued map \( G(\lambda, \cdot) \), \( \lambda \in \Lambda \). Finally, a fundamental set \( M \) of a multivalued map \( F \) is called essential if it is compact and \( X_0 \cap M \neq \emptyset \).

Following the methods presented in [1 and 14] one can prove the following statements.

Lemma 1.2. Let \( X_0 \) be a closed subset of a Banach space \( X \), \( \Lambda \) be a topological space, let \( G : \Lambda \times X_0 \to X \) be a closed multivalued map which is \((k, \psi)\)-condensing in the second variable where \( 0 \leq k < 1 \) and \( \psi \) is a regular monotone nonsingular measure of noncompactness in \( X \). Then for every compact \( K \subset \Lambda \) there exists an essential fundamental set of the family \( G|_{K \times X_0} \).

Lemma 1.3. Let \( X_0 \) be a closed subset of a Banach space \( X \), \( F : X_0 \to X \) be a closed multivalued map which is \((k, \psi)\)-condensing where \( 0 \leq k < 1 \) and the measure of noncompactness \( \psi \) is regular, monotone, nonsingular, semiadditive and invariant with respect to the reflection at the origin. Then \( F \) has an essential fundamental set which is symmetric with respect to the origin.

Let \( V \) be an open bounded subset of a Banach space \( Y \), let \( \psi \) be a regular monotone nonsingular measure of noncompactness in \( Y \), \( 0 \leq k < 1 \), and
$\mathcal{F} : \mathcal{V} \to Y$ be a closed $(k, \psi)$-condensing multivalued map with convex values such that $y \notin \mathcal{F}(x)$ for all $x \in \partial \mathcal{V}$. Then the topological degree of the corresponding multivalued vector field $\mathcal{F}$, $\mathcal{F}(x) = x - \mathcal{F}(x)$, can be defined by the formula

$$\text{Deg}(\mathcal{F}, V, 0) = \text{Deg}_{\mathcal{M}}(\mathcal{F}, V, 0)$$

where $\mathcal{M}$ is an arbitrary essential fundamental set of $\mathcal{F}$ and $\text{Deg}_{\mathcal{M}}$ denotes the relative topological degree of a compact multivalued vector field (see [1, 11, 14]). Let us remember that in turn the relative degree $\text{Deg}_{\mathcal{M}}(\mathcal{F}, V, 0)$ can be defined as $\text{Deg}_{\mathcal{M}}(i - \mathcal{F}, V, 0)$, where $\mathcal{F}$ is an arbitrary $\varepsilon$-approximation of $\mathcal{F}|_{\mathcal{V}}$ and $\varepsilon$ is sufficiently small (see [1]).

We will need the following properties of the introduced topological degree.

1. **The fixed point property.** If $\text{Deg}(\mathcal{F}, V, 0) \neq 0$ then the fixed point set $\text{Fix}\mathcal{F} = \{y : y \in \mathcal{F}(y)\}$ is nonempty and compact.

2. **The generalized topological invariance.** Let $\Lambda$ be a path connected topological space, $\mathcal{G} : \Lambda \times \mathcal{V} \to Y$ be a closed $(k, \psi)$-condensing in the second variable multivalued map $(0 \leq k < 1)$. If $y \notin \mathcal{G}(\lambda, y)$ for all $\lambda \in \Lambda$ and $y \in \partial \mathcal{V}$ then

$$\text{Deg}(\mathcal{G}(\lambda_0, \cdot), V, 0) = \text{Deg}(\mathcal{G}(\lambda_1, \cdot), V, 0)$$

for all $\lambda_0, \lambda_1 \in \Lambda$, where $\mathcal{G}(\lambda, y) = y - \mathcal{G}(\lambda, y)$.

3. **The additivity property.** If $V = V_1 \cup V_2$ where $V_1$ and $V_2$ are open and disjoint and $y \notin \mathcal{F}(y)$ for all $y \in \partial V_1 \cup \partial V_2$ then

$$\text{Deg}(\mathcal{F}, V, 0) = \text{Deg}(\mathcal{F}, V_1, 0) + \text{Deg}(\mathcal{F}, V_2, 0).$$

4. **The index of a fixed point.** If $y \in V$ is an isolated fixed point of $\mathcal{F}$ then its index $\text{ind}(\mathcal{F}, y)$ is defined as $\text{Deg}(\mathcal{F}, \Omega, 0)$ where $\Omega$ is a neighborhood of $y$ which does not contain other fixed points of $\mathcal{F}$. If $\mathcal{F}$ has in $V$ only a finite number of isolated fixed points $y_1, \ldots, y_n$ then

$$\text{Deg}(\mathcal{F}, V, 0) = \sum_{i=1}^{n} \text{ind}(\mathcal{F}, y_i).$$

Using results of the paper [7] one may prove the following statement.

**Lemma 1.4.** Let $\Lambda$ be a topological space, $Y_0$ be a closed subset of a Banach space $Y$, $\psi$ be a regular monotone measure of noncompactness in $Y$. Let $\mathcal{G} : \Lambda \times Y_0 \to Y$ be a closed $(k, \psi)$-condensing in the second variable multivalued map $(0 \leq k < 1)$. If for every $\lambda \in \Lambda$ the set $S(\lambda) = \{y \in Y_0 : y \in \mathcal{G}(\lambda, y)\}$ is nonempty then the multivalued map $S : \lambda \to Y_0$ is compact-valued and u.s.c.

**Definition 1.12** (cf. [8]). Let $X, Y$ be metric spaces. An u.s.c. multivalued map $M : X \to Y$ is said to be admissible if there are maps $Q_i : Z_i \to Z_{i+1}$, $i = 0, 1, \ldots, m$ ($Z_i$ metric spaces, $Z_0 = X$, $Z_{m+1} = Y$), satisfying

(a) $M = Q_m \circ \cdots \circ Q_0$;
(b) $Q_i$ is u.s.c. with acyclic, compact values for each $i = 0, 1, \ldots, m$.

Let us note an important particular case

**Definition 1.13.** If in the previous definition $m = 1$ and $Q_1 = q$ is a continuous single-valued map then the map $M = q \circ Q_0$ will be called permissible.
Definition 1.14. Let \( U \subset X, \ V \subset Y \) be open sets, where \( X, \ Y \) are metric spaces. Let \( F : U \times V \to Y \) be a multivalued map and let \( F(x, y) = y - F(x, y) \). We shall denote by
\[
S^F = \{(x, y) \in U \times V : y \in F(x, y)\}, \quad Z^F = \{x \in X : S^F_x \subset U \times V\},
\]
where \( S^F_A = S^F \cap (A \times Y) \) for any \( A \subset X \).

2. Results

We want to prove the existence of solutions for the system
\[
\begin{align*}
u & y(x, y) \\
0 & \in y - F(x, y) = F(x, y)
\end{align*}
\]
(2.1) or equivalently
\[
\begin{align*}
u & y(x, y) \\
x & \in G(x, y)
\end{align*}
\]
or equivalently
\[
\begin{align*}
u & y(x, y) \\
0 & \in y - F(x, y) = F(x, y)
\end{align*}
\]

For this, let \( X, \ Y \) be Banach spaces, \( \psi_X \) and \( \psi_Y \) be regular monotone nonsingular measures of noncompactness in \( X \) and \( Y \) respectively; the measure \( \psi_X \) is also semiadditive and invariant with respect to the reflection at the origin. Let \( U \subset X \) be an open neighborhood of the origin and \( V \subset Y \) be an open set.

We can now formulate the following.

Theorem 2.1. Let \( F : U \times V \to Y \) be a closed \((k, \psi_Y)\)-condensing in the second variable, where \( 0 \leq k < 1 \), multivalued map with convex values and \( G : U \times V \to X \) be a permissible multivalued map. Suppose that there exists \( r > 0 \) such that \( S(0, r) \subset V \setminus Z^F \) and \( \text{Deg}(F(0, \cdot), V, 0) \neq 0 \). Let \( T : \overline{B}(0, r) \supset X \) be the operator defined by \( T(x) = x - T(x) \), where \( T(x) = \overline{G}(x, S(x)) \) and \( S(x) = \{y \in Y : y \in F(x, y)\} \). Suppose that the multivalued map \( \widehat{G} : \overline{B}(0, r) \to X \), given by \( \widehat{G}(x) = \overline{G}(x, \overline{V}) \) is closed and \((l, \psi_X)\)-condensing, where \( 0 \leq l < 1 \), and that for every \( x \in \partial B(0, r) \) such that \( 0 \notin T(x) \), the sets \( T(x) \) and \( T(-x) \) are strictly separated by a hyperplane.

The system (2.1) has a solution.

The proof of Theorem 2.1 needs several preliminary results. First of all, observe that the multivalued map \( T \) has nonempty, compact values and it is upper semicontinuous. These facts follow from the assumption that
\[
\text{Deg}(F(0, \cdot), V, 0) \neq 0
\]
and Lemmas 1.1 and 1.4.

Moreover, Lemma 1.3 states that the multivalued map \( \widehat{G} \) has a symmetric (with respect to the origin) essential fundamental set \( \mathcal{H} \subset H \). Let \( \overline{B} \psi = \overline{B}(0, r) \cap \mathcal{H} \) and let \( \mathcal{M} \subset Y \) be an essential fundamental set of the family \( \overline{F}|_{\overline{B} \psi \times \overline{V}} \).

Let \( V_{\mathcal{M}} = V \cap \mathcal{M} \) and let \( \overline{V}_{\mathcal{M}}, \partial V_{\mathcal{M}} \) denote the closure and the boundary of \( V_{\mathcal{M}} \) respectively in the relative topology of the space \( \mathcal{M} \). It is easy to see that \( S^F_{\overline{B} \psi} \subset \overline{B} \psi \times V_{\mathcal{M}} \).

First of all we need the following extension of Lemma 2.2 of [4].

Lemma 2.1. For each neighborhood \( W \subset \overline{B} \psi \times V_{\mathcal{M}} \) (in the relative topology) of the set \( S^F_{\overline{B} \psi} \), there exists \( \varepsilon > 0 \) such that if \( \overline{T} : \overline{B} \psi \times \overline{V}_{\mathcal{M}} \to Y \) is an \( \varepsilon \)-approximation of \( \overline{F}|_{\overline{B} \psi \times \overline{V}_{\mathcal{M}}} \), then \( S^F_{\overline{B} \psi} \subset W \).
Proof. Since the map $\overline{F}$ is closed the set $S^F_{\overline{B}_x}$ is compact. Let $W_1 \subset \overline{B}_x \times \overline{V}_Y$ be an $\epsilon_1$-neighborhood of $S^F_{\overline{B}_x}$ such that $W_1 \subset W$ and $\partial W_1 \cap \partial W = \emptyset$. Let $\epsilon_2 = \text{dist}(\partial W, \partial W_1) = \min \{d(w, w_1) : w \in \partial W, w_1 \in \partial W_1\}$ and $A = (\overline{B}_x \times \overline{V}_Y) \setminus W_1$. Then $F(A) \subset Y$ is a closed set, $0 \notin F(A)$ and let $\epsilon_3 > 0$ be such that $B(0, \epsilon_3) \subset Y$, $\overline{B}(0, \epsilon_3) \cap F(A) = \emptyset$. Hence, if $(x, y) \in A$ then $\text{dist}(\overline{F}(x, y), y) > \epsilon_3$. Let $\epsilon = \min \{\epsilon_1, \epsilon_2, \epsilon_3\}$ and let $\overline{f} : \overline{B}_x \times \overline{V}_Y \rightarrow Y$ be an $\epsilon$-approximation of $\overline{F}|_{\overline{B}_x \times \overline{V}_Y}$. Let $(x, y) \in (\overline{B}_x \times \overline{V}_Y) \setminus W$ and let $y = \overline{f}(x, y)$, that is $(x, y) \in S^F_{\overline{B}_x}$. Then there exists $(\tilde{x}, \tilde{y}) \in \overline{B}_x \times \overline{V}_Y$ such that $\|((x, y) - (\tilde{x}, \tilde{y})) + \left\|\overline{f}(x, y) - z\right\| < \epsilon$ for some $z \in \overline{F}(x, y)$. As $\|((x, y) - (\tilde{x}, \tilde{y})) + \left\|\overline{f}(x, y) - z\right\| < \epsilon$ it follows that $(\tilde{x}, \tilde{y}) \notin S^F_{\overline{B}_x}$. Since $y = \overline{f}(x, y)$ we get $\|y - z\| < \|y - \tilde{y}\| + \left\|\overline{f}(x, y) - z\right\| < \epsilon$.

Hence $(\tilde{x}, \tilde{y}) \notin A$. Thus $(\tilde{x}, \tilde{y}) \in W_1 \setminus S^F_{\overline{B}_x}$. This is an absurd, since $(x, y) \in (\overline{B}_x \times \overline{V}_Y) \setminus W$ and $\|((x, y) - (\tilde{x}, \tilde{y})) + \left\|\overline{f}(x, y) - z\right\| < \epsilon$ and so $(\tilde{x}, \tilde{y}) \notin W_1$. □

Following the same arguments as in Lemma 2.3 of [4], we may obtain the following result.

Lemma 2.2. Let $X = \mathbb{R}^n$, $Y = \mathbb{R}^m$. There exists an $\epsilon_0 > 0$ such that for all $\epsilon < \epsilon_0$ there exists a single-valued continuous map $\overline{f} : \overline{U} \times \overline{V} \rightarrow \mathbb{R}^m$ such that $\overline{f} : \overline{B}_x \times \overline{V}_Y \rightarrow Y$ is an $\epsilon$-approximation of $\overline{F}|_{\overline{B}_x \times \overline{V}_Y}$ and

(a) for every $x \in \overline{B}_x$ the set $S^{f}(x) = \{y \in Y : y = \overline{f}(x, y)\}$ is a finite subset of $V$;

(b) $\text{Deg}(F(0, \cdot), V, 0) = \text{Deg}(f(0, \cdot), V, 0)$.

Lemma 2.3. Let $X$, $Y$ and $\overline{F}$ satisfy the conditions of Theorem 2.1. Let us suppose that for all $x \in \overline{B}_x$ the inclusion $y \in \overline{F}(x, y)$ has only isolated solutions. Then the multivalued map $S : \overline{B}_x \rightarrow \overline{V}_Y$ is a w-map and $i(S) = \text{Deg}(F(0, \cdot), V, 0)$.

Proof. The upper semicontinuity of the multivalued map $S$ follows from Lemma 1.4. If $y \in S(x)$ then $y$ is an isolated fixed point of $\overline{F}(x, \cdot)$ and we can put $m(y, S(x)) = \text{ind}(\overline{F}(x, \cdot), y)$. Now, let $\Omega$ be an open set in $V$ such that $S(x) \cap \partial \Omega = \emptyset$, where $\Omega = \Omega \cap \overline{V}_Y$. From the upper semicontinuity of $S$ it follows that there exists a ball $\overline{B}(x, \delta)$ such that $S(\overline{B}(x, \delta) \cap \overline{H}) \setminus \partial \Omega = \emptyset$. Then, for every $x' \in \overline{B}(x, \delta) \cap \overline{H}$, the admissible homotopy $H : [0, 1] \times \overline{\Omega} \rightarrow \overline{H}$, given by $H(\lambda, y) = \overline{F}(\lambda x + (1 - \lambda)x', y)$ ensures that

$$\text{Deg}(F(x, \cdot), \Omega, 0) = \text{Deg}(F(x', \cdot), \Omega, 0).$$

Therefore

$$m(S(x) \cap \Omega, S(x)) = \sum_{y \in S(x) \cap \Omega} \text{ind}(\overline{F}(x, \cdot), y) = \text{Deg}(F(x, \cdot), \Omega, 0)$$

$$= \sum_{y' \in S(x') \cap \Omega} \text{ind}(\overline{F}(x', \cdot), y') = m(S(x') \cap \Omega, S(x')).$$
Thus $S$ is a w-map and
\[
i(S) = i(S(0), V_F) = \sum_{y \in S(0)} \text{ind}(F(0, \cdot), y) = \text{Deg}(F(0, \cdot), V, 0).
\]

In the sequel we need the following result which is the "relative" version of Theorem 1.2.

**Lemma 2.4.** Let $K \subset \mathbb{R}^n$ be a convex, compact set, symmetric with respect to the origin, let $B_K = \mathbb{B}(0, r) \cap K$. Let $L : B_K \to \mathbb{R}^n$ be a Lefschetz w-carrier such that $i(L) \neq 0$ and $\partial(B_K) \subset K$, where $L(x) = x - L(x)$. If $L$ verifies the (B.U.) condition on $\partial B_K = \partial B(0, r) \cap K$, then there exists $x \in B_K$ such that $0 \in L(x)$.

**Proof.** Let $\rho : \mathbb{R}^n \to K$ be any retraction, then the mapping $\hat{\rho} : \mathbb{R}^n \to K$, defined by $\hat{\rho}(x) = \frac{1}{2}[\rho(x) - \rho(-x)]$ is an odd retraction. Then the set $\hat{\rho}^{-1}(\overline{B_K})$ is symmetric with respect to the origin. Passing, if necessary, to its connected component containing $B_K$ and using the Dugundji's extension theorem we may assume without loss of generality that $\hat{\rho}^{-1}(\overline{B_K})$ and $\mathbb{R}^n \setminus \hat{\rho}^{-1}(\overline{B_K})$ are connected sets. Now, let $B_1 = B(0, r_1) \subset \mathbb{R}^n$ be an open ball containing the set $K$. Let us consider the multivalued map $\hat{L} : D \to \mathbb{R}^n$, given by $\hat{L}(x) = x - L \circ \hat{\rho}(x)$ with $D = \overline{B_1} \cap \hat{\rho}^{-1}(\overline{B_K})$. The map $\hat{L}$ is a Lefschetz w-carrier since it can be decomposed in the form
\[
D \xrightarrow{\Gamma} \mathbb{R}^n \times \mathbb{R}^n \xrightarrow{d} \mathbb{R}^n
\]
where $\Gamma = \Gamma_{L \circ \hat{\rho}}$ is the graph map and $d(x, y) = x - y$. Moreover, $i(\hat{L}) = i(L) \neq 0$. Let us show now that $\hat{L}$ verifies the (B.U.) condition on $\partial D$. In fact, if $x \in \partial D$ and $x \in \partial B_K$ the assertion follows from the fact that $\hat{L}|_{\partial B_K} = L|_{\partial B_K}$ and our assumptions.

Let $x \in \partial B_1 \cap \hat{\rho}^{-1}(\overline{B_K})$ then by Proposition 2.10 of [10] it is sufficient to show that
\[
0 \notin k(\overline{\sigma} \hat{L}(x)) = \overline{\sigma} \hat{L}(x)
\]
where $k(A) = \{ \lambda x : \lambda \in [0, 1], x \in A \}$. Assume, to the contrary, that there exist $\lambda_0 \in [0, 1]$, $y_1 \in \overline{\sigma}(\overline{\sigma} \circ \hat{L}(x)) \subset K$ and $y_2 \in \overline{\sigma}(\overline{\sigma} \circ \hat{L}(x)) \subset K$ such that $\lambda_0(x - y_1) = -x - y_2$. Then $(\lambda_0 + 1)\|x\| = \|\lambda y_1 - y_2\| < (\lambda + 1)r_1$. This contradicts the fact that $x \in \partial B_1$. Finally from Theorem 1.2 follows the existence of a point $x \in D$ such that $0 \in \hat{L}(x)$, that is $x \in \overline{\sigma} \circ \hat{\rho}(x) \subset K$, hence $\hat{\rho}(x) = x$ and $0 \in L(x)$. \qed

Let us observe that we do not exclude the case when $K \subset B(0, r)$, $\partial B_K = \emptyset$. In this case we have the following

**Corollary 2.1** (cf. [6]). Let $K \subset \mathbb{R}^n$ be a convex compact set, $\overline{L} : K \to K$ be a Lefschetz w-carrier, $i(\overline{L}) \neq 0$. Then $\overline{L}$ has a fixed point.

We are now in the position of proving Theorem 2.1.

**Proof.** Let $T_{\mathbb{F}} = T|_{\overline{B}_\mathbb{F}}$. Assume to the contrary that system (1) does not have solutions in the set $\overline{B}_\mathbb{F}$. Then $0 \notin T_{\mathbb{F}}(x)$ for all $x \in \overline{B}_\mathbb{F}$. Since $T_{\mathbb{F}}$ is an
u.s.c. multivalued map, this assumption implies the existence of an \( e_1 > 0 \) such that \( B(0, e_1) \cap T_\mathcal{M}(\overline{B_\mathcal{M}}) = \emptyset \).

On the other hand from the Proposition 2.13 of [10] it follows that there exists \( e_2 > 0 \) such that every \( e_2 \)-approximation \( T' : \overline{B_\mathcal{M}} \to X \) of \( T_\mathcal{M} \) verifies the (B.U.) property on \( \partial B_\mathcal{M} \).

Let \( \delta = \min\{e_1, e_2\} \) and let \( W \subset \overline{B_\mathcal{M}} \times V_\mathcal{M} \), given by
\[
W = \{(x, y) \in \overline{B_\mathcal{M}} \times V_\mathcal{M} : (x, G(x, y)) \in \text{Gr} T_\mathcal{M}\}.
\]

It is clear that \( W \) is an open neighborhood (in the relative topology) of the set \( S_{B_\mathcal{M}}^T \).

We will divide the rest of the proof into three parts.

First step. \( X = \mathbb{R}^n, Y = \mathbb{R}^m \).

Let \( e^* > 0 \) be that one given by Lemma 2.1, i.e. every \( e^* \)-approximation \( \overline{f} \) of \( \overline{F_{B_\mathcal{M} \times V_\mathcal{M}}} \) has the property that \( S_{B_\mathcal{M}}^f \subset W \).

Let \( e_0 \) be given by Lemma 2.2 and let \( e' = \min\{e^*, e_0, \delta\} \). By Lemmas 2.2 and 2.3 there exists an \( e' \)-approximation \( \overline{f'} \) of \( \overline{F_{B_\mathcal{M} \times V_\mathcal{M}}} \) such that the map \( S' : \overline{B_\mathcal{M}} \to V_\mathcal{M} \) defined by \( S'(x) = \{y : y = \overline{f'}(x, y)\} \) is a w-map. The index of this map is given by
\[
\iota(S') = \text{Deg}(\overline{f'}(0, \cdot), W(0), 0) = \text{Deg}(\overline{f}(0, \cdot), W(0), 0) = \text{Deg}(\overline{F}(0, \cdot), V, 0) \neq 0.
\]

Now let us show that the multivalued map \( \overline{T'}(x) = \overline{G}(x, S'(x)) \) is a Lefschetz w-carrier. Indeed, since the map \( \overline{G} \) is permissible it can be represented as \( \overline{G} = q \circ Q \) where \( Q : \overline{B_\mathcal{M}} \to Z \) is acyclic-valued and \( q : Z \to \mathbb{R}^n \) is single-valued. Then \( \overline{T'} \) may be decomposed as
\[
\overline{B_\mathcal{M}} \xrightarrow{\overline{G}} Z \times \mathbb{R}^m \xrightarrow{r_1} Z \xrightarrow{q} \mathbb{R}^n
\]
where \( \mathcal{G}(x) = \bigcup_{y \in S'(x)} (Q(x, y) \times \{y\}) \) is an acyclic w-carrier and \( r_1 \) is a natural projection. Moreover, \( \iota(T') = \iota(\overline{T'}) = \iota(S') \neq 0 \).

Since \( S_{B_\mathcal{M}}^{S'} \subset W \) we have that \( \text{Gr} T' \subset \delta \text{Gr} T_\mathcal{M} \), i.e. \( T' \) is a \( \delta \)-approximation of \( T_\mathcal{M} \). From our choice of \( \delta \) it follows that \( T' \) satisfies the B.U. condition on \( \partial B_\mathcal{M} \). Hence, from Lemma 2.4 it follows that there exists \( x \in B_\mathcal{M} \) such that \( 0 \in T'(x) \). Then \( 0 \in \delta T_\mathcal{M}(\delta x) \subseteq e_1 T_\mathcal{M}(e_1 x) \). This contradiction establishes the result.

Second step. \( X = \mathbb{R}^n, Y \) is a Banach space.

Let \( e^* > 0 \) be as in the first step and \( \overline{f}_1 \) be an \( e^* \)-approximation of \( \overline{F_{B_\mathcal{M} \times V_\mathcal{M}}} \) such that its range \( \overline{f}_1(\overline{B_\mathcal{M}} \times V_\mathcal{M}) \) is contained in a finite-dimensional subspace \( Y_1 \subset Y \).

Let \( V_1^1 = V_\mathcal{M} \cap Y_1 \), then \( S_{B_\mathcal{M}}^{f_1} \subset W \cap (\overline{B_\mathcal{M}} \times V_1^1) = W_1 \), let \( \overline{f}_2 = \overline{f}_1|_{\overline{B_\mathcal{M}} \times V_1^1} \), from the additivity and the reduction properties of the topological degree we have that
\[
\text{Deg}(f_2(0, \cdot), W_1(0), 0) = \text{Deg}(f_1(0, \cdot), W(0), 0) = \text{Deg}(F(0, \cdot), V, 0) \neq 0.
\]

Then applying the first step to the maps \( \overline{f}_2 \) and \( \overline{G}_2 = \overline{G}|_{\overline{B_\mathcal{M}} \times V_1^1} \) we obtain that the multivalued map \( T_2 : \overline{B_\mathcal{M}} \to Y_1 \), given by \( T_2(x) = G_2(x, S_{T_2}(x)) \),
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$I - G_2$, has a zero $x \in B_{\mathcal{K}}$. As $S_{B_{\mathcal{K}}} \subseteq W$ we have that $Gr \, T_2 \subseteq \delta \, Gr \, T_{\mathcal{K}}$, contradicting the fact that $0 \notin \varepsilon_1 \, T_{\mathcal{K}}(\varepsilon_1 x)$.

Third step. $X$, $Y$ are Banach spaces.

Let $\pi : \mathcal{K} \rightarrow \mathcal{K}_1 = \mathcal{K} \cap X_1$ be a Schauder's $\varepsilon$-projection. $X_1$ is a finite-dimensional subspace of $X$. Let $G_3 : B_{\mathcal{K}} \times \overline{V}_{\mathcal{K}} \rightarrow \mathcal{K}_1$, $G_3 = \pi \circ G$; $G_3 = I - G_3|_{B_{\mathcal{K}} \times \overline{V}_{\mathcal{K}}}$ and $F_3 = \overline{F}|_{B_{\mathcal{K}} \times \overline{V}_{\mathcal{K}}}$. It is clear that $G_3$ is permissible and if $T' : \overline{B}_{\mathcal{K}} \rightarrow X_1$ be defined as $T'(x) = G_3(x, S(x))$ then $T'$ is an $\varepsilon$-approximation of $T|_{\overline{B}_{\mathcal{K}}}$ and, for $\varepsilon > 0$ sufficiently small, it satisfies the (B.U.) condition on $\partial B_{\mathcal{K}}$. By the second step we have that $T'$ has a zero on $B_{\mathcal{K}}$, contradicting the fact that $0 \notin \varepsilon \, T(\varepsilon x)$ for $\varepsilon$ small enough. □

Theorem 2.2. Let $X$, $Y$ be Banach spaces, $U \subseteq X$, $V \subseteq Y$ be open sets. Let $\overline{F} : \overline{U} \times \overline{V} \rightarrow Y$ be a closed multivalued map with convex values, condensing in the second variable with respect to a regular monotone nonsingular measure of noncompactness $\psi_Y$. Let $N \subseteq \overline{U}$ be a nonempty compact convex set such that $N \subseteq \overline{D}^F$ and $\text{Deg}(F(x, \cdot), V, 0) \neq 0$ for some (and hence for all) $x \in N$. If $\overline{G} : \overline{U} \times \overline{V} \rightarrow X$ is a permissible multivalued set such that $\overline{G}(N, \overline{V}) \subseteq N$ then there exists a solution $(x, y) \in N \times V$ of system (2.1).

Proof. Let $\rho : X \rightarrow N$ be any retraction and consider the multivalued maps $\overline{F}_1 : X \times \overline{V} \rightarrow Y$, $\overline{G}_1 : X \times \overline{V} \rightarrow X$ defined as $\overline{F}_1(x, y) = \overline{F}(\rho(x), y)$, $\overline{G}_1(x, y) = \overline{G}(\rho(x), y)$. Let $B(0, r)$ be any ball containing the set $N$. We may now apply Theorem 2.1 to $\overline{F}_1$, $\overline{G}_1$ and $B(0, r)$. It is not difficult to see that all the conditions of this theorem are fulfilled except the closedness of the map $\overline{G}$, but in our situation this condition is unnecessary since $\overline{G}$ is compact map.

Hence there exists $(x, y) \in X \times Y$ such that $y \in \overline{F}_1(x, y)$, $x \in \overline{G}_1(x, y)$. Since $x \in N$ we have that

$$\begin{cases} y \in \overline{F}(x, y), \\ x \in \overline{G}(x, y). \end{cases}$$

In the next theorem we will assume that the multivalued map $\overline{G}$ is admissible and the solution map $x \rightarrow S(x)$ has acyclic values for any $x \in \partial^F$.

In order to formulate the result we need to introduce the following boundary condition "P".

—Let $M : \overline{B}(0, r) \subset X \rightarrow X$ be a multivalued map. We say that $M$ satisfies the boundary condition "P" if $x \in \partial B(0, r)$ and $\lambda x \in Mx$ implies $\lambda \leq 1$.—

Theorem 2.3. Let $X$, $Y$ be Banach spaces, $U \subseteq X$, $V \subseteq Y$ be open sets. Let $\psi_X$ and $\psi_Y$ be monotone nonsingular measures of noncompactness in $X$ and $Y$ respectively. Let $\overline{F} : \overline{U} \times \overline{V} \rightarrow Y$ be a closed multivalued map $\psi_Y$-condensing in the second variable and let $\overline{G} : \overline{U} \times \overline{V} \rightarrow X$ be an admissible multivalued map. Let us suppose that there exists $r > 0$ such that $\overline{B}(0, r) \subseteq \partial^F$, and for every $x \in \partial^F$ the set $S(x) = \{y \in Y : y \in \overline{F}(x, y)\}$ is nonempty and acyclic. Let the multivalued map $\overline{T} : \overline{B}(0, r) \rightarrow X$, $\overline{T}(x) = \overline{G}(x, S(x))$, be $\psi_X$-condensing and satisfying the property "P" on the boundary $\partial B(0, r)$. Then system (2.1) has a solution.

Proof. The multivalued map $S$ is compact valued and u.s.c. Therefore $\overline{T}$ is an admissible multivalued map. Let $\mathcal{K} \subset X$ be an essential fundamental
set of $\overline{T}$, since the measure of noncompactness $\psi_X$ is nonsingular we may assume, without loss of generality, that $0 \in \mathcal{K}$. We want to show that $\overline{T}$ has a fixed point in $\overline{B}_{\mathcal{K}} = \overline{B}(0, r) \cap \mathcal{K}$. Let $\rho : X \rightarrow \mathcal{K}$ be any retraction then $\overline{T} : \overline{B}(0, r) \rightarrow \mathcal{K}$, given by $\overline{T}(x) = \rho \circ \overline{T}(x)$, is an admissible, compact multivalued map. Let us show that it satisfies the property "P". Indeed, if $x \in \partial B(0, r) \cap \mathcal{K}$ then $\overline{T}(x) = \overline{T}(x)$ and so the assertion follows directly from our assumptions. If $x \in \partial B(0, r)$ and $x \notin \mathcal{K}$ then $\overline{T}(x) \subset \mathcal{K}$ and $\lambda x \cap \mathcal{K} = \emptyset$ for all $\lambda \geq 1$ and hence the property "P" is also fulfilled. Using Lemma 2 of [11] we may find a compact, convex set $\mathcal{N} \subset \overline{B}(0, r)$ such that $\partial(\Pi \circ \overline{T}(\mathcal{N})) = \mathcal{N}$, where $\Pi$ is the radial projection of $X$ on $\overline{B}(0, r)$. Since $\Pi \circ \overline{T}(x)$ is admissible, there exists a fixed point $x \in \mathcal{N}$, that is $x \in \Pi \circ \overline{T}(x)$. Condition "P" implies that $x \in \overline{T}(x)$ and hence $x \in \overline{T}(x)$.

Remark 2.1. We can also prove Theorem 2.3 by using the fact that if $x \notin \overline{T}(x)$ for all $x \in \partial B(0, r)$ then the topological degree $\text{Deg}(T, B(0, r), 0) = 1$ (see [3 and 12]).

3. Applications

In this section we will give two applications of our results. The first application consists in solving the problem of finding an optimal control parameter, $u \in \mathbb{R}^n$, in such a way that the corresponding state vector $y$ of a given control system governed by a neutral functional differential equation, starting from a given convex, compact set $C \subset \mathbb{R}^n$ reaches at the final time a variable target set $H(y(0), u) \subset \mathbb{R}^n$ and the pair $(y, u)$ minimizes a given functional.

In the second application we look for periodic solutions of a prescribed period of a semilinear evolution differential inclusion in a Banach space.

Example 1. In this example we are looking for a control parameter, represented by a vector $u \in \mathbb{R}^n$, in such a way that the following problem is solvable.

$$\begin{align*}
&\begin{cases}
  y'(t) = f(t, y(t), y(\theta(t)), y'(\theta(t)), u) & \text{for all } t \in [0, 1], \\
y(0) \in C, & y(1) \in H(y(0), u), \\
  \int_0^1 f_0(y(s), y'(s), u) \, ds \rightarrow \min,
\end{cases}
\end{align*}$$

where $C$ is a given convex, compact subset of $\mathbb{R}^n$, the multivalued map $H : C \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ is closed, compact, and acyclic, $\theta \in C([0, 1], \mathbb{R})$ satisfies $0 \leq \theta(t) \leq t$ for any $t \in [0, 1]$ and $\theta(0) = 0$, $f_0 : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function.

We assume the following conditions on the dynamics $f : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n$.

$(f_1)$ The map $f$ is continuous at any point $(t, v_1, v_2, v_3, u) \in [0, 1] \times \mathbb{R}^4$;

$(f_2)$ there exist positive constants $a$, $b$, $c$, $d$ and $k$, with $0 \leq k < 1$, such that

$$|f(t, v_1, v_2, v_3, u)| \leq a + b|v_1| + c|v_2| + k|v_3| + d|u|$$

for any $(t, v_1, v_2, v_3, u) \in [0, 1] \times \mathbb{R}^4$;

$(f_3)$ $f(t, v_1, v_2, v_3, 0) = 0$ for any $(t, v_1, v_2, v_3) \in [0, 1] \times \mathbb{R}^3$. 
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(f4) there exists $N > 0$ such that
\[
\liminf_{n \to +\infty} \frac{\langle u, f(t, v_1, v_2, v_3, u) \rangle}{|u|^{|\delta|}} \geq N
\]
for some $0 < \delta \leq 1$, for any $t \in [0, 1]$ and for every $(v_1, v_2, v_3)$ belonging to any bounded set of $\mathbb{R}^{3n}$;

(f5) $|f(t, v_1, v_2, v_3, u) - f(t, v_1, v_2, v_3', u)| \leq k|v_3 - v_3'|$ for any $(t, v_1, v_2, v_3, v_3', u) \in [0, 1] \times \mathbb{R}^{3n}$,

where the constant $k$ is the same of assumption (f2).

Under assumptions (f1)-(f5) the problem
\[
y'(t) = f(t, y(t), y(\theta(t)), y'(\theta(t)), u), y(0) \in C
\]
can be rewritten in the following form $y \in \overline{F}(x, y)$ where $x = u \in X = \mathbb{R}^n$, $y \in Y = C^1([0, 1], \mathbb{R}^n)$ and the operator $\overline{F} : X \times Y \to Y$ is defined by
\[
\overline{F}(x, y) = C + \int_0^t f(s, y(s), y(\theta(s)), y'(\theta(s)), x) \, ds.
\]

Furthermore, the operator $\overline{G} : X \times Y \to Y$ defined by
\[
\overline{G}(x, y) = x + H(y(0), x) - y(1)
\]
is permissible, in fact $\overline{G}$ can be considered as the composition of the following maps
- $W : X \times Y \to X \times X$ defined by $W(x, y) = (x - y(1), H(y(0), x))$;
- $W_1 : X \times X \to X$ defined by $W_1(w_1, w_2) = w_1 - w_2$.

Clearly, $W$ is continuous and $W_1$ is u.s.c. with compact, acyclic values, and $\overline{G} = W_1 \circ W$.

The problem of finding $x \in \mathbb{R}^n$ for which a corresponding solution of (3.2) satisfies $y(1) \in H(y(0), x)$ is equivalent to solve the system
\[
\left\{ \begin{array}{l}
y \in \overline{F}(x, y), \\
x \in \overline{G}(x, y).
\end{array} \right.
\]

We will show that this system has a solution by using Theorem 2.1. For this, we need some preliminary results that we present in the sequel.

**Lemma 3.1.** Assume (f1)-(f5). Then for any $r > 0$ there exists a constant $M(r) > 0$ such that any solution $y$ of (3.2), corresponding to some control $x \in B(0, r)$, satisfies $|y|_Y \leq M(r)$.

**Proof.** Let $y \in Y$ be a solution of the Cauchy problem (3.2) corresponding to $x \in B(0, r)$. By (f2) we have that
\[
|y'(t)| \leq a_r + b|y(t)| + c|y(\theta(t))| + k|y'(\theta(t))|
\]
for any $t \in [0, 1]$, where $a_r = a + d \cdot r$. Following [17] define now a $C^1$-function $z : [0, 1] \to \mathbb{R}$ as follows
\[
z'(t) = a_r + (b + c)z + k z(t) + 1, \quad z(0) = 1 + |C|.
\]
Or equivalently,
\[
z'(t) = \frac{1 + a_r}{1 - k} + \frac{b + c}{1 - k} z(t), \quad z(0) = 1 + |C|,
\]
where $|C| = \max\{|c| : c \in C\}$. Equivalently, we have
\[
\begin{aligned}
z'(t) &= \frac{1 + ar}{1 - k} + \frac{b + c}{1 - k} z(t), \\
z(0) &= 1 + |C|.
\end{aligned}
\]
It is easy to see that $z$ is a positive and increasing function on $[0, 1]$, hence $z'(t)$ is also increasing on $[0, 1]$ and so
\[
z'(t) > ar + bz(t) + cz(\theta(t)) + kz'(\theta(t))
\]
for any $t \in [0, 1]$. We want to show that (3.3) and (3.4) imply $|y|_Y \leq |z|_Y$. For this, let
\[
\tau = \sup\{t \in [0, 1] : |y(s)| < z(s) \text{ and } |y'(s)| < z'(s), \ 0 < s < t\}.
\]
Since $|y(0)| < z(0)$ and $\theta(0) = 0$, from (3.3) and (3.4) we obtain $|y'(0)| < z'(0)$. Therefore $\tau > 0$, being $y, z \in Y$. We claim that $\tau = 1$. In fact, assume to the contrary that $|y(\tau)| = z(\tau)$, $\tau < 1$. Integrating (3.4) between 0 and $\tau$ and using (3.3), the definition of $\tau$ and $0 \leq \theta(t) \leq t$ for any $t \in [0, 1]$ we get
\[
z(\tau) - z(0) > \int_0^\tau |y'(s)| \, ds.
\]
But $\frac{d}{dt}|y(t)| \leq |y'(t)|$, thus
\[
z(\tau) > z(0) + |y(\tau)| - |y(0)| = 1 + |y(\tau)|.
\]
Furthermore, if $z(\tau) > |y(\tau)|$ we have, again by (3.3) and (3.4), that $z'(\tau) > |y'(\tau)|$. In conclusion, $|y|_Y < |z|_Y$ and taking $M(r) = |z|_Y$ we end the proof. $\square$

As a direct consequence of this lemma we have that $\mathcal{D}^F = \mathbb{R}^n$. Indeed, the map
\[
x \mapsto S(x) = \{y \in Y : y \text{ is a solution of (3.2)}\}
\]
sends bounded sets into bounded sets, thus, for any $r > 0$, we can take $U = B(0, r) \subset X$ and $V = B(0, M(r)) \subset Y$ as open sets in Theorem 2.1.

**Definition 3.1.** Let $\Omega \subset Y$ be a bounded set, we define a measure of noncompactness $\psi_Y$ in $Y$ in the following way $\psi_Y(\Omega) = \alpha_c(\Omega')$ where $\Omega' = \{y' : y \in \Omega\}$ and $\alpha_c$ is the Kuratowski measure of noncompactness in the space $C([0, 1], \mathbb{R}^n)$.

We can now prove the following.

**Lemma 3.2.** Assume that conditions $(f_1)-(f_3)$ and $(f_5)$ are satisfied. Then the operator $\overline{F} : X \times Y \rightarrow Y$, given by
\[
\overline{F}(x, y) = C + \int_0^t f(s, y(s), y(\theta(s)), y'(\theta(s)), x) \, ds
\]
is $(k, \psi_Y)$-condensing with respect to the second variable.

**Proof.** Let $K \subset X$ be a compact set, $\Omega \subset Y$ be a bounded set. We want to show that
\[
\psi_Y(\overline{F}(K, \Omega)) \leq k \psi_Y(\Omega).
\]
For this, let the operators $h : X \times Y \to C([0, 1], \mathbb{R}^n)$ and
\[ q : X \times C([0, 1], \mathbb{R}^n) \times C([0, 1], \mathbb{R}^n) \to C([0, 1], \mathbb{R}^n) \]
be defined as follows
\[ h(x, y)(t) = f(t, y(t), y(\theta(t)), y'(\theta(t)), x) \]
and
\[ q(x, u, v)(t) = f(t, u(t), u(\theta(t)), v(\theta(t)), x). \]
Since $h(K, \Omega) \subset q(K, \Omega, \Omega')$ it suffices to estimate $\alpha(q(K, \Omega, \Omega'))$. The set
\[ T \subset \mathbb{R}^n, \quad T = \{ z : z = y(t) \text{ or } z = y'(t), y \in \Omega, t \in [0, 1] \} \]
is bounded. So, if $\varepsilon > 0$ from the uniform continuity of $f$ on $[0, 1] \times T^3 \times K$ it follows that there exists such $\eta > 0$ that
\[ |f(t, u_1, u_2, v, x) - f(t, u_1, u_2, v, \bar{x})| < \varepsilon \]
whenever $|u_1 - \hat{u}_1| + |u_2 - \hat{u}_2| + |x - \bar{x}| < 2\eta$, $t \in [0, 1]$; $u_1, \hat{u}_1, u_2, \hat{u}_2, v \in T$; $x, \bar{x} \in K$.

As $\Omega$ is a bounded equicontinuous subset of $C([0, 1]; \mathbb{R}^n)$ there is an $\eta$-net $\{u_1, \ldots, u_m\}$ for $\Omega$. Let $\{k_1, \ldots, k_l\}$ be an $\eta$-net of $K$. Then
\[ q(K, \Omega, \Omega') \subset \bigcup_{1 \leq i \leq m, 1 \leq j \leq l} \varepsilon(q(k_j, u_i, \Omega')). \]
From the properties of the Kuratowski measure of noncompactness (see [16]) then it follows that
\[ \alpha(q(K, \Omega, \Omega')) \leq \max\{\alpha(q(k_j, u_i, \Omega')) + 2\varepsilon : 1 \leq i \leq m, 1 \leq j \leq l\}. \]
Now let us show that the operator $q(k_j, u_i, \cdot)$ is $k$-nonexpansive. In fact if $v_1, v_2 \in C([0, 1]; \mathbb{R}^n)$ then
\[ |q(k_j, u_i, v_1) - q(k_j, u_i, v_2)| = \sup_{t \in [0, 1]} |f(t, u_i(t), u_i(\theta(t)), v_1(t), k_j) - f(t, u_i(t), u_i(\theta(t)), v_2(t), k_j)| \leq k \sup_{t \in [0, 1]} |v_1(t) - v_2(t)| = k\|v_1 - v_2\|. \]
Therefore
\[ \alpha(q(k_j, u_i, \Omega')) \leq k\alpha(\Omega') \]
and, since $\varepsilon > 0$ is arbitrary, it follows that
\[ \alpha(q(K, \Omega, \Omega')) \leq k\alpha(\Omega'). \]
Hence
\[ \psi_f(\overline{F}(K, \Omega)) = \alpha(h(K, \Omega)) \leq \alpha(q(K, \Omega, \Omega')) \leq k\alpha(\Omega') = k\psi_f(\Omega). \]
This ends the proof. $\square$

**Lemma 3.3.** Assume $(f_1) \div (f_3)$. Then there exists $r > 0$ such that:
(i) the multivalued map $T : X \to X$ defined as follows
\[ T(x) = G(x, S(x)) \]
\[ = \bigcup_{y \in S(x)} \left\{ \int_0^1 f(s, y(s), y(\theta(s)), y'(\theta(s)), x) \, ds + C - H(y(0), x) \right\} \]
satisfies the B.U. condition on $\partial B(0, r)$;
(ii) $\text{Deg}(F(0, \cdot), V, 0) \neq 0$, where $V = B(0, M(r))$.

**Proof.** By $(f_4)$ and Lemma 3.1 for $r > 0$ sufficiently large we have

$$\text{Deg}(F(0, \cdot), V, 0) = \text{Deg}(I, V, 0).$$

By $(f_4)$ and Lemma 3.1, for $r > 0$ sufficiently large we have

$$\frac{\langle u, f(t, v_1, v_2, v_3, u) \rangle}{|u|^{1+\delta}} + \inf_{y \in C - \mathcal{H}} \frac{\langle u, y \rangle}{|u|^{1+\delta}} \geq \frac{N}{2}$$

where $\mathcal{H} = H(C, X)$, for any $t \in [0, 1]$, for any $u$, $|u| > r$ and any $(v_1, v_2, v_3) \in \mathbb{R}^3$ such that $|v_1| + |v_2| + |v_3| \leq 2M(r)$. In fact,

$$\lim_{|u| \rightarrow +\infty} \inf_{y \in C - \mathcal{H}} \frac{\langle u, y \rangle}{|u|^{1+\delta}} = 0.$$

Finally, if for any $x \in X$ we define $x^* \in X^*$ as $x^*(\cdot) = (x, \cdot)$ then it is easy to see that $T$ satisfies the B.U. condition on $\partial B(0, r)$.

By virtue of $(f_3)$ it is evident that $\text{Deg}(F(0, \cdot), V, 0) = \text{Deg}(I, V, 0)$. □

We are now in a position to prove the following

**Theorem 3.1.** Assume $(f_1) \div (f_3)$, then there exists $u \in X$ such that problem (3.1) has a solution $y \in Y$.

**Proof.** From the proof of Lemma 3.3 it follows that all the solutions of the system

$$\begin{cases} y \in T(x, y) \\ x \in G(x, y) \end{cases}$$

are contained in $U \times V$, where $U = B(0, r)$, $V = (0, M(r))$ and the above lemmas show that for $\overline{F}$ and $\overline{G}$ on $U \times V$ all the assumptions of Theorem 2.1 are satisfied.

From the conditions of Theorem 2.1 it follows that the set $\{(x, y)\}$ of solutions of system 2.1 is a nonempty, compact subset of $X \times Y$. Hence there exists a pair $(y, u) \in Y \times X$ giving the solution of problem (3.1). □

**Example 2.** Let us consider the periodic problem for an evolution semilinear differential inclusion in a separable Banach space $E$ described as follows

$$(3.5) y'(t) \in A(t)y(t) + \phi(t, y(t)) \quad y(0) = y(1)$$

under the following assumptions

(A$_1$) $\{A(t)\}_{t \in [0, 1]}$ is a family of closed linear not necessarily bounded operators in $E$ satisfying the periodicity condition $A(0) = A(1)$;

(A$_2$) $\{A(t)\}_{t \in [0, 1]}$ generates a strongly continuous evolution operator $U : \Delta \rightarrow \mathcal{L}(E)$, where $\Delta = \{(t, s) \in [0, 1] \times [0, 1] : 0 \leq s \leq t \leq 1\}$ and $\mathcal{L}(E)$ is the space of bounded linear operators defined in $E$.

It is supposed also that $U$ is continuous with respect to the norm of $\mathcal{L}(E)$ while $s < t$.

(A$_3$) The operator $U(t, s)$ satisfies the estimation

$$L = \sup_{(t, s) \in \Delta} \|U(t, s)\| < 1.$$
It will be supposed that the multivalued map $\phi : [0, 1] \times E \to E$ has the following properties.

$(\phi_1)$ $\phi$ has compact, convex values;

$(\phi_2)$ $\phi$ is periodic in the first variable, i.e. $\phi(0, \cdot) \equiv \phi(1, \cdot)$;

$(\phi_3)$ $\phi : [0, 1] \times E \to E$ is u.s.c.;

$(\phi_4)$ $\phi([0, 1] \times E) \subset M$ where $M$ is a weakly compact, convex subset of $E$;

$(\phi_5)$ for almost all $t \in [0, 1]$ and every bounded $\Omega \subset E$ the set $\phi(t, \Omega)$ is relatively compact in $E$.

In the sequel we will need some additional properties of the Hausdorff measure of noncompactness $\chi$ in $E$.

**Lemma 3.4.** If $B \in \mathcal{L}(E)$ then $\chi(B(\Omega)) \leq \|B\|\chi(\Omega)$ for every bounded set $\Omega \subset E$.

**Lemma 3.5.** If $\Omega \subset C([0, 1]; E)$ is bounded and equicontinuous then

$$\varphi(\Omega) = \sup_{t \in [0, 1]} \chi(\Omega(t)) = \chi_c(\Omega)$$

where $\Omega(t) = \{y(t) : y \in \Omega\}$ and $\chi_c$ is the Hausdorff measure of noncompactness in $C([0, 1]; E)$.

By $S_Q^1$ we will denote the set of all Bochner integrable selectors of the multifunction $Q : [0, 1] \to E$, i.e.

$$S_Q^1 = \{q \in L^1([0, 1]; E) : q(t) \in Q(t) \text{ a.e. in } [0, 1]\}.$$

If $S_Q^1 \neq \emptyset$ then the multifunction $Q$ is called integrable and

$$\int_{\tau} Q(s) \, ds = \left\{ \int_{\tau} q(s) \, ds : q \in S_Q^1 \right\}$$

for every measurable set $\tau \subset [0, 1]$.

A multifunction $Q : [0, 1] \to E$ is said to be integrably bounded if there exists a nonnegative $\alpha \in L^1([0, 1])$ such that

$$\|Q(t)\| \leq \alpha(t) \quad \text{for a.a. } t \in [0, 1].$$

**Lemma 3.6 (cf. [13]).** Let the multifunction $Q : [0, 1] \to E$ be integrable, integrably bounded and $\chi(Q(t)) \leq \gamma(t)$ for a.a. $t \in [0, 1]$ where $\gamma \in L^1([0, 1])$. Then

$$\chi(\int_{\tau} Q(s) \, ds) \leq \int_{\tau} \gamma(s) \, ds$$

for every measurable set $\tau \subset [0, 1]$.

For $y \in C([0, 1]; E)$ let $H_y : [0, 1] \to E$ be the multifunction given by $H_y(t) = \phi(t, y(t))$. From the conditions $(\phi_1), (\phi_3), (\phi_4)$ it follows that $S_{H_y}^1 \neq \emptyset$ for every $y \in C([0, 1]; E)$ (see, for example, [2]).

We will consider the problem of the existence of mild periodic solutions of the inclusion (3.5), i.e. functions $y \in C([0, 1]; E)$ which satisfy to the equation

$$y(t) = U(t, 0)y(0) + \int_0^t U(t, s)f(s) \, ds$$

where $f \in S_{H_y}^1$, and to the periodicity condition $y(0) = y(1)$. 
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In order to find mild periodic solutions we will consider the spaces $X = E$, $Y = C([0, 1]; E)$ and maps $\overline{F} : X \times Y \rightarrow Y$, with

$$\overline{F}(x, y) = \left\{ z : z(t) = U(t, 0)x + \int_0^t U(t, s)f(s) \, ds ; f \in S_{H}^1 \right\}$$

and $\overline{G} : X \times Y \rightarrow X$, given by $\overline{G}(x, y) = y(1)$.

Then it is clear that the problem (3.5) is equivalent to the system

$$(3.6) \begin{cases} y \in \overline{F}(x, y), \\ x = \overline{G}(x, y). \end{cases}$$

Let us show that the multivalued maps $\overline{F}$ and $\overline{G}$ satisfy all the conditions of Theorem 2.3. In fact, using the methods of [13, 15], one can prove the following property.

**Lemma 3.7.** The multivalued map $\overline{F}$ is closed and for every bounded $\mathcal{U} \subset X$ the set $\overline{F}(\mathcal{U}, Y)$ is bounded and equicontinuous.

**Lemma 3.8.** For every compact $K \subset X$ and bounded $\Omega \subset Y$ the set $\overline{F}(K, \Omega)$ is compact.

**Proof.** It is clear that

$$\overline{F}(K, \Omega)(t) \subset U(t, 0)K + \int_0^t U(t, s)\phi(s, \Omega(s)) \, ds.$$ 

Then from equicontinuity of $\overline{F}(K, \Omega)$ it follows (Lemma 3.5) that

$$\chi_Y(\overline{F}(K, \Omega)) \leq \sup_{t \in [0, 1]} \chi_E \left[ U(t, 0)K + \int_0^t U(t, s)\phi(s, \Omega(s)) \, ds \right].$$

From condition $(\phi_5)$ it follows that $\chi_E(\phi(t, \Omega(t)) = 0$ a.e. in $[0, 1]$ and hence using Lemmas 3.4 and 3.6 we have that

$$\chi_Y(\overline{F}(K, \Omega)) \leq \| U(t, 0)\| \chi_E(K) + \int_0^t \| U(t, s)\| \chi_E(\phi(s, \Omega(s))) \, ds = 0$$

proving the lemma. $\square$

Further from Theorem 2.1 of [13] it follows that for every $x \in X$ the set $S(x) = \{ y \in Y : y \in \overline{F}(x, y) \}$ is nonempty and using the methods of [15] it can be shown that $S(x)$ is a $R_3$-set and, hence, acyclic. From $(\phi_6)$ it follows that there exists $\nu \geq 0$ such that

$$\| \phi(t, e)\| = \sup\{\| y\| : y \in \phi(t, e)\} \leq \nu$$

for all $(t, e) \in [0, 1] \times E$. Now take $B(0, r) \subset X$ where

$$r > \frac{\nu L}{1 - L}.$$ 

**Lemma 3.9.** The multivalued map $\overline{T} : \overline{B}(0, r) \rightarrow X$, $\overline{T}(x) = \overline{G}(x, S(x))$ is $\chi$-condensing and it satisfies the condition

$$\overline{T}(\partial B(0, r)) \subset B(0, r).$$
Proof. Let $\Sigma \subset X$ be a bounded set, then

$$\mathcal{T}(\Sigma) \subset \left\{ U(0, 1)(\Sigma) + \int_0^1 U(1, s)f(s)\, ds : f \in S_{H_y}^1, y \text{ is solution of (3.5), } y(0) \in \Sigma \right\}. $$

From the condition $(\phi_5)$ and Lemmas 3.4 and 3.6 it follows that

$$\chi(\mathcal{T}(\Sigma)) \leq \|U(1, 0)\|\chi(\Sigma)$$

and hence $\mathcal{T}$ is $(l, \chi)$-condensing where $l = \|U(1, 0)\| < 1$. Now let $x \in \partial B(0, r)$ and let $z \in \mathcal{T}(x)$, then

$$z = U(1, 0)x + \int_0^1 U(1, s)f(s)\, ds$$

where $f \in S_{H_y}^1$. Then

$$\|z\| \leq \|U(1, 0)\|\|x\| + \int_0^1 \|U(1, s)\|\|f(s)\|\, ds \leq Lr + Lv < r. \quad \Box$$

Now we have the following

**Theorem 3.2.** Assume $(A_1) \div (A_3)$ and $(\phi_1) \div (\phi_5)$, then there exists a solution of problem (3.5).

**Proof.** Apply Theorem 2.3.

**Remark 3.1.** We would like to point out that the differential inclusion in (3.5) can model control systems of a parabolic type (see e.g. [13]).
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