INTERPOLATION OF WEIGHTED AND VECTOR-VALUED HARDY SPACES
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Abstract. Real and complex interpolation methods, when applied to the couple \((H^{p_0}(E_0; w_0), H^{p_1}(E_1; w_1))\), give what is expected if \(E_0\) and \(E_1\) are quasi-Banach lattices of measurable functions satisfying certain mild conditions and if \(\log(w_0^{1/p_0} w_1^{-1/p_1}) \in \text{BMO} (w_0, w_1\) being weights on the unit circle). The last condition is in fact necessary. (It is expected, of course, that the resulting spaces coincide with the subspaces of analytic functions in the corresponding interpolation spaces for the couple \((L^{p_0}(E_0; w_0), L^{p_1}(E_1; w_1))\).)

0. Introduction

Let \(H^p (0 < p \leq \infty)\) be the classical Hardy space of analytic functions in the unit disc of the complex plane. It is well known by now that for \(0 < p_0, p_1 \leq \infty\) and \(0 < \theta < 1\)

\[(H^{p_0}, H^{p_1})_{\theta p} = H^p \text{ and } (H^{p_0}, H^{p_1})_{\theta} = H^p,\]

where \(\frac{1}{\theta} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}\). Here \((\cdot, \cdot)_{\theta p}\) and \((\cdot, \cdot)_{\theta}\) denote respectively the real and complex interpolation spaces. Recall that the \(L^p\)-space version of (0.1) is classical. By using the Riesz projection and the standard factorization of functions in \(H^p\), one can easily derive (0.1) from this \(L^p\)-space version if \(p_0\) and \(p_1\) are finite. In the case where one of the indices \(p_0\) and \(p_1\) is infinite (0.1) is much deeper, and was established by Jones about ten years ago (cf. [J]).

In this paper we extend (0.1) in two directions. Our first aim is to examine the weighted version of (0.1). We shall consider weights \(w\) on the unit circle \(T\) such that \(\log w \in L^1\). Let then \(H^p(w)\) be the weighted Hardy space (see the next section for the precise definition). Let \(w_0, w_1\) be two weights, \(0 < p_0, p_1 \leq \infty\) and \(0 < \theta < 1\). We ask whether the following equalities hold:

\[(H^{p_0}(w_0), H^{p_1}(w_1))_{\theta p} = H^p (w) \text{ and } (H^{p_0}(w_0), H^{p_1}(w_1))_{\theta} = H^p (w),\]

where \(\frac{1}{\theta} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}\) and \(w = w_0^{(1-\theta)/p_0} w_1^{\theta/p_1}\). Here and below we make the convention that \(H^\infty (w) = H^\infty\). Recall also that the \(L^p\)-space version of (0.2) is well known.

Very recently, Cwikel, McCarthy, and Wolff [CMW] have studied (0.2) in the case where \(p_0 = p_1 < \infty\). They have proved that then (0.2) is true iff...
log\left(\frac{w_0^{-1}}{w_1^{-1}}\right) \in \text{BMO}$. In this paper, we shall show that in the general case (0.2) holds iff \( \log\left(\frac{w_0^{-1/p_0}}{w_1^{-1/p_1}}\right) \in \text{BMO} \). We thus extend the above result of [CMW] to all indices. Moreover, if this BMO condition is satisfied, we establish the following sharp result underlying the first equality in (0.2): If \( f \in H^{p_0}(w_0) + H^{p_1}(w_1) \) is represented as \( f = f_0 + f_1 \) with \( f_j \in L^{p_j}(w_j) \) \((j = 0, 1)\), then there is another representation \( f = g_0 + g_1 \) with \( g_j \in H^{p_j}(w_j) \) \((j = 0, 1)\) and \( \|g_j\|_{H^{p_j}(w_j)} \leq C\|f_j\|_{L^{p_j}(w_j)} \) \((j = 0, 1)\), \( C \) being a constant independent of \( f \). In terms of the \( K \)-functionals (see §1) this can be restated as follows: For any \( t > 0 \) and any \( f \in H^{p_0}(w_0) + H^{p_1}(w_1) \)

\[
(0.3) \quad K(t, f; H^{p_0}(w_0), H^{p_1}(w_1)) < CK(t, f; L^{p_0}(w_0), L^{p_1}(w_1)),
\]

where \( C \) is a constant depending on \( p_0, p_1 \) and the norm of \( \log\left(\frac{w_0^{-1/p_0}}{w_1^{-1/p_1}}\right) \) in \( \text{BMO} \) only.

It is worth noting that results like (0.2) not only are interesting in themselves but also have applications in Analysis. In [CMW], for example, the case \( p_0 = p_1 \) has been applied to obtain boundedness conditions for Toeplitz operators on some weighted Hardy spaces. Another interesting case is \( p_0 < \infty \) and \( p_1 = \infty \). Then the condition on weights reads as \( \log w_0 \in \text{BMO} \). It is easy to see that for any weight \( u \in L^1 \) one can construct another weight \( w_0 \in L^1 \) such that \( w_0 \geq u \), \( \log w_0 \in \text{BMO} \), \( f \) defined by \( f \), and \( \text{BMO-} \text{norm of } \log w_0 \) by an absolute constant. By using (0.2) for such \( w_0 \), it is possible to deduce the result of Bourgain [B1] stating that every bounded linear operator from the disc algebra to \( L^1 \) is 2-summing (i.e., the analogue of the famous Grothendieck theorem for the disc algebra holds). See [Kl and K4] for more details.

The second objective of this paper is to study a vector-valued version of (0.1). Given an interpolation couple of (complex) Banach spaces \((E_0, E_1)\), we consider the interpolation couple \((H^{p_0}(E_0), H^{p_1}(E_1))\) of Hardy spaces with values in \( E_0 \) and \( E_1 \) respectively (cf. the next section for the definition of these spaces). Do we have

\[
(0.4) \quad (H^{p_0}(E_0), H^{p_1}(E_1))_{\theta p} = H^p((E_0, E_1))_{\theta p},
\]

\[
(0.5) \quad (H^{p_0}(E_0), H^{p_1}(E_1))_{\theta} = H^p((E_0, E_1))_{\theta},
\]

with \( \frac{1}{\theta} = \frac{1}{p_0} + \frac{\theta}{p_1} \)? Though the answer is negative in general (cf. [BX]), in many interesting cases it is positive. For example, Bourgain [B1] proved the following: There exists an absolute constant \( C > 0 \) such that for any \( t > 0 \) and \( f \in H^1(l_1^n) + H^1(l_\infty^n) \)

\[
(0.6) \quad K(t, f; H^1(l_1^n), H^1(l_\infty^n)) \leq CK(t, f; L^1(l_1^n), L^1(l_\infty^n)).
\]

This yields immediately

\[
(H^1(l_1^n), H^1(l_\infty^n))_{\theta 1} = H^1(l_{q_1}^n), \text{ uniformly in } n,
\]

where \( \frac{1}{q} = 1 - \theta \) and \( l_{q_1}^n \) is the Lorentz space on \{1, \ldots, n\}. In [B1] one can find some interesting applications of (0.6) to the theory of analytic functions in the unit disc. By using a duality-factorization argument of Haagerup and Pisier [HP], one can easily deduce that (0.6) is still valid if \( H^1 \) is replaced by \( H^p \) for any \( 0 < p \leq \infty \). The case \( p = \infty \) is of special interest because of
several important applications to \((q, p)\)-summing operators on the disc algebra (cf. [K2, K4 and P1]).

In this paper, we show that (0.4) and (0.5) are true for certain Banach (and even quasi-Banach) lattices. The result on the real interpolation reads roughly as follows: Given a couple of quasi-Banach lattices \((E_0, E_1)\) of measurable functions satisfying certain (mild) conditions, we have for \(0 < p_0, p_1 < \infty, t > 0\) and any \(f \in H^{p_0}(E_0) + H^{p_1}(E_1)\)

\[(0.7) \quad K(t, f; H^{p_0}(E_0), H^{p_1}(E_1)) \leq CK(t, f; L^{p_0}(E_0), L^{p_1}(E_1)),\]

where \(C\) is a constant independent of \(t\) and \(f\). Recall once more that (0.7) means simply that if \(f \in H^{p_0}(E_0) + H^{p_1}(E_1)\) is decomposed as \(f = f_0 + f_1\) with \(f_j \in L^{p_j}(E_j)\) \((j = 0, 1)\), then one can find another decomposition \(f = g_0 + g_1\) where \(g_j \in H^{p_j}(E_j)\) \((j = 0, 1)\) and the magnitude of the norm of \(g_j\) in \(H^{p_j}(E_j)\) is roughly the same as that of \(f_j\) in \(L^{p_j}(E_j)\) \((j = 0, 1)\). We show that (0.7) is also true in many cases for \(p_0 = p_1 = \infty\). (0.7) implies, of course, (0.4). These results generalize those in [X1]. With the similar conditions on \(E_0\) and \(E_1\), we also prove (0.5).

Note that in fact we establish weighted versions of (0.4)–(0.7).

The techniques used in this paper are based on [K1–K4] and partly on [X1–X2]. They heavily rely upon standard facts of the theory of analytic functions in the unit disc (such as the outer function construction, factorization) and Fourier analysis (weighted norm inequalities, etc.). The first-named author has used similar techniques to study linear topological properties of spaces of analytic functions, especially, of the disc algebra. In particular, he has found simpler proofs of many results of Bourgain (cf. [B1, B2]), as well as certain new facts on \((q, p)\)-summing operators on the disc algebra. The second named author has applied these techniques to some partial cases of the problems considered in the present paper. Though probably somewhat tricky, our methods have the advantage of giving in most cases explicit formulae for the functions desired. Note also that our constructions leading to the decompositions expressed by (0.3) and (0.7) are rather short; on the other hand, the case of the complex interpolation method will require more patience from the reader.

Let us mention the Pisier has also recently been considering the interpolation problem for Hardy spaces. He has elaborated a very elegant method completely different from ours that gives certain of our results (for example, (0.7) for some quasi-Banach lattices, cf. [P2]). His method, however, does not seem to work in the weighted case and also in the case of the complex interpolation for vector-valued Hardy spaces. It should be noted that Pisier’s method is easily extendable to give results like (0.7) if \(E_0, E_1\) are Schatten classes; it leads also to some other noncommutative generalizations.

Finally, we note that one can also consider interpolation problems for Hardy spaces defined by real variable methods (i.e., in terms of maximal functions or harmonic vector fields, etc.). For them the problems in question are of very different nature and the answers are known for the most part. In particular, analogues of (0.1) and its vector-valued versions (0.4) and (0.5) hold. We refer to [FRS] for the real interpolation, to [JJ] for the complex interpolation and to [BX] for the vector-valued case.

The paper is organized as follows. We present the necessary preliminaries in §1. In §2, we prove that the BMO condition mentioned at the beginning is
necessary for (0.2). The real interpolation results for weighted Hardy spaces of scalar-valued functions are presented in §3. Section 4 is devoted to the complex interpolation. In §§5 and 6 the same is done for weighted Hardy spaces of vector-valued functions. Formally, the material of §§3 and 4 is covered by §§5 and 6, but we have decided to present the scalar case separately because of its importance and the fact that the proofs are then slightly less involved. In §7, we deal with the limit case of (0.7) where \( p_0 = p_1 = \infty \).

1. Preliminaries

Let \( D \) be the unit disc of the complex plane, \( T \) the unit circle equipped with normalized Lebesgue measure \( m \). Given \( 0 < p \leq \infty \), we denote by \( H^p \) the classical Hardy space of analytic functions in \( D \). Identifying functions in \( H^p \) with their boundary values on \( T \), we may regard \( H^p \) as a closed subspace of \( L^p(T; m) = L^p \).

For \( 1 \leq p \leq \infty \) we denote by \( A_p \) the class of all weights on \( T \) satisfying the Muckenhoupt \( A_p \)-condition (cf. [GR, T]). Let \( H \) and \( M \) be respectively the Hilbert transform and the Hardy-Littlewood maximal operator on \( T \). Recall that \( w \in A_1 \) iff \( Mw \leq Cw \), a.e. on \( T \) for some constant \( C \) and that \( A_p \subset A_q \) if \( p \leq q \). Recall also that if \( w \in A_p \) (\( 1 < p < \infty \)), then \( H \) and \( M \) are bounded operators from \( L^p(w) \) (= \( L^p(wdm) \)) into itself; if \( w \in A_1 \), they are bounded from \( L^1(w) \) into weak-\( L^1(w) \). We shall need the following (now classical) characterization of \( \mathcal{A} \)-weights (cf., e.g., [T and GR]).

**Jones' Factorization Theorem.** A weight \( v \) is in \( A_p \) (\( 1 < p < \infty \)) if and only if there exist \( A_1 \)-weights \( v_0 \) and \( v_1 \) such that \( v = v_0 v_1^{-1-p} \). Moreover, for each fixed \( p \) the \( A_1 \)-constants of \( v_0 \) and \( v_1 \) can be estimated in terms of the \( A_p \)-constant of \( v \) and vice-versa.

Note that the "if" part is quite easy (cf., e.g., [GR]).

The theorem implies, in particular, that every \( A_2 \)-weight \( v \) can be written in the form \( v = v_0 v_1^{-1} \) with \( v_0, v_1 \in A_1 \). We shall need similar factorizations with richer structure (note that in fact many of them are implicit in [T and GR]).

**Lemma 1.1.** Given two \( A_1 \)-weights \( v_0, v_1 \) and a number \( K \geq 2 \), one can find two weights \( u_0, u_1 \) satisfying \( v_0 v_1^{-1} = (u_0 u_1^{-1})^{2K} \) and \( |H(u_0)| \leq C u_0, \ M(u_j^2) \leq C u_j^2 \) (\( j = 0, 1 \)). Here \( C \) depends only on \( K \) and the \( A_1 \)-constants of \( v_0 \) and \( v_1 \).

**Proof.** Set \( \psi_0 \equiv 1 \) and inductively

\[
\psi_n = v_0^{-1/2K} |H(v_0^{1/2K} \psi_{n-1})| + v_0^{-1/2K} (M(v_0^{1/K} \psi_{n-1}^2))^{1/2}
+ v_1^{-1/2K} (M(v_1^{1/K} \psi_{n-1}^2))^{1/2}.
\]

Since \( v_1^{-1} \in A_2 \subset A_K \subset A_{2K} \), it follows that \( M \) is bounded on \( L^K(v_1^{-1}) \) and \( H \) on \( L^{2K}(v_1^{-1}) \). Hence there is a constant \( C \) such that

\[
\|\psi_n\|_{L^K} \leq C \|\psi_{n-1}\|_{L^K} \leq \cdots \leq C^n \|\psi_0\|_{L^K} = C^n.
\]

Therefore, the series \( \sum_{n \geq 0} (2C)^{-n} \psi_n \equiv \psi \) converges in \( L^2K \) and it is immediate that \( |H(v_0^{1/2K} \psi)| \leq 2C v_0^{1/2K} \psi, \ M(v_j^{1/K} \psi^2) \leq 4C^2 v_j^{1/K} \psi^2, \ j = 0, 1 \). Hence, we can take \( u_j = v_j^{1/2K} \psi \) (\( j = 0, 1 \)).
Remark 1.2. By the construction, \( \psi \) is in \( L^{2K} \). Since on the unit circle every \( A_1 \)-weight is integrable, we have also that \( v_j^{1/2K} \in L^{2K} \). Thus, \( u_j \in L^K \), that will be of some use in the sequel.

In this paper, we shall consider only weights \( w \) satisfying \( \log w \in L^1 \). This is true for all nonzero \( A_p \)-weights. If \( \log w \in L^1 \), there exists an outer function \( \varphi \) in \( D \) with \( |\varphi| = w \) a.e. on \( T \). Given \( 0 < p < \infty \), we define the weighted Hardy space \( H^p(w) \) by

\[
H^p(w) = \{ f : f \varphi^{1/p} \in H^p \}
\]

and for \( f \in H^p(w) \)

\[
\| f \|_{H^p(w)} = \| f \varphi^{1/p} \|_{H^p} = \left( \int_T |f|^p w \, dw \right)^{1/p}.
\]

Clearly, \( H^p(w) \) is a closed subspace of \( L^p(w) \). The reader is referred to [G, GR and T] for more information on Hardy spaces.

We now describe vector-valued Hardy spaces. Let \( (\Omega, \mu) \) be a measure space. We suppose it is \( \sigma \)-finite for the sake of simplicity. By a quasi-Banach lattice of measurable functions on \( (\Omega, \mu) \) we mean any complete quasi-normed space \( (E, \| \cdot \|) \) of \( \mu \)-measurable functions subject to the following condition:

if \( f \in E \) and \( g \) is measurable such that \( |g| \leq |f| \) a.e. on \( \Omega \), then \( g \in E \) and \( \|g\| \leq \|f\| \). Let \( 0 < \alpha < \infty \). Define

\[
E^{(\alpha)} = \{ x : |x|^\alpha \in E \} \quad \text{and} \quad \| x \|_{E^{(\alpha)}} = \| |x|^\alpha \|_E^{1/\alpha} \quad \text{for} \ x \in E^{(\alpha)}.\]

Then \( E^{(\alpha)} \) is also a quasi-Banach lattice of measurable functions on \( (\Omega, \mu) \). For technical reasons, we shall always assume that for some \( \alpha > 0 \) \( E^{(\alpha)} \) admits an equivalent Banach lattice norm. Since every Banach lattice of measurable functions on a \( \sigma \)-finite measure space possesses a strictly positive order continuous functional (cf., e.g., [KA, Chapter 4, §1, Theorem 5]), it follows that \( E \) embeds into \( L^s(\Omega, \varphi d\mu) \) for some density \( \varphi \) with \( \varphi > 0 \) a.e. on the support of \( E \). Replacing \( \varphi \) by a smaller function we can assume that \( \int \varphi \, d\mu < \infty \).

Given \( 0 < p \leq \infty \), we define \( L^p(E) = L^p(E ; T) \) as the space of all measurable functions \( f \) on \( (T \times \Omega, m \times \mu) \) such that \( f(z, \cdot) \in E \) for almost every \( z \in T \) and the function \( z \mapsto \|f(z, \cdot)\|_E \) is in \( L^p \). The quasi-norm in this space is given by the expression

\[
\int_T \|f(z, \cdot)\|_E^p \, dm(z))^{1/p},
\]

with the usual convention for \( p = \infty \). Then \( L^p(E) \) is a quasi-Banach lattice of measurable functions on \( (T \times \Omega, m \times \mu) \) and it embeds into \( L^s(T \times \Omega, m \times \varphi d\mu) \), where \( s = \min(p, r) \) and \( \varphi \) is the density described above.

By \( H^p(E) \) we denote the subspace of \( L^p(E) \) consisting of all the functions \( f \) such that for some \( 0 < s \leq \infty \), \( f(\cdot, \omega) \in H^s \) for almost every \( \omega \in \Omega \). We shall often say in this situation that \( f \) is analytic in the first variable. Clearly, we can take \( \min(p, r) \) for \( s \), and the above embedding allows us to prove that \( H^p(E) \) is a closed subspace of \( L^p(E) \).

We remark at once that the above definition of \( L^p(E) \) is different from the usual one that we are going to describe now. If \( X \) is a quasi-Banach space and \( 0 < p \leq \infty \), it is customary to define \( L^p(X) = L^p(X ; T) \) as the space of all strongly measurable \( X \)-valued functions \( f \) on \( T \) such that \( \|f\|_X \in L^p \) (\( f \) is said to be strongly measurable if it is a pointwise norm-limit of a sequence of simple functions). For distinguishing this latter space from that defined
previously, we shall denote it by $\tilde{L}^p(X)$. The corresponding Hardy space is denoted by $\tilde{H}^p(X)$. This is the closure in $\tilde{L}^p(x)$ of all complex polynomials with coefficients in $X$ if $0 < p < \infty$, and for $p = \infty$ (if $X$ is a Banach space) this is the closed subspace in $\tilde{L}^\infty(X)$ of all functions whose Fourier coefficients vanish on negative integers. Thus for a quasi-Banach lattice $E$ we have two couples of spaces, $L^p(E)$, $H^p(E)$ and $\tilde{L}^p(E)$, $\tilde{H}^p(E)$, which do not coincide in general. There are, however, many cases in which $L^p(E) = \tilde{L}^p(E)$ and $H^p(E) = \tilde{H}^p(E)$. For example, this is true for $0 < p < \infty$ if $E$ is a reflexive Banach space, and a fortiori, if $E$ is a UMD space.

Recall that a UMD space is a Banach space $X$ such that the Hilbert transform $H$ induces a bounded operator from $L^2(X)$ into itself. We shall denote this induced operator still by $H$, though probably it would be more rigorous to write $H \otimes \text{id}_X$. It is well known that if $X$ is a UMD space then $H$ is also bounded from $L^p(X)$ into itself for every $1 < p < \infty$. Recall also that $L^q(\Omega, \mu)$ is UMD for $1 < q < \infty$. See [B3, Bu] for information on UMD spaces.

Given a quasi-Banach lattice $E$ of measurable functions we shall often need that $E^{(\alpha)}$ be UMD for some $\alpha > 0$. By this we mean that $E^{(\alpha)}$ admits an equivalent Banach lattice norm for which $E^{(\alpha)}$ becomes a UMD space. Note that in this case $E^{(\beta)}$ is also UMD for all $\beta > \alpha$. This can easily be seen from the formula $(Hf)^2 = f^2 + 2H(fH(f))$ (that allows us to pass from $\alpha$ to $2\alpha$) and interpolation.

Now we turn to describe elementary notions from the interpolation theory (see [BL] for more information). Let $(X_0, X_1)$ be an interpolation couple of quasi-Banach spaces. We denote by $X_0 + X_1$ and $X_0 \cap X_1$ respectively the sum and intersection of $X_0$ and $X_1$. Let $t > 0$ and $x \in X_0 + X_1$. Define

$$K(t, x; X_0, X_1) = \inf \{ \|x_0\|_{X_0} + t\|x_1\|_{X_1} : x = x_0 + x_1, x_j \in X_j, j = 0, 1 \}.$$

This is the so-called $K$-functional. Given $0 < \theta < 1$, $0 < q < \infty$, we define

$$\|x\|_{\theta, q} = \left( \int_0^\infty \left( t^{-\theta} K(t, x; X_0, X_1) \right)^q \frac{dt}{t} \right)^{1/q} \quad x \in X_0 + X_1,$$

and

$$(X_0, X_1)_{\theta, q} = \{ x \in X_0 + X_1 : \|x\|_{\theta, q} < \infty \}.$$

Then $(X_0, X_1)_{\theta, q}$, equipped with the quasi-norm $\| \cdot \|_{\theta, q}$, is a quasi-Banach space. This is the real interpolation space of $X_0$ and $X_1$ with parameters $\theta$ and $q$.

There exists another (equivalent) way to construct this space by means of the so-called $J$-functional. Let for $t > 0$

$$J(t, x; X_0, X_1) = \max(\|x\|_{X_0}, t\|x\|_{X_1}), \quad x \in X_0 \cap X_1.$$

Define

$$\|x\|_{\theta, J} = \inf \left( \sum_{n = -\infty}^\infty (2^{-n\theta} J(2^n, x_n; X_0, X_1))^q \right)^{1/q},$$

where the infimum is taken over all representations of $x$ as

$$x = \sum_{n = -\infty}^\infty x_n, \quad x_n \in X_0 \cap X_1 (n \in \mathbb{Z}),$$
where the series converges in $X_0 + X_1$. Then it is well known that
\[ C^{-1} \|x\|_{\theta q} \leq \|x\|_{\theta q;j} \leq C \|x\|_{\theta q}, \quad \forall x \in X_0 + X_1, \]
where $C$ is a constant depending only on $\theta$ on $q$. Therefore
\[ (X_0, X_1)_{\theta q} = \{x \in X_0 + X_1 : \|x\|_{\theta q;j} < \infty\}. \]
We shall also need interpolation spaces constructed by the complex method. The classical construction of Calderón \cite{C} for Banach spaces needs some minor modifications for the quasi-Banach space setting (cf. e.g., \cite{CMS}). Let $\mathcal{F} = \{\zeta \in \mathbb{C} : 0 < \text{Re} \zeta < 1\}$ and $\mathcal{A}$ be the family of the complex functions analytic in the strip $\mathcal{F}$, continuous and bounded on the closed strip $\overline{\mathcal{F}}$. Given an interpolation couple $(X_0, X_1)$ of quasi-Banach spaces, let
\[ \mathcal{F}(X_0, X_1) = \left\{ \sum_{k=1}^{n} f_k x_k : f_k \in \mathcal{A}, x_k \in X_0 \cap X_1, 1 \leq k \leq n, n \in \mathbb{N} \right\}, \]
and for $F \in \mathcal{F}(X_0, X_1)$
\[ \|F\|_{\mathcal{F}(X_0, X_1)} = \max \left\{ \sup_{\eta \in \mathbb{R}} \|F(i\eta)\|_{X_0}, \sup_{\eta \in \mathbb{R}} \|F(1 + i\eta)\|_{X_1} \right\}. \]
Let $0 < \theta < 1$. We define
\[ \|x\|_{\theta} = \inf\{\|F\|_{\mathcal{F}(X_0, X_1)} : F(\theta) = x, F \in \mathcal{F}(X_0, X_1)\}, \quad x \in X_0 \cap X_1. \]
Then $\| \cdot \|_\theta$ is a quasi-norm on $X_0 \cap X_1$. The completion of $X_0 \cap X_1$ with respect to it is denoted by $(X_0, X_1)_\theta$, which is the complex interpolation space of $X_0$ and $X_1$ with parameter $\theta$. It is well known that this definition coincides with the classical one if $X_0, X_1$ are Banach spaces (cf. \cite{S}).

We shall freely use the following well-known results (cf. \cite{BL}; these results are stated and proved in \cite{BL} for Banach spaces. The proofs there, however, easily extend to quasi-Banach space setting). Let $(X_0, X_1)$ be an interpolation couple of quasi-Banach spaces and $0 < \theta < 1, 0 < p_0, p_1 \leq \infty$. Then
\[ (\tilde{L}^{p_0}(X_0, \tilde{L}^{p_1}(X_1))_{\theta p} = \tilde{L}^p((X_0, X_1)_{\theta p}), \]
\[ (\tilde{L}^{p_0}(X_0), \tilde{L}^{p_1}(X_1))_\theta = \tilde{L}^p((X_0, X_1)_{\theta}), \]
where $\frac{1}{p} = \frac{1}{p_0} + \frac{\theta}{p_1}$. If $X_0$ and $X_1$ are quasi-Banach lattices of measurable functions, we can easily show that the above equalities hold also for the couple $(L^{p_0}(X_0), L^{p_1}(X_1))$. We shall see that for many couples of quasi-Banach lattices, Hardy space versions of these results hold. We have chosen to work with the interpolation couple $(H^{p_0}(E_0), H^{p_1}(E_1))$ rather than $(\tilde{H}^{p_0}(E_0), \tilde{H}^{p_1}(E_1))$ for the sake of simplicity. Since we proceed with the help of certain explicit formulæ, all the results stated below transfer to the couple $(\tilde{H}^{p_0}(E_0), \tilde{H}^{p_1}(E_1))$ with essentially the same proofs; the case of the spaces with tilde would, however, require routine but somewhat nasty discussions of approximability by simple functions that we prefer to avoid.

2. Necessity of the BMO-condition

The main result of this section is the following theorem. We shall use the convention that $L^\infty(w) = L^\infty$, $H^\infty(w) = H^\infty$, $w^{1/\infty} = 1$. 
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Theorem 2.1. Let \( w_0, w_1 \) be weights on \( T \) such that \( \log w_j \in L^1 \) \( (j = 0, 1) \) and let \( 0 < p_0, p_1 \leq \infty \). If there exists \( 0 < \theta < 1 \) such that

\[
(2.1) \quad H^\theta(w) \subset (H^{p_0}(w_0), H^{p_1}(w_1))_{\theta \infty}, \quad \text{(continuous inclusion)},
\]

where \( \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1} \) and \( w = w_0^{p_0(1-\theta)/p_0} w_1^{\theta/p_1} \), then \( \log(w_0^{1/p_0} w_1^{-1/p_1}) \in \text{BMO} \).

The reader is referred to [G, GR] or [T] for the definition of BMO.

Since \((X_0, X_1)_{\theta p} \subset (X_0, X_1)_{\theta \infty}\) for an arbitrary couple of quasi-Banach spaces \((X_0, X_1)\), Theorem 2.1 implies immediately that the BMO-condition is necessary for the first equality in (0.2). It is also necessary for the second equality if \( p_0, p_1 \geq 1 \) (because \((X_0, X_1)_{\theta} \subset (X_0, X_1)_{\theta \infty}\) if \( X_0 \) and \( X_1 \) are Banach spaces). We conjecture that this last restriction on \( p_0, p_1 \) is in fact irrelevant.

Proof of Theorem 2.1. We shall exploit an idea from [CMW]. Suppose that one of \( p_0 \) and \( p_1 \) is not infinite (otherwise there is nothing to prove), say \( p_0 < \infty \). Multiplying all the spaces by an outer function with modulus \( w_1^{1/p_1} \), we can, and do assume \( w_1 \equiv 1 \).

For \( t > 0 \), let \( \varphi_t \) and \( \psi_t \) be outer functions such that \( |\varphi_t| = \min(1, t w_0^{1/p_0}) \), \( |\psi_t| = \min(1, t^{-1} w_0^{-1/p_0}) \), a.e. on \( T \). Now suppose \( \log w_0^{1/p_0} \not\in \text{BMO} \). Then by Lemma 1.2 in [CMW], for every \( \varepsilon > 0 \) there exist \( t > 0 \) and \( z \in D \) such that

\[
|\varphi_t(z)| + |\psi_t(z)| < \varepsilon;
\]

(avoiding to reproduce the proof of that, we mention only that it is short and is based on exploiting the Garcia norm on BMO). Considering \( t^{p_0} w_0 \) instead of \( w_0 \), we may assume \( t = 1 \). Let \( f \in H^p(w) \) with \( \|f\|_{H^p(w)} < 1 \). By (2.1), for any \( s > 0 \) there exist \( f_0 \in H^{p_0}(w_0) \) and \( f_1 \in H^{p_1} \) such that \( f = f_0 + f_1 \) and

\[
\|f_0\|_{H^{p_0}(w_0)} \leq C_0 s^\theta \quad \text{and} \quad \|f_1\|_{H^{p_1}} \leq C_0 s^{\theta-1},
\]

where \( C_0 \) is the norm of the inclusion (2.1). Let

\[
F = (\varphi_1 \psi_1^{-1})^{1-\theta} f, \quad F_0 = \varphi_1 \psi_1^{-1} f_0, \quad F_1 = f_1.
\]

Then \( F \in H^p \), \( F_j \in H^{p_j} \) \( (j = 0, 1) \) and

\[
(2.3) \quad \|F\|_{H^p} < 1, \quad \|F_0\|_{H^{p_0}} \leq C_0 s^\theta, \quad \|F_1\|_{H^{p_1}} \leq C_0 s^{\theta-1};
\]

\[
(2.4) \quad (\varphi_1 \psi_1^{-1})^{1-\theta} F = (\varphi_1 \psi_1^{-1}) F_0 + F_1.
\]

Let \( P_z \) denote the Poisson kernel of the unit disc corresponding to \( z \). Then we obtain

\[
|F_0(z)| \leq \exp \int_T \log |F_0| P_z \, dm
\]

\[
\leq \exp \left\{ \int_{|\varphi_1| < 1} \log(|\varphi_1|^\theta |F| + |\varphi_1| |F_1|) P_z \, dm + \int_{|\varphi_1| = 1} \log |F_0| P_z \, dm \right\}
\]

\[
\leq |\varphi_1(z)|^\theta \exp \int_T \log(|F| + |F_0| + |F_1|) P_z \, dm.
\]
Now let \( r = \min(p_0, p_1) \). Then by Jensen and Hölder inequalities and (2.3)
\[
\exp \int_T \log(|F| + |F_0| + |F_1|) P_z \, dm \\
\leq \left( \int_T (|F| + |F_0| + |F_1|) r P_z \, dm \right)^{1/r} \\
\leq C \left[ (1 - |z|)^{-1/p} + s^\theta (1 - |z|)^{-1/p_0} + s^{\theta - 1} (1 - |z|)^{-1/p_1} \right],
\]
where \( C \) is a constant depending on \( C_0, p \) and \( p_j \) (\( j = 0, 1 \)). Therefore
\[
|F_0(z)| \leq C \varphi_1(z)^\theta [(1 - |z|)^{-1/p} + s^\theta (1 - |z|)^{-1/p_0} + s^{\theta - 1} (1 - |z|)^{-1/p_1}].
\]
Similarly
\[
|F_1(z)| \leq C \psi_1(z)^{1-\theta} [(1 - |z|)^{-1/p} + s^\theta (1 - |z|)^{-1/p_0} + s^{\theta - 1} (1 - |z|)^{-1/p_1}].
\]
Combining the preceding inequalities with (2.4) we obtain
\[
|F(z)| \leq |\varphi_1(z)|^{1-\theta} |F_0(z)| + |\varphi_1(z)|^{\theta-1} |F_1(z)| \\
\leq C (|\varphi_1(z)|^{\theta} + |\varphi_1(z)|^{1-\theta}) [(1 - |z|)^{-1/p} + s^\theta (1 - |z|)^{-1/p_0} + s^{\theta - 1} (1 - |z|)^{-1/p_1}].
\]
Now note that \( F \) can be an arbitrary element of the unit ball of \( H^p \), so \( \sup_F |F(z)| \geq (1 - |z|^2)^{-1/p} \) (see the remark below). Taking into account (2.2) and setting \( s = (1 - |z|)^{1/p_0} (1 - |z|)^{-1/p_1} \), we arrive at
\[
(1 - |z|^2)^{-1/p} \leq 3C (e^\theta + e^{1-\theta})(1 - |z|)^{-1/p},
\]
which yields a contradiction if \( \epsilon \) is sufficiently small. This proves Theorem 2.1. \( \square \)

Remark. Let \( z \in D \) and \( \Phi_{p, z} \) be the evaluation functional at \( z \) defined on \( H^p \) by \( \Phi_{p, z}(F) = F(z) \). In the above proof, we implicitly used the elementary fact that the norm of \( \Phi_{p, z} \) is of the same order as \( (1 - |z|)^{-1/p} \). In fact, we precisely have that \( ||\Phi_{p, z}|| = (1 - |z|^2)^{-1/p} \). This is easy to prove. Indeed, by factorization, it suffices to show this for \( p = 2 \). Then consider the Cauchy kernel \( \Psi(z) = \frac{1}{1 - z^2} \). We have
\[
\int_T F(z) \Psi(z) dm(z) = F(z), \quad \forall F \in H^2.
\]
Thus it follows that \( ||\Phi_{2, z}|| = ||\Psi||_{H^2} = (1 - |z|^2)^{-1/2} \).

We give an immediate consequence of Theorem 2.1. It is of interest in connection with the analytic projection constructed in [B2] (see also [K2, K4] for another construction).

Corollary 2.2. Let \( w \) be a weight such that \( \log w \in L^1 \). Suppose that there exists an operator \( Q \) projecting boundedly \( L^{p_0}(w) \) onto \( H^{p_0}(w) \) and at the same time \( L^{p_1}(w) \) onto \( H^{p_1}(w) \) for some \( 1 < p_0, p_1 < \infty \), \( p_0 \neq p_1 \). Then \( \log w \in \text{BMO} \).

Note that, conversely, if \( \log w \in \text{BMO} \), then one can easily construct a projection \( Q \) from \( L^p(w) \) onto \( H^p(w) \) that is continuous for \( p \) in a certain interval \((a, b)\). One can vary \( a \) and \( b \) (not independently). In particular, it
is possible to take \( a = 1 \). It is not clear at the time of this writing if one can always ensure \((a, b) = (1, \infty)\).

3. Weighted Hardy spaces: The real interpolation

The main result of this section is the following theorem.

**Theorem 3.1.** Let \( w_0 \) and \( w_1 \) be weights on \( T \) such that \( \log w_j \in L^1 \) (\( j = 0, 1 \)). Let \( 0 < p_0, p_1 \leq \infty \). If \( \log(w_0^{1/p_0} w_1^{-1/p_1}) \in \text{BMO} \), then there exists a constant \( C \) depending only on \( w_j \) and \( p_j \) (\( j = 0, 1 \)) such that for any \( t > 0 \) and any \( f \in H^{p_0}(w_0) + H^{p_1}(w_1) \)

\[
K(t, f; H^{p_0}(w_0), H^{p_1}(w_1)) \leq CK(t, f; L^{p_0}(w_0), L^{p_1}(w_1)).
\]

**Remark.** Note that in the case \( p_0 = p_1 < \infty \) Theorem 3.1 has already been proved in [CMW]. The proof of [CMW] does not seem to be adaptable to give Theorem 3.1 for \( p_0 \neq p_1 \). The same remark applies to Theorem 4.1 below on the complex interpolation of weighted Hardy spaces.

Before proving Theorem 3.1, we give an immediate consequence of it. Note first that the reverse inequality to (3.1) is evident (with \( C = 1 \)). Recall also that for \( 0 < \theta < 1 \)

\[
(L^{p_0}(w_0), L^{p_1}(w_1))_{\theta p} = L^p(w),
\]

where \( \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1} \) and \( w = w_0^{(1-\theta)/p_0} w_1^{\theta/p_1} \) (cf. [BL]).

**Corollary 3.2.** Under the same assumptions as in Theorem 3.1, for any given \( 0 < \theta < 1 \) and \( 0 < q < \infty \), the quasi-norm on \((H^{p_0}(w_0), H^{p_1}(w_1))_{\theta q} \) is equivalent to that induced on it by the quasi-norm of \((L^{p_0}(w_0), L^{p_1}(w_1))_{\theta q} \). Consequently

\[
(H^{p_0}(w_0), H^{p_1}(w_1))_{\theta p} = H^p(w),
\]

where \( \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1} \) and \( w = w_0^{(1-\theta)/p_0} w_1^{\theta/p_1} \).

**Proof of Theorem 3.1.** To exclude the trivial case \( p_0 = p_1 = \infty \), we assume that \( 0 < p_0 < \infty \) and \( 0 < p_1 \leq \infty \). After multiplying all the spaces by an outer function with modulus \( w_1^{1/p_1} \), we may, and do assume \( w_1 \equiv 1 \) and \( \log w_0 \in \text{BMO} \). It is well known that \( \log w_0 \in \text{BMO} \) iff there exist \( \gamma > 0 \) and \( v \in A_2 \) such that \( w_0 = v^\gamma \), both \( \gamma \) and the \( A_2 \)-constant for \( v \) depending on the \( \text{BMO} \)-norm of \( \log w_0 \) only (cf. [GR, T]). We factorize \( v \) as \( v = v_0 v_1^{1/p_1} \) with \( v_0, v_1 \in A_1 \), and then apply Lemma 1.1 to \( K = k p_0 / \gamma \), with \( k \) a sufficiently large integer (we need, among other things, \( k p_0 \geq 2 \gamma \), since \( K \geq 2 \)). We obtain a representation \( w_0 = (u_0 u_1^{-1})^{2k p_0} \) with

\[
\begin{align*}
(3.2) \ |H(u_0)| & \leq C u_0; \\
(3.3) \ M(u_j^2) & \leq C u_j^2 (j = 0, 1).
\end{align*}
\]

We need the following majoration lemma.

**Lemma 3.3.** If \( k \) is so large that \( kp_1 \geq 1 \), then for every positive \( a \neq 0 \) in \( L^{p_1} \) there exists a positive function \( b \) bounded away from zero and satisfying

\[
\begin{align*}
(3.4) \ b & \geq a, \text{ a.e. on } T; \\
(3.5) \ |b|_{L^{p_1}} & \leq C \|a\|_{L^{p_1}}; \\
(3.6) \ |H(u_0 b^{1/2k})| & \leq C u_0 b^{1/2k}, \text{ a.e. on } T.
\end{align*}
\]

**Proof.** If \( p_1 = \infty \), we take simply \( b \equiv \|a\|_\infty \), then (3.6) follows from (3.2). Otherwise we set \( a_0 = (a + \epsilon)^{1/2k} \) with \( \epsilon > 0 \) very small and, inductively,
By Remark 1.2, \( u_0 b^{1/2k} \in L^2 \) if \( k \) is large enough; \( k \) will then be assumed to ensure that property. Then, \( F_1, F_2 \) are in \( H^2 \) and their real parts
are strictly positive a.e. on \( T \). Hence the function \( F = F_1F_2^{-1} \) is analytic. By (3.6) \(|F_1| \leq (1 + C)u_0b^{1/2k}\). On the other hand, \(|F_2| \geq u_0b^{1/2k}\). Therefore, \(|F| \leq Ca^{-1}\). It follows that \( F \in H^\infty \) and \(|F|_{H^\infty} \leq C\). Now define \( G = 1 - (1 - F_2)^{2k} \). Then \( G \in H^\infty \) and \(|G| \leq C|F|^{2k} \leq Ca^{-2k}\). In particular, \(|G|_{H^\infty} \leq C\), and thus to check (3.7) and (3.8) it suffices to show that

\[ ||G||_{L^p(w_0)} \leq C||f_1||_{L^p}, \quad ||(1 - G)f_1||_{L^{p_0}(w_0)} \leq C||f_0||_{L^{p_0}(w_0)}.\]

The first inequality is easy to prove. Indeed

\[ ||Gf_0|| \leq C||f_0||\alpha^{-2k} \leq Cb,\]

and it is sufficient to refer to (3.5). For the second inequality, note that

\[ ||(1 - G)f_1|| \leq C||1 - F||_{L^p}^{2k}b.\]

Now

\[ |1 - F|^{2k}b = |(u_0b^{1/2k}(\alpha - 1) + iH(u_0b^{1/2k}(\alpha - 1)))F^{-1}\|_{L^p}^{2k}b.\]

Therefore

\[ ||(1 - G)f_1||_{L^{p_0}(w_0)} \leq C||(|\alpha - 1|^{2k}b + |H(u_0b^{1/2k}(\alpha - 1))|^{2k}u_0^{-2k})||_{L^{p_0}(w_0)}.\]

Since \( w_0 = (u_0u_{-1})^{2kp_0} \), we see that the second term in the brackets on the right is

\[ ||H(u_0b^{1/2k}(\alpha - 1))||_{L^{2kp_0}(u_{-2k}^{2kp_0})}^{2k}.\]

By (3.3), \( u_{-2k}^{2kp_0} \in A_{1+k_p_0} \), and thus \( H \) is bounded on \( L^{2kp_0}(u_{-2k}^{2kp_0}) \). It follows that the second term on the right in (3.9) is majorized by the first one. Since \( (\alpha - 1)^{2k}b \leq |f_0| \), we obtain the desired estimate

\[ ||(1 - G)f_1||_{L^{p_0}(w_0)} \leq C||f_0||_{L^{p_0}(w_0)},\]

which concludes the proof. \( \square \)

Remarks. (i) The above proof of Theorem 3.1 shows in fact that the constant \( C \) in (3.1) depends only on \( p_0, p_1 \) and the norm of \( \log(w_0^{1/p_0}w_{-1/p_1}) \) in BMO.

(ii) Lemma 3.4 gives also a similar \( J \)-functional estimate for the couple of the quotient spaces

\[ \left( \frac{L^{p_0}(w_0)}{H^{p_0}(w_0)}, \frac{L^{p_1}(w_1)}{H^{p_1}(w_1)} \right).\]

Explicitly, we have a constant \( C \) such that for any \( t > 0 \) and any \( \tilde{f} \) in the intersection of these quotient spaces there exists \( \tilde{f} \in L^{p_0}(w_0) \cap L^{p_1}(w_1) \) which represents the class \( \tilde{f} \) simultaneously in both quotient spaces and satisfies

\[ J(t, \tilde{f}; L^{p_0}(w_0), L^{p_1}(w_1)) \leq C J \left(t, \tilde{f}; \frac{L^{p_0}(w_0)}{H^{p_0}(w_0)}, \frac{L^{p_1}(w_1)}{H^{p_1}(w_1)} \right).\]

Note, however, that this latter \( J \)-functional estimate for the quotient spaces is in fact equivalent to the \( K \)-functional estimate (3.1) described in Theorem 3.1. This follows from a simple but very useful observation of Pisier [P2] stating that such \( K \)- and \( J \)-functional estimates are formally equivalent in the general situation of two couples \( (A_0, A_1) \subset (X_0, X_1) \).

4. Weighted Hardy spaces: The complex interpolation

In this section, we shall prove the following counterpart of Corollary 3.2 for the complex interpolation.
Theorem 4.1. Let $0 < p_0, p_1 \leq \infty$ and $w_0, w_1$ be weights such that $\log w_j \in L^1$ ($j = 0, 1$). If $\log(w_0^{1/p_0}w_1^{-1/p_1}) \in \text{BMO}$, then for every $0 < \theta < 1$

\begin{equation}
(H^{p_0}(w_0), H^{p_1}(w_1))_\theta = H^p(w),
\end{equation}

where $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$ and $w = w_0^{p_0(1-\theta)/p_0}w_1^{p_1\theta/p_1}$.

To prove Theorem 4.1, we need the following technical lemma on the existence of certain analytic decompositions of unity, which is of independent interest.

Lemma 4.2. Let $0 < p \leq \infty$ and $w$ be a weight such that $\log w \in \text{BMO}$. Then for every positive function $a \in L^p(w)$ there exist $b \in L^p(w)$ and a sequence $\{\varphi_n\}_{n \in \mathbb{Z}} \subset H^\infty$ satisfying the following properties

\begin{align*}
(4.2) & \quad b \geq a, \text{ a.e. on } T; \\
(4.3) & \quad \|b\|_{L^p(w)} \leq C\|a\|_{L^p(w)}; \\
(4.4) & \quad \|\varphi_n\|_{H^\infty} \leq C, \quad \forall n \in \mathbb{Z}; \\
(4.5) & \quad |\varphi_n|^{1/4}b \leq C2^n, \text{ a.e. on } T, \quad \forall n \in \mathbb{Z}; \\
(4.6) & \quad \sum_{n \in \mathbb{Z}} |\varphi_n|^{1/4}2^n \leq Cb, \text{ a.e. on } T; \\
(4.7) & \quad \sum_{n \in \mathbb{Z}} \varphi_n = 1, \text{ a.e. on } T,
\end{align*}

where $C$ is a constant depending only on $w$ on $p$.

Before passing to the proof of the lemma we note that (4.5)–(4.7) mean that the $\varphi_n$'s behave roughly as the functions $\chi_{\{2^{n-1} < b \leq 2^n\}}$, but have an advantage of being analytic. Here and in the sequel, $\chi_e$ denotes the characteristic function of a subset $e \subset T$.

Proof. Take a large integer $k$ (we need, among other things, $kp \geq 1$) and represent, as in §3, the weight $w$ in the form $w = (u_0u_1^{-1})^{2kp}$ so that (3.2) and (3.3) hold.

We assume first that $a$ is bounded, say $a < 2^N$ a.e. on $T$ for some integer $N$. We now define by induction two sequences $\{G_n\}_{n \leq N} \subset H^\infty$ and $\{b_n\}_{n \leq N} \subset L^\infty$ as follows.

Let $G_N = 1$, $b_N = a$. Then define inductively for $n \leq N - 1$

\begin{align*}
\alpha_n & = \max \{1, (b_{n+1}2^{-n})^{1/4k}\}, \\
F_n & = \frac{u_0 + iHu_0}{\alpha_n u_0 + iH(\alpha_n u_0)}, \quad G_n = 1 - (1 - F_n^{16k})^8, \\
b_n & = b_{n+1} + \delta|G_{n+1} - G_n|^{1/4}2^{n+1},
\end{align*}

where $\delta \in (0, 1)$ is a constant to be specified later ($\delta$ will not depend on $a, N$).

By using (3.2) and Remark 1.2, we easily check, as in the proof of Lemma 3.4, that $F_n, G_n \in H^\infty$ (if $k$ is large enough) and, moreover

\begin{equation}
|F_n| \leq C\alpha_n^{-1} \leq C, \quad |G_n| \leq C|F_n|^{16k} \leq C\alpha_n^{-16k} \leq C.
\end{equation}

Define $\varphi_n = G_n - G_{n-1}$ ($n \leq N$). Then $\varphi_n \in H^\infty$ and $\|\varphi_n\|_{H^\infty} \leq C$.

From the definition of $b_n$

\begin{equation}
a \leq b_{n+1} \leq b_n \leq b_{n+1} + C2^n, \quad \forall n \leq N.
\end{equation}

It then follows that $\{b_n\}_{n \leq N}$ is a decreasing sequence of positive bounded functions on $T$. Denote by $\bar{b}$ the a.e. limit of this sequence as $n \to -\infty$. Then
clearly
\[(4.10) \quad a \leq b \leq b_n + C2^n, \quad \forall n \leq N\]
which gives, in particular, (4.2).

We are going to check that the functions \( b, \{\varphi_n\}_n \) just defined satisfy (4.2)-(4.7). We have already verified (4.2) and (4.4). Now by (4.10), for \( n \leq N \)
\[
|\varphi_n|^{1/4}b \leq |G_n|^{1/4}(b_{n+1} + C2^{n+1}) + |G_{n-1}|^{1/4}(b_n + C2^n)
\leq |G_n|^{1/4}b_{n+1} + |G_{n-1}|^{1/4}b_n + C2^n \leq C2^n,
\]
in view of (4.8) and the definition of \( \alpha_n \). This proves (4.5). It follows from (4.5) that the series \( \sum_{n \leq N} \varphi_n \) converges absolutely a.e. on \( T \). Its sum is evidently equal to 1 a.e., that is, (4.7) holds. Hence, it remains to check (4.3) and (4.6).

Fix \( n \leq N \). We are going to estimate \( \|b_n\|_{L^p(w)} \). We assume for the moment \( p < \infty \). We have
\[
(4.11) \quad b_n = a + \delta \sum_{m=n+1}^{N} |\varphi_m|^{1/4}2^m,
\]
and
\[
\sum_{m=n+1}^{N} |\varphi_m|^{1/4}2^m \leq \sum_{m=n+1}^{N} (|1 - G_m|^{1/4} + |1 - G_{m-1}|^{1/4})2^m \leq C \sum_{m=n}^{N-1} |1 - F_m|2^m
\leq C \sum_{m=n}^{N-1} |\alpha_m - 1|2^m + C \sum_{m=n}^{N-1} |H(u_0(\alpha_M - 1))|2^m u_0^{-2k}.
\]

Now it is convenient to employ the weighted space \( L^{2kp}(l^{2k} ; u^{-2kp}) \) of \( l^{2k} \)-valued functions. Clearly
\[
\left\| \sum_{m=n}^{N-1} |H(u_0(\alpha_m - 1))|2^m u_0^{-2k} \right\|_{L^p(w)} = \left\| \{H(2^m/2k u_0(\alpha_m - 1))\}_{m=n}^{N-1} \right\|_{L^{2kp}(l^{2k} ; u^{-2kp})}.
\]
From (3.3), \( u_1^2 \in A_1 \); so \( u_1^{-2kp} \in A_{1+kp} \). By the choice of \( k \), we have \( 2kp \geq 1+kp \). Since also \( 2k > 1 \), \( H \) is bounded on \( L^{2kp}(l^{2k} ; u^{-2kp}) \) (cf. [AJ]). Thus, for some constant \( C \)
\[
\left\| \{H(2^m/2k u_0(\alpha_m - 1))\}_{m=n}^{N-1} \right\|_{L^{2kp}(l^{2k} ; u^{-2kp})} \leq C \left\| \{2^m/2k u_0(\alpha_m - 1)\}_{m=n}^{N-1} \right\|_{L^{2kp}(l^{2k} ; u^{-2kp})}
= C \left\| \sum_{m=n}^{N-1} (\alpha_m - 1)2^m \right\|_{L^p(w)}^{1/2k}.
\]
Combining these estimates with (4.11), we obtain
\[
(4.12) \quad \|b_n\|_{L^p(w)} \leq C\|a\|_{L^p(w)} + C\delta \left\| \sum_{m=n}^{N-1} (\alpha_m - 1)2^m \right\|_{L^p(w)}.
\]
Now let $E_N = \varnothing, E_n = \{b_{n+1} > 2^n\}$ for $n < N$ (note also that $E_n = \{\alpha_n \neq 1\}$). Since $b_n \geq b_{n+1}$, it is clear that $E_n \supset E_{n+1}$. Denoting $e_m = E_m \setminus E_{m+1}$ ($m \leq N - 1$), it is easy to see that $2^m \leq b_m \leq C2^m$ a.e. on $e_m$. It follows from (4.9) that
\[ 2^m \leq b_n \leq C2^m \text{ a.e. on } e_m, \quad n \leq m \leq N - 1, \]
with $C$ independent of $m$ and $n$. Therefore
\[
\sum_{m=n}^{N-1} (\alpha_m - 1)^{2k} 2^m = \sum_{m=n}^{N-1} (\alpha_m - 1)^{2k} \chi_{E_m} 2^m \\
\leq \sum_{m=n}^{N-1} 2^{m/2} \sum_{j=m}^{N-1} b_{m+1}^{1/2} \chi_{e_j} \leq C \sum_{m=n}^{N-1} 2^{m/2} \sum_{j=m}^{N-1} 2^{j/2} \chi_{e_j} \\
= C \sum_{j=n}^{N-1} 2^{j/2} \chi_{e_j} \sum_{m=n}^{j} 2^{m/2} \leq C' \sum_{j=n}^{N-1} 2^{j} \chi_{e_j} \leq C'' b_n.
\]
Hence by (4.12)
\[ \|b_n\|_{L^p(w)} \leq C \|a\|_{L^p(w)} + C\delta \|b_n\|_{L^p(w)}. \]
Taking $\delta = (2C)^{-1}$, we get finally
\[ \|b_n\|_{L^p(w)} \leq C \|a\|_{L^p(w)}, \quad \forall n \leq N - 1, \]
which then yields (4.3) by letting $n \to -\infty$ for $p < \infty$.

If $p = \infty$, (4.3) is easy. Indeed, taking $l = \min \{n: a < 2^n\}$, we clearly have $\alpha_n \equiv 1$, $F_n \equiv 1$ and $G_n \equiv 1$ for $n > l$. So $b$ will not exceed $C2^l$ uniformly on $T$.

From (4.5), we see that the series $\sum_{n \leq N} |\varphi_n|^{1/4} 2^n$ converges a.e. on $T$; so letting $n \to -\infty$ in (4.11), we obtain
\[ b = a + \delta \sum_{n \leq N} |\varphi_n|^{1/4} 2^n, \]
which shows (4.6) with $C = \delta^{-1}$. This shows Lemma 4.2 in the case of bounded $a$.

The general case can be derived from this special one by a limit argument that we are going to describe now. Replacing $a$ by a slightly bigger function, we may assume that $a$ is bounded away from zero on $T$. Then apply the result just proved to $a \wedge 2^N$ ($N = 1, 2, \ldots$). We obtain $\tilde{b}_N$, $\{\varphi_{Nn}\}_{n \leq N}$ satisfying (4.2)-(4.7) with $a \wedge 2^N$ instead of $a$. From (4.2) and (4.3) we deduce that $\log \tilde{b}_N \in L^1$. Let $B_N$ be an outer function with modulus $\tilde{b}_N$. Then (4.3) shows that $B_N \in H^p(w)$ and
\[ \|B_N\|_{H^p(w)} \leq C \|a \wedge 2^N\|_{L^p(w)} \leq C \|a\|_{L^p(w)}. \]
Denote by $\varphi$ an outer function with modulus $w^{1/p}$. We see that $\{\varphi B_N\}$ is a bounded sequence in $H^p$. So passing to a subsequence if necessary, we may assume that $\{\varphi B_N\}$ converges to some analytic function $G$ uniformly on every compact subset of $D$. Define $B = G \varphi^{-1}$. Then we deduce that $B_N$ converges to $B$ uniformly on every compact subset of $D$. Let $b = |B|$. Clearly
\[ \|b\|_{L^p(w)} \leq C \|a\|_{L^p(w)}, \]
giving (4.3). To prove that \( b \) satisfies (4.2) we note that for \( N_0 \leq N_1 \)
\[
\hat{b}_{N_1} \geq 2^{N_1} \land a \geq 2^{N_0} \land a.
\]
Let \( A_N \) be an outer function with modulus \( 2^N \land a \). Then \(|B_{N_1}| \geq |A_{N_0}| \) a.e. on \( T \). It follows that for \( 0 \leq r < 1 \) and \( \zeta \in T \)
\[
|B_{N_1}(r \zeta)| \geq |A_{N_0}(r \zeta)|.
\]
Letting first \( N_1 \to \infty \) then \( r \to 1 \), we get \( b \geq 2^{N_0} \land a \), that yields (4.2).

Now by (4.4) we may assume that for each \( n \in \mathbb{Z} \) the sequence \( \{ \varphi_{nN} \} \)
converges to an analytic function \( \varphi_n \) uniformly on every compact subset of \( D \). It is clear that the \( \varphi_n \)'s are in \( H^\infty \) and satisfy (4.4). For (4.5) we have
\[
|\varphi_{nN}|^{1/4}|B_N| \leq C 2^n \text{ a.e. on } T, \quad \forall n \in \mathbb{Z},
\]
which, together with the subharmonicity of \(|\varphi_{nN}|^{1/4}|B_N|\), gives
\[
|\varphi_{nN}(r \zeta)|^{1/4}|B_N(r \zeta)| \leq C 2^n, \quad 0 \leq r < 1, \; \zeta \in T.
\]
Then (4.5) follows by the same limit procedure as above. (4.6) is proved similarly, and (4.7) can easily be derived by passing to the limit as \( N \to \infty \), that can be justified by means of (4.5) and (4.6). Thus the proof of Lemma 4.2 is completed. \( \Box \)

**Proof of Theorem 4.1.** The following result is well known (cf., e.g., [BL]; there the result is stated for Banach spaces, but the proof is easily extendable to the quasi-Banach space setting)
\[
(L^{p_0}(w_0), L^{p_1}(w_1))_\theta = L^p(w).
\]
Hence by interpolation
\[
(H^{p_0}(w_0), H^{p_1}(w_1))_\theta \subset H^p(w).
\]
So it remains to prove the reverse inclusion. For this, we assume, as in the proof
of Theorem 3.1, that \( w_1 \equiv 1 \), \( \log w_0 \in \text{BMO} \), \( 0 < p_0 < \infty \) and \( 0 < p_1 \leq \infty \). Let then \( f \in H^p(w) \) with \( \|f\|_{H^p(w)} < 1 \). We shall construct a function \( F \in \mathcal{S}(H^{p_0}(w_0), H^{p_1}) \) such that
\[
\|F(\theta) - f\|_{H^p(w)} \leq 1/2, \quad \|F\|_{\mathcal{S}(H^{p_0}(w_0), H^{p_1})} \leq C,
\]
with a constant \( C \) independent of \( f \). An easy iteration argument will then show that \( f \in (H^{p_0}(w_0), H^{p_1})_\theta \) with \( \|f\|_{\theta} \leq C' \).

We can find positive functions \( g_0 \in L^{p_0}(w_0) \) and \( g_1 \in L^{p_1} \) such that
\[
|f| \leq g_0^{1-\theta} g_1^\theta, \text{ a.e. on } T \quad \text{and} \quad \|g_0\|_{L^{p_0}(w_0)} < 1, \quad \|g_1\|_{L^{p_1}} < 1.
\]
We may evidently assume that also \( \log g_j \in L^1 \; (j = 0, 1) \). Then let \( h_j \) be an outer function with modulus \( g_j \; (j = 0, 1) \). Define
\[
f_0 = (f h_0^{\theta-1} h_1^{-\theta}) h_0^{1-\theta}, \quad f_1 = h_1^\theta.
\]
Clearly, \( f = f_0 f_1 \), \( f_0 \), \( f_1 \) are analytic functions satisfying
\[
|f_0| \leq g_0^{1-\theta}, \quad |f_1| \leq g_1^\theta \text{ a.e. on } T.
\]
Now applying Lemma 4.2 to \( a = g_0, p = p_0 \) and \( w = w_0 \) (resp. \( a = g_1, p = p_1 \) and \( w_1 \equiv 1 \)) we get \( b_0, \{\varphi_{n,0}\}_{n \in \mathbb{Z}} \) (resp. \( b_1, \{\varphi_{n,1}\}_{n \in \mathbb{Z}} \)) as in that lemma. In particular,
\[
\|b_0\|_{L^{p_0}(w_0)} \leq C\|g_0\|_{L^{p_0}(w_0)} \leq C, \quad \|b_1\|_{L^{p_1}} \leq C\|g_1\|_{L^{p_1}} \leq C.
\]
Also
\[
f = f_0 f_1 = \sum_{n \in \mathbb{Z}} \varphi_{n,0} f_0 \sum_{m \in \mathbb{Z}} \varphi_{m,1} f_1.
\]
By (4.4)-(4.6)
\[
\sum_{n \in \mathbb{Z}} |\varphi_{n,0} f_0| \leq \sum_{n \in \mathbb{Z}} |\varphi_{n,0}|^{1/2} |\varphi_{n,0}|^{1/2} b_0^{-\theta} \leq C \sum_{n \in \mathbb{Z}} |\varphi_{n,0}|^{1/2} 2^n b_0^{-\theta} \leq C b_0^{-\theta}.
\]
Therefore, by the dominated convergence theorem, \( \sum_{n \in \mathbb{Z}} \varphi_{n,0} f_0 \) converges to \( f_0 \) in \( L^{p_0/(1-\theta)}(w_0) \). Similarly, \( \sum_{n \in \mathbb{Z}} \varphi_{n,1} f_1 \) converges to \( f_1 \) in \( L^{p_1/\theta} \) if \( p_1 < \infty \), that we assume for definiteness (if \( p_1 = \infty \), some slight modifications are needed for what follows). Then Hölder inequality implies that there exist \( n_0, n_1 \) and \( m_0, m_1 \) such that
\[
(4.13) \quad \left\| f - \sum_{n=n_0}^{n_1} \varphi_{n,0} f_0 \sum_{m=m_0}^{m_1} \varphi_{m,1} f_1 \right\|_{H^p(w)} \leq 1/2.
\]
Now for \( \zeta \in \mathcal{S} = \{\zeta \in \mathbb{C}: 0 < \text{Re}\zeta < 1\} \) define
\[
F(\zeta) = \sum_{n=n_0}^{n_1} \sum_{m=m_0}^{m_1} 2^{n(\theta-\zeta)} 2^m(\zeta-\theta) \varphi_{n,0} f_0 \varphi_{m,1} f_1.
\]
Then clearly \( F \in \mathcal{S}(H^{p_0}(w_0), H^{p_1}) \) and \( \|f - F(\theta)\|_{H^p(w)} \leq 1/2 \) by (4.13). It thus remains to dominate \( \|F\|_{\mathcal{S}(H^{p_0}(w_0), H^{p_1})} \). We have for \( \eta \in \mathbb{R} \)
\[
|F(i\eta)| \leq \sum_{n=n_0}^{n_1} \sum_{m=m_0}^{m_1} 2^{-m\theta} |\varphi_{n,0}| |\varphi_{m,1}| |f_0| \sum_{m=m_0}^{m_1} 2^{-m\theta} |\varphi_{m,1}| |f_1|.
\]
By (4.4)-(4.6)
\[
\sum_{m=m_0}^{m_1} 2^{-m\theta} |\varphi_{m,1}| |f_1| \leq \sum_{m=m_0}^{m_1} 2^{-m\theta} |\varphi_{m,1}|^{1/2} (|\varphi_{m,1}|^{1/2} b_1)^{\theta} \leq C \sum_{m=m_0}^{m_1} |\varphi_{m,1}|^{1/2} = C \sum_{m=m_0}^{m_1} \varphi_{m,1}^{1/4} |\varphi_{m,1}|^{1/4} b_1 b_1^{-1} \leq C \sum_{m=m_0}^{m_1} |\varphi_{m,1}|^{1/4} 2^m b_1^{-1} \leq C.
\]
Similarly
\[
C \sum_{n=n_0}^{n_1} 2^{n\theta} |\varphi_{n,0}| |f_0| \leq C \sum_{n=n_0}^{n_1} |\varphi_{n,0}|^{1/2} 2^n \leq C b_0.
\]
Combining the previous estimates with the fact that $\|b_0\|_{L^{p_0}(w_0)} \leq C$ we get
$$\|F(i\eta)\|_{L^{p_0}(w_0)} \leq C, \quad \forall \eta \in \mathbb{R}.$$  
A similar reasoning shows that $\|F(1 + i\eta)\|_{L^{p_1}} \leq C$ (\forall \eta \in \mathbb{R}). Thus
$$\|F\|_{\mathcal{F}(H^{p_0}(w_0), H^{p_1})} \leq C,$$
which concludes the proof of Theorem 4.1. □

Remark. We can prove the following refinement of Lemma 4.2.  
Let $w$ be a weight such that $\log w \in \text{BMO}$. Then for every positive function $a \in L^1(w)$ there exist $b \in L^1(w)$ and a sequence $\{\varphi_n\}_{n \in \mathbb{Z}} \subset H^\infty$ which satisfy (4.2), (4.4)-(4.7) and the following strengthening of (4.3)
$$\int_0^t b^*(s) \, ds \leq \int_0^t a^*(s) \, ds, \quad \forall t > 0,$$
where $a^*$ and $b^*$ are respectively the decreasing rearrangements of $a$ and $b$ with respect to the measure $w \, dm$ on $T$.

The essential idea of the proof of the above statement is almost the same as that of the proof of Lemma 4.2 (see [X2] for a similar lemma in the nonweighted case). Using this refinement of Lemma 4.2 and arguments of [X2], we can show the following weighted version of the main result of [X2].

Let $1 \leq p_0, p_1 \leq \infty$, $p_0 \neq p_1$ and $w_0, w_1$ be weights such that $\log w_j \in L^1$ $(j = 0, 1)$. Suppose $\log(w_0^{1/p_0} w_1^{-1/p_1}) \in \text{BMO}$. Then for every function $f \in H^{p_0}(w_0) + H^{p_1}(w_1)$ there exists a linear operator $T$ defined on $L^{p_0}(w_0) + L^{p_1}(w_1)$ such that $T(f) = f$ which maps $L^{p_j}(w_j)$ into $H^{p_j}(w_j)$ $(j = 0, 1)$ and whose norms on these spaces are dominated by a constant depending only on $p_0, p_1$ and the BMO-norm of $\log(w_0^{1/p_0} w_1^{-1/p_1})$.

This result is much stronger than Theorems 3.1 and 4.1 (in the case where $1 \leq p_0, p_1 \leq \infty$, $p_0 \neq p_1$). An interesting consequence of it is that with the above hypotheses on $p_0, p_1$ and $w_0, w_1$, $(H^{p_0}(w_0), H^{p_1}(w_1))$ is a Calderón-Mitjagin couple. The reader is referred to [X2] for more discussion and consequences of this kind of results.

5. Vector-valued Hardy spaces: The real interpolation

From now on we shall deal with Hardy spaces of functions with values in quasi-Banach lattices. All quasi-Banach lattices will be those of measurable functions on a measure space $(\Omega, \mu)$. They will be subject to the conditions described in §1.

Let $w$ be a weight on $T$ such that $\log w \in L^1$. Denote by $\varphi$ the outer function with modulus $w$. For a quasi-Banach lattice $E$ on $(\Omega, \mu)$, the weighted spaces $L^p(E, w)$ and $H^p(E, w)$ are defined as follows:
$$L^p(E; w) = \{ f : f w^{1/p} \in L^p(E) \} = \{ f : f \varphi^{1/p} \in L^p(E) \},$$
$$H^p(E; w) = \{ f : f \varphi^{1/p} \in H^p(E) \}.$$

The quasi-norm on these spaces is given by the functional $f \mapsto (\int_T |f|^p w \, dm)^{1/p}$. We recall that our $L^p(E)$ and $H^p(E)$ are slightly "nonstandard" (cf. §1).

We shall use the following well-known result several times: if $X$ is a UMD Banach space and $w$ is a weight in $A_p$ $(1 < p < \infty)$ then the Hilbert transform...
Theorem 5.3. Let \(0 < p_0 < \infty\), \(0 < p_1 < \infty\), \(E_0, E_1\) be quasi-Banach lattices of measurable functions on \((\Omega, \mu)\). Suppose that \(E_0^{(\alpha)}\) is a UMD-space for some \(\alpha > 0\) and \(E_1\) has \(p_1\)-majoration property. Then for any \(t > 0\) and any \(f \in H^{p_0}(E_0) + H^{p_1}(E_1)\),

\[
K(t, f; H^{p_0}(E_0), H^{p_1}(E_1)) \leq CK(t, f; L^{p_0}(E_0), L^{p_1}(E_1)),
\]

where \(C\) is a constant depending only on \(E_j\) and \(p_j\) (\(j = 0, 1\)).

Theorem 5.4. Under the hypotheses of Theorem 5.3, for any \(t > 0\) and any

\[
\hat{f} \in \frac{L^{p_0}(E_0)}{H^{p_0}(E_0)} \cap \frac{L^{p_1}(E_1)}{H^{p_1}(E_1)}
\]

there exists \(f \in L^{p_0}(E_0) \cap L^{p_1}(E_1)\) generating the class \(\hat{f}\) in the both quotient spaces simultaneously such that

\[
J(t, f; L^{p_0}(E_0), L^{p_1}(E_1)) \leq CJ \left( t, \hat{f}; \frac{L^{p_0}(E_0)}{H^{p_0}(E_0)}, \frac{L^{p_1}(E_1)}{H^{p_1}(E_1)} \right),
\]
where \( C \) is a constant depending only on \( E_j \) and \( p_j \) \( (j = 0, 1) \).

**Remarks** (they apply also to Theorems 5.10 and 5.11 below).

(i) Of course, (5.4) and (5.5) can be reversed (with \( C = 1 \) in the reverse inequalities).

(ii) We have already mentioned in §3 that (5.4) and (5.5) can easily be reduced to each other.

The following corollary is immediate from Theorem 5.3.

**Corollary 5.5.** Under the hypotheses of Theorem 5.3, for any \( 0 < \theta < 1 \) and \( 0 < q < \infty \) the space \( (H^0(E_0), H^1(E_1))_{\theta q} \) coincides (with equivalent quasi-norms) with the subspace of \( (L^0(E_0), L^1(E_1))_{\theta q} \) consisting of the functions analytic in the first variable. In particular,

\[
(H^0(E_0), H^1(E_1))_{\theta p} = H^p((E_0, E_1)_{\theta p}),
\]

where \( \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1} \).

We shall not give the proofs of Theorems 5.3 and 5.4 separately, because they are nothing but partial cases of analogous results with weights, that we are going to present now. First of all we should define an appropriate majoration property in the weighted case. It turns out that such a property should include a certain uniformity condition.

**Definition 5.6.** Let \( 0 < p < \infty \) and \( \mathcal{W} \) be a class of weights on \( T \). A quasi-Banach lattice \( E \) of measurable functions on \( (\Omega, \mu) \) is said to have \( p \)-majoration property uniformly with respect to all weights in \( \mathcal{W} \) if there exists \( K > 0 \) (depending on \( E \) and \( p \)) such that for all integers \( k > K \) the following is true. Given a weight \( u \in \mathcal{W} \), for every positive function \( a \in L^p(E) \), there exists \( b \in L^p(E) \) satisfying (5.1), (5.2) and

\[
(5.6) \quad |H(u(\cdot)b(\cdot, w))|_{L^1(\Omega)} \leq C u(\cdot)b(\cdot, \omega)^{1/k} \quad \text{a.e. on } T \times \Omega,
\]

where \( C \) is a constant independent of \( a \).

**Remark.** \( C \) may depend on \( u \) (and, of course, on \( k \)). The word "uniformly" refers to the fact that \( K \) does not depend on \( u \in \mathcal{W} \).

We turn to describe some examples of spaces with the property just defined.

**Lemma 5.7.** The space \( L^\infty(\Omega, \mu) \) has \( \infty \)-majoration property uniformly with respect to all weights \( u \) satisfying \( |H(u)| \leq Cu \), for some constant \( C \).

For the proof, simply take \( b \equiv \|a\|_{L^\infty(\Omega, \mu)} \) for a given \( a \in L^\infty(L^\infty(\Omega, \mu)) \).

To give less trivial examples, consider two measure spaces \( (\Omega_1, \mu_1) \), \( (\Omega_2, \mu_2) \) and let \( F \) be a quasi-Banach lattice of measurable functions on \( (\Omega_1, \mu_1) \). Denote by \( (\Omega, \mu) \) the product space \( (\Omega_1 \times \Omega_2, \mu_1 \times \mu_2) \) and consider the quasi-Banach lattice \( E = F(L^\infty(\Omega_2, \mu_2)) \) on \( (\Omega, \mu) \) which consists of the bi-measurable functions \( g \) on \( (\Omega, \mu) \) such that \( g(\omega_1, \cdot) \in L^\infty(\mu_2) \) for a.e. \( \omega_1 \in \Omega_1 \) and the function \( \omega_1 \mapsto \|g(\omega_1, \cdot)\|_{L^\infty(\mu_2)} \) is in \( F \). The quasi-norm of \( g \) in \( E \) is then defined as that of this latter function in \( F \).

**Lemma 5.8.** Let \( 0 < p < \infty \). If \( F(\alpha) \) is UMD for some \( \alpha > 0 \) then \( E \) has \( p \)-majoration property uniformly with respect to all weights \( u \) satisfying \( M(u^2) \leq Cu^2 \), for some constant \( C \).

**Corollary 5.9.** Let \( E \) be a quasi-Banach lattice of measurable functions on some measure space \( (\Omega, \mu) \). Suppose that either \( E^{(\alpha)} \) is UMD for some \( \alpha > 0 \) or \( E = \)
$L^\infty(\Omega)$. Then for every $0 < p < \infty$, $E$ has $p$-majorization property uniformly with respect to all weights $u$ satisfying $M(u^2) \leq Cu^2$, for some constant $C$.

To see this, take in Lemma 5.8 the one-point space either for $(\Omega_2, \mu_2)$ or for $(\Omega_1, \mu_1)$.

Finally, we remark that Lemma 5.2 follows from Lemma 5.7 and Corollary 5.9 since $H(1) = 0$ and $M(1) = 1$.

Proof of Lemma 5.8. Take $K$ so large that $Kp \geq 1$ and $F^{(2K)}$ is a UMD-space. Let $k > K$ be an integer and let a weight $u$ satisfy $M(u^2) < Cu^2$. Any positive function $a \in L^p(E)$ can be viewed as a measurable function on $T \times \Omega_1 \times \Omega_2$. We shall construct a majorant $b$ satisfying (5.1), (5.2) and (5.6) that will not actually depend on $\omega_2 \in \Omega_2$.

Set

$$a_0(\zeta, \omega_1) = \text{ess sup}_{\omega_2 \in \Omega_2} |a(\zeta, \omega_1, \omega_2)|^{1/2k},$$

and let inductively $a_n(\cdot, \omega_1) = u(\cdot)^{-1}|H(u(\cdot)a_{n-1}(\cdot, \omega_1))|$ ($n \geq 1$). We have $F^{(2k)} \in \text{UMD}$, $u^{-2kp} = (u^2)^{-kp} \in A_{1+kp}$ and $2kp > 1 + kp$. Therefore $H$ is bounded from $L^{2kp}(F^{(2k)}; u^{-2kp})$ into itself. Let $C_1$ be its norm. Then for $n \geq 0$.

$$\|a_n\|_{L^{2kp}(F^{(2k)})} = \|a_n\|_{L^{2kp}(F^{(2k)})} = \|H(ua_{n-1})\|_{L^{2kp}(F^{(2k)}; u^{-2kp})} \leq C_1 \|ua_{n-1}\|_{L^{2kp}(F^{(2k)}; u^{-2kp})} = C_1 \|a_{n-1}\|_{L^{2kp}(F^{(2k)})} \leq \cdots \leq C_1^n \|a_0\|_{L^{2kp}(F^{(2k)})} = C_1^n \|a\|_{L^{2kp}(E)}.$$

Choose $C > C_1$ in an appropriate way (note that we do not assume that $E^{(2k)}$ has been renormed to become a Banach space). Then we easily see that the function $b$ defined by $b = (\sum_{n \geq 0} C^{-n} a_n)^{2k}$ satisfies the desired properties. \[\]

Now we are in a position to state the weighted counterparts of Theorems 5.3 and 5.4. Consider the class of weights $\mathcal{B} = \{u; \exists C, |H(u)| \leq Cu$ and $M(u^2) \leq Cu^2\}$.

Theorem 5.10. Let $0 < p_0 < \infty$, $0 < p_1 \leq \infty$, $E_0$ and $E_1$ be quasi-Banach lattices of measurable functions on $(\Omega, \mu)$. Suppose that $E^{(\alpha)}_0$ is a UMD-space for some $\alpha > 0$ and $E_1$ has $p_1$-majoration property uniformly for the weights in $\mathcal{B}$. Then for any couple of weights $w_0, w_1$ with \(\log(w_0^{1/p_0}w_1^{1/p_1}) \in \text{BMO}\) we have

$$K(t, f; H^{p_0}(E_0; w_0), H^{p_1}(E_1; w_1)) \leq CK(t, f; L^{p_0}(E_0; w_0), L^{p_1}(E_1; w_1))$$

for any $f \in H^{p_0}(E_0; w_0) + H^{p_1}(E_1; w_1)$ and any $t > 0$, where the constant $C$ does not depend on $f$ and $t$.

Theorem 5.11. Under the hypotheses of Theorem 5.10, for any $t > 0$ and any

$$\hat{f} \in \frac{L^{p_0}(E_0; w_0)}{H^{p_0}(E_0; w_0)} \cap \frac{L^{p_1}(E_1; w_1)}{H^{p_1}(E_1; w_1)}$$

there exists $f \in L^{p_0}(E_0; w_0) \cap L^{p_1}(E_1; w_1)$ generating the class $\hat{f}$ in the both
quotient spaces simultaneously such that

\[ J(t,f; L^p_0(E_0; w_0), L^p_1(E_1; w_1)) \leq C J \left( t, \tilde{f}; \frac{L^p_0(E_0; w_0)}{H^p_0(E_0; w_0)}, \frac{L^p_1(E_1; w_1)}{H^p_1(E_1; w_1)} \right), \]

where \( C \) is a constant independent of \( \tilde{f} \) and \( t \).

We leave to the reader formulating the counterpart of Corollary 5.5 for the weighted case.

Turning to the proofs of Theorems 5.10 and 5.11, we first multiply all the spaces considered by an outer function with modulus \( w_1^{1/p_1} \). Thus we can, and do assume that \( w_1 \equiv 1 \), \( \log w_0 \in \text{BMO} \). The following crucial lemma is similar to Lemma 3.4.

Lemma 5.12. Under the hypotheses of Theorem 5.10, given \( f_0 \in L^p_0(E_0; w_0) \) and \( f_1 \in L^p_1(E_1) \), there exists a function \( G \in H^\infty(L^\infty(\Omega, \mu)) \) such that

\[ \max\{\|1 - G\|L^p_0(E_0; w_0), \|1 - G\|L^p_1(E_1; w_0)\} \leq C \|f_0\|L^p_0(E_0; w_0); \]

\[ \max\{\|Gf_0\|L^p_1(E_1), \|Gf_1\|L^p_1(E_1)\} \leq C \|f_1\|L^p_1(E_1), \]

where \( C \) is independent of \( f_0, f_1 \).

Proof. Let \( K > 0 \) be as in Definition 5.6 with \( E_1 \) and \( p_1 \) instead of \( E \) and \( p \). Take a large integer \( k > K \) such that \( kp_0 \geq 1 \) and \( E_0^{(2k)} \) is UMD. As in §3, we find, via Lemma 1.1, a representation \( w_0 = (u_0 u_1^{k p_0}) \) where the weights \( u_0 \) and \( u_1 \) satisfy (3.2) and (3.3). (Recall that we also need for this \( k p_0 \geq 2 \gamma \), where \( \gamma \) is determined by \( w_0 \).) In particular, \( u_0 \in \mathcal{B} \). Thus, given \( a \in L^p_1(E_1) \), we can find \( b \) satisfying (5.1), (5.2) and (5.6) with \( u = u_0 \) and \( E, p \) replaced by \( E_1, p_1 \).

We are going to apply that to the function \( a \) constructed as follows. Let \( \Omega_0 \subset \Omega \) be the support of the space \( E_1 \). Since we have supposed \( (\Omega, \mu) \) \( \sigma \)-finite, there exists a function \( \beta \in E_1 \) strictly positive on \( \Omega_0 \), and all functions in \( E_1 \) vanish off \( \Omega_0 \). We take \( a = |f_1| + \epsilon \beta \), \( \epsilon \) being a small positive number such that \( \|a\|L^1(E_1) \leq 2\|f_1\|L^p_1(E_1) \).

With the help of the above majorant \( b \) for this \( a \), we define a function \( \alpha \) on \( T \times \Omega \) by

\[ \alpha = \max\{1, |f_0 b^{-1}|^{1/2k}\} \text{ on } T \times \Omega_0; \quad \alpha = 0 \text{ on } T \times (\Omega \setminus \Omega_0). \]

Then set (with the convention \( 0/0 = 0 \))

\[ F = \frac{u_0 b^{1/2k} + iH(u_0 b^{1/2k})}{u_0 b^{1/2k} \alpha + iH(u_0 b^{1/2k} \alpha)}, \quad G = 1 - (F^{2k})^{2k}. \]

Of course, the operator \( H \) is applied here in the first variable. Clearly, \( F = 0 \) on \( T \times (\Omega \setminus \Omega_0) \) and by (5.1) for a.e. \( \omega \in \Omega_0 \) the function \( b(\cdot, \omega) \alpha(\cdot, \omega) \) is bounded away from zero. Hence \( F \) is analytic in the first variable. Moreover, by (5.6)

\[ |F| \leq (1 + C) \frac{u_0 b^{1/2k}}{u_0 b^{1/2k} \alpha} \leq \frac{1 + C}{\alpha} \leq 1 + C \quad \text{a.e. on } T \times \Omega_0. \]
Therefore, $F \in H^\infty(L^\infty(\Omega))$. Consequently, $G \in H^\infty(L^\infty(\Omega))$ and $G = 0$ a.e. on $T \times (\Omega \setminus \Omega_0)$, 

$$|G| \leq C|F|^{2k} \leq C/\alpha^{2k} \text{ a.e. on } T \times \Omega_0.$$ 

It follows, in particular, that $\|G\|_{H^\infty(L^\infty(\Omega))} \leq C$. Hence to prove (5.9) and (5.10) it remains to show

$$\|G f_0\|_{L^p(E_1)} \leq C\|f_1\|_{L^p(E_1)} , \quad \|(1 - G)f_1\|_{L^p(E_0; w_0)} \leq C\|f_0\|_{L^p(E_0; w_0)}.$$ 

The first inequality follows immediately from

$$|G f_0| \leq Cb \text{ and } \|b\|_{L^p(E_1)} \leq C\|f_1\|_{L^p(E_1)}.$$ 

To prove the second inequality note that

$$|1 - G| \leq C|1 - F|^{2k} \leq C[(\alpha - 1)^{2k} + u_0^{-2k}b^{-1}|H(u_0 b_1^{1/2k}(\alpha - 1))|^{2k}], \text{ on } T \times \Omega_0.$$ 

Hence (recall that $f_1 = 0$ on $T \times (\Omega \setminus \Omega_0)$)

$$\|(1 - G)f_1\|_{L^p(E_0; w_0)} \leq C[\|(\alpha - 1)^{2k} b\|_{L^p(E_0; w_0)} + \|H(u_0 b_1^{1/2k}(\alpha - 1))\|_{L^{2k}p_0(E_0^{2k}; u_1^{-2k}p_0)}].$$ 

Now $E_0^{2k}$ is UMD, $2kp_0 \geq 1 + kp_0$ and $u_1^{-2k}p_0 \in A_{1+kp_0}$. Therefore $H$ is bounded on $L^{2k}p_0(E_0^{2k}; u_1^{-2k}p_0)$, and it follows that the second summand on the right in the above inequality is dominated by the first one. Now $(\alpha - 1)^{2k} b \leq |f_0|$ on $T \times \Omega_0$. Combining all the above estimates, we obtain

$$\|(1 - G)f_1\|_{L^p(E_0; w_0)} \leq C\|f_0\|_{L^p(E_0; w_0)},$$

which concludes the proof of Lemma 5.12. \qed

Now Theorems 5.10 and 5.11 follow from Lemma 5.12 by the same reasoning. We begin with the first of them. Let $f_0 \in L^{p_0}(E_0; w_0),$ $f_1 \in L^p(E_1)$ with $f = f_0 + f_1$ and

$$\|f_0\|_{L^{p_0}(E_0; w_0)} + \|f_1\|_{L^p(E_1)} \leq 2K(t, f ; L^{p_0}(E_0; w_0), L^p(E_1)).$$

Then find a function $G \in H^\infty(L^\infty(\Omega))$ such that (5.9), (5.10) hold. Set $g = (1 - G)f,$ $h = Gf.$ Then we clearly have

$$\|g\|_{L^{p_0}(E_0; w_0)} \leq C\|f_0\|_{L^{p_0}(E_0; w_0)} \text{ and } \|h\|_{L^p(E_1)} \leq C\|f_1\|_{L^p(E_1)}.$$ 

On the other hand $f = g + h$ and $g, h$ are analytic in the first variable (because $f$ and $G$ are). Thus $g \in H^{p_0}(E_0; w_0),$ $h \in H^p(E_1)$ and (5.7) clearly follows from

$$K(t, f ; H^{p_0}(E_0, w_0), H^p(E_1)) \leq \|g\|_{H^{p_0}(E_0; w_0)} + \|h\|_{H^p(E_1)}.$$ 

To prove Theorem 5.11 take

$$\tilde{f} \in \frac{L^{p_0}(E_0; w_0)}{H^{p_0}(E_0; w_0)} \cap \frac{L^p(E_1)}{H^p(E_1)}$$

such that

$$J \left(t, \tilde{f} ; \frac{L^{p_0}(E_0; w_0)}{H^{p_0}(E_0; w_0)}, \frac{L^p(E_1)}{H^p(E_1)} \right) < 1.$$
Then there exist \( f_0 \in L^{p_0}(E_0; w_0) \) and \( f_1 \in L^{p_1}(E_1) \) representing the class \( \tilde{f} \) such that \( \|f_0\|_{L^{p_0}(E_0; w_0)} < 1 \), \( \|f_1\|_{L^{p_1}(E_1)} < t^{-1} \). Again apply Lemma 5.12 to get \( G \in H^{\infty}(L^{\infty}(\Omega)) \). Then set \( \tilde{f} = Gf_0 + (1 - G)f_1 \). By (5.9) and (5.10)

\[
\|f\|_{L^{p_0}(E_0; w_0)} \leq C \quad \text{and} \quad \|f\|_{L^{p_1}(E_1)} \leq Ct^{-1},
\]

implying \( J(t, f; L^{p_0}(E_0; w_0), L^{p_1}(E)) \leq C \). On the other hand, \( f \) generates the same class \( \tilde{f} \), because \( G \) is analytic in the first variable. This completes the proof of Theorem 5.11.

Theorems 5.3 and 5.4 can be proved similarly. One needs just to note that if \( w_0 = w_1 = 1 \), then clearly one can take \( u_0 = u_1 = 1 \) in the above factorization.

### 6. Vector-valued Hardy spaces: The complex interpolation

In this section we give counterparts of the results of §4 for the spaces of vector-valued functions. It is convenient to introduce a notion inspired by Lemma 4.2.

**Definition 6.1.** Let \( 0 < p \leq \infty \), \( E \) be a quasi-Banach lattice of measurable functions on \( (\Omega, \mu) \) and \( w \) a weight on \( T \). The space \( L^p(E; w) \) is said to admit sufficiently many analytic decompositions of unity if for every function \( a \) in a dense subset of \( L^p(E; w) \) there exist \( b \in L^p(E; w) \) and a sequence \( \{\varphi_n\}_{n \in \mathbb{Z}} \) in \( H^{\infty}(L^{\infty}(\Omega, \mu)) \) satisfying the following properties:

- (6.1) \( b \geq |a| \), a.e. on \( T \times \Omega \);
- (6.2) \( \|b\|_{L^p(E; w)} \leq C\|a\|_{L^p(E; w)} \);
- (6.3) \( \|\varphi_n\|_{H^{\infty}(L^{\infty}(\Omega, \mu))} \leq C \), \( \forall n \in \mathbb{Z} \);
- (6.4) \( |\varphi_n|^{1/4} \leq C2^n \), a.e. on \( T \times \Omega \), \( \forall n \in \mathbb{Z} \);
- (6.5) \( \sum_{n \in \mathbb{Z}} |\varphi_n|^{1/4}2^n \leq Cb \), a.e. on \( T \times \Omega \);
- (6.6) \( \sum_{n \in \mathbb{Z}} \varphi_n = 1 \), a.e. on \( T \times \Omega \);
- (6.7) \( \sum_{n \in \mathbb{Z}} \varphi_n a \) converges to \( a \) in \( L^p(E; w) \),

where \( C \) is a constant depending on \( E, p \) and \( w \) only.

Again (as in §4) we note that the \( \varphi_n \)'s behave roughly as the functions \( \chi_{\{2^{-n-1} < b \leq 2^n\}} \).

It turns out that \( L^p(E; w) \) admits sufficiently many analytic decompositions of unity if \( E \) is the same as in Lemma 5.8.

**Lemma 6.2.** Let \( (\Omega_1, \mu_1), (\Omega_2, \mu_2) \) be two measure spaces and \( F \) a quasi-Banach lattice of measurable functions on \( (\Omega_1, \mu_1) \). Let \( E = F(L^{\infty}(\Omega_2, \mu_2)) \) be the quasi-Banach lattice of measurable functions on \( (\Omega, \mu) = (\Omega_1 \times \Omega_2, \mu_1 \times \mu_2) \) defined as in §5. If \( F^{(\alpha)} \) is UMD for some \( \alpha > 0 \), and \( 0 < p < \infty \) then \( L^p(E; w) \) admits sufficiently many analytic decompositions of unity for every weight \( w \) such that \( \log w \in BMO \).

**Remark.** Of course, under the same hypotheses \( L^p(F; w) \) and \( L^p(L^{\infty}(\Omega_2); w) \) also admit sufficiently many analytic decompositions of unity (take the one-point space either for \( (\Omega_2, \mu_2) \) or for \( (\Omega_1, \mu_1) \)). It can be shown that, moreover, \( L^{\infty}(L^{\infty}(\Omega_2)) \) possesses all the properties described in Definition 6.1 except (6.7) (modify the reasoning below just as it has been done in the proof of Lemma 4.2 for \( p = \infty \)).

**Proof of Lemma 6.2.** It is similar to the proof of Lemma 4.2. We first claim that the family of bounded functions on \( T \times \Omega \) is dense in \( L^p(E; w) \). Indeed,
let $f \in L^p(E; w)$. This is a function in three variables $(\zeta, \omega_1, \omega_2)$ on $T \times \Omega_1 \times \Omega_2$. Set $E_n = \{(\zeta, \omega_1) \in T \times \Omega_1 : \text{ess sup}_{\omega_2} |f(\zeta, \omega_1, \omega_2)| \leq n \}$ and $f_n = \mathcal{F}_{E_n \times \Omega_2}$ ($n \in \mathbb{N}$). Then for every $n \in \mathbb{N}$ $f_n$ is bounded on $T \times \Omega$. It is clear that the UMD condition on $F^{(a)}$ implies that the dominated convergence theorem is valid in $F$. Hence, it is also valid in $L^p(F; w)$. Then we easily deduce that $f_n$ converges to $f$ in $L^p(E; w)$. This proves our claim.

Now take a large $k$ so that $kp \geq 1$, $F^{(2k)}$ is UMD and $w$ admits a factorization $w = (u_0 u_1)^{2kp}$ with $u_0, u_1$ satisfying (3.2), (3.3). Let $a \in L^p(E; w)$ be a bounded function on $T \times \Omega$. Assume also $a$ positive. We shall construct functions $b$ and $\phi_n$ ($n \in \mathbb{Z}$) satisfying (6.1)-(6.7) which will not depend on $\omega_2$.

Since $a$ is bounded and positive, $a \leq 2^N$ a.e. on $T \times \Omega$ for some integer $N$. As in the proof of Lemma 4.2, we define by induction two sequences \{$G_n$\}_{n \leq N} $\subset H^\infty(L^\infty(\Omega_1))$ and \{$b_n$\}_{n \leq N} $\subset H^\infty(L^\infty(\Omega_1))$ as follows:

\[
G_N \equiv 1, \quad b_N(\zeta, \omega_1) = \text{ess sup}_{\Omega_2} a(\zeta, \omega_1, \omega_2);
\]

and for $n \leq N - 1$

\[
\alpha_n(\zeta, \omega_1) = \max\{1, (2^{-n}b_{n+1}(\zeta, \omega_1))^{1/4k}\},
\]

\[
F_n = \frac{u_0 + iH u_0}{\alpha_n u_0 + iH (\alpha_n u_0)} \quad (H \text{ is applied in the variable } \zeta \text{ here});
\]

\[
G_n = 1 - \left(1 - F_n^{16k} \right)^{\delta k}, \quad b_n = b_{n+1} + \delta |G_{n+1} - G_n|^{1/4} 2^{n+1},
\]

where $\delta \in (0, 1)$ is a constant to be determined later.

It follows from (3.2) that $F_n, G_n$ are in $H^\infty(L^\infty(\Omega))$ and, moreover,

\[
|F_n| \leq C\alpha_n^{-1} \leq C,
\]

\[
|G_n| \leq C|F_n|^{16k} \leq C\alpha_n^{-16k} \leq C, \quad \text{a.e. on } T \times \Omega.
\]

Let $\phi_n = G_n - G_{n-1}$ ($n \leq N$). Then $\phi_n \in H^\infty(L^\infty(\Omega))$ (in fact, $\phi_n$ does not depend on $\omega_2$) and (6.3) is true. Letting

\[
\lim_{n \to - \infty} b_n = b \quad \text{a.e. on } T \times \Omega,
\]

we easily check that

\[
a \leq b \leq b_n + C2^n, \quad \forall n \leq N,
\]

that shows (6.1). The proofs of (6.4) and (6.6) are similar to the corresponding parts of the proof of Lemma 4.2. We are going to show (6.2). Fix $n \leq N$. We have

\[
\|b_n\|_{L^p(E; w)} \leq C\|a\|_{L^p(E; w)} + C\delta \left(\sum_{m=n}^{N-1} |\alpha_m - 1|^{2k 2^m} \right)_{L^p(E; w)} + C\delta \left(\sum_{m=n}^{N-1} |H(u_0(\alpha_m - 1))|^{2k 2^m u_0^{-2k}} \right)_{L^p(E; w)}.
\]

Now for $r > 0$ we denote by $E^{(r)}$ the quasi-Banach lattice of all sequences \{$x_n$\} of functions in $E$ such that $\omega \mapsto (\sum_n |x_n(\omega)|^r)^{1/r}$ is in $E$, with the natural quasi-norm. Since $2k > 1$ and $F^{(2k)}$ is UMD, it follows that $F^{(2k)}(1^{2k})$
is also UMD (cf. [RF]). Hence (recall that $u_1^{-2kp} \in A_{1+kp}$ and $2kp \geq 1 + kp > 1$)

\[
\left\| \sum_{m=n}^{N-1} |H(u_0(\alpha_m - 1))|^{2k} \right\|_{L^p(E; w)}^{2m} u_0^{-2k} \leq C \left\| \{H(2m/2k u_0(\alpha_m - 1))\}_{m=n}^{N-1} \right\|_{L^{2kp}(F(2k); (2k)^{-2p})}^{2k}
\]

On the other hand, as in the proof of Lemma 4.2, we may show that

\[
\sum_{m=n}^{N-1} |\alpha_m - 1|^{2k} 2m \leq C_n.
\]

Combining all the inequalities obtained, we get

\[
\left\| b_n \right\|_{L^p(E; w)} \leq C \left\| a \right\|_{L^p(E; w)} + C \left\| b_n \right\|_{L^p(E; w)}.
\]

Taking $\delta = (2C)^{-1}$, we get finally

\[
\left\| b_n \right\|_{L^p(w)} \leq C \left\| a \right\|_{L^p(w)}, \quad \forall n \leq N - 1,
\]

which yields (6.2) by choosing $\delta = (2C)^{-1}$ and letting $n \to -\infty$. (4.6) holds with $C = \delta^{-1}$. Finally, (6.7) follows from (6.2), (6.4), (6.5) and the dominated convergence theorem in $L^p(F; w)$. This finishes the proof of Lemma 6.2. ⊓⊔

We recall that a quasi-Banach lattice $E$ is said to be $\sigma$-order continuous if for every decreasing sequence $\{x_n\}_{n \geq 0}$ of positive functions in $E$, $\lim_{n \to 0} x_n = 0$ implies $\lim_{n \to 0} \left\| x_n \right\| = 0$.

**Theorem 6.3.** Let $0 < p_0, p_1 \leq \infty$, $w_0, w_1$ be weights such that $\log w_j \in L^1$ ($j = 0, 1$) and $E_0$ and $E_1$ be quasi-Banach lattices of measurable functions on $(\Omega, \mu)$ such that $L^p_j(E_j; w_j)$ ($j = 0, 1$) admits sufficiently many analytic decompositions of unity. If one of $E_0, E_1$ is $\sigma$-order continuous, then for every $0 < \theta < 1$

\[
(6.8) \quad (H^{p_0}(E_0; w_0), H^{p_1}(E_1; w_1))_{\theta} = H^{\theta}((E_0, E_1)_{\theta}; w),
\]

where $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$ and $w = w_0^{\theta p_0/p_0} w_1^{(1-\theta) p_0/p_1}$.

**Remark.** If we impose our usual condition $\log(w_0^{1/p_0} w_1^{-1/p_1}) \in BMO$, we deduce that (6.8) does hold if $E_0$ and $E_1$ are as $E$ in Lemma 6.2. (To do this, we should multiply all the spaces involved by an outer function with modulus equal to $w_1^{-1/p_1}$ and then apply Theorem 6.3 to the couple of weights $(w_0^{1/p_0} w_1^{-1/p_1}, 1)$, instead of $(w_0, w_1)$.)

**Proof.** Let $E = (E_0, E_1)_{\theta}$. We need only to verify the inclusion

\[
H^p(E; w) \subset (H^{p_0}(E_0; w_0), H^{p_1}(E_1; w_1))_{\theta}.
\]
Let then \( f \in H^p(E; w) \) with quasi-norm less than 1. We shall construct a function \( F \in \mathcal{F} (H^{p_0}(E_0; w_0), H^{p_1}(E_1; w_1)) \) such that
\[
\| F(\theta) - f \|_{H^p(E; w)} \leq \varepsilon, \quad \text{and} \quad \| F \|_{\mathcal{F} (H^{p_0}(E_0; w_0), H^{p_1}(E_1; w_1))} \leq C,
\]
with a constant \( C \) independent of \( f \). Then we fix \( \varepsilon \) small enough (its magnitude depends on the constant in triangle inequality) and iterate, that will prove the desired inclusion.

Choose positive functions \( g_j \in L^p(E_j; w_j) \) \((j = 0, 1)\) such that
\[
|f| \leq g_0^{1-\theta} g_1^\theta, \quad \text{a.e. on } T \times \Omega \text{ and } \| g_j \|_{L^p(E_j; w_j)} < 1, \quad j = 0, 1.
\]
We may clearly assume that \( g_j \) belongs to the dense subset of \( L^p(E_j; w_j) \) in the Definition 6.1 and that \( \log g_j(\cdot, w) \in L^1 \) for a.e. \( \omega \in \Omega \) \((j = 0, 1)\). Then as in the proof of Theorem 4.1 we have two functions \( f_j \) \((j = 0, 1)\) analytic in the first variable such that
\[
f = f_0 f_1, \quad |f_0| \leq g_0^{1-\theta}, \quad |f_1| \leq g_1^\theta \quad \text{a.e. on } T \times \Omega.
\]
By the hypotheses, there exist \( b_j \) and \( \{ \varphi_{n,j}\} \) such that (6.1)–(6.7) hold with \( E, p, a, w \) replaced, respectively, by \( E_j, p_j, g_j, w_j \) \((j = 0, 1)\). In particular, \( \sum_{n \in \mathbb{Z}} \varphi_{n,j} g_j \) converges to \( g_j \) in \( L^p(E_j; w_j) \). By Hölder inequality and (6.3)–(6.5)
\[
\sum_{n \in \mathbb{Z}} |\varphi_{n,0} f_0| \leq \left( \sum_{n \in \mathbb{Z}} |\varphi_{n,0} g_0| \right)^{1-\theta} \left( \sum_{n \in \mathbb{Z}} |\varphi_{n,0} | \right)^{\theta} \leq C \left( \sum_{n \in \mathbb{Z}} |\varphi_{n,0} | g_0 \right)^{1-\theta}.
\]
We then deduce that \( \sum_{n \in \mathbb{Z}} \varphi_{n,0} f_0 \) converges to \( f_0 \) in \( L^{p_0/(1-\theta)}(E_0^{(1/(1-\theta))}; w_0) \). Similarly, \( \sum_{n \in \mathbb{Z}} \varphi_{n,1} f_1 \) converges to \( f_1 \) in \( L^{p_1/\theta}(E_1^{(1/\theta)}; w_1) \). Now since one of \( E_0 \) and \( E_1 \) is \( \sigma \)-order continuous,
\[
(E_0, E_1)_{\theta} = E_0^{1-\theta} E_1^\theta = E_0^{1/(1-\theta)} E_1^{(1/\theta)}
\]
(cf. [KPS, p. 244]. Note that by \( E_0^{1-\theta} E_1^\theta \) we denote the quasi-Banach lattice introduced by Calderón [C]. The product of the lattices \( E_0^{1/(1-\theta)} \) and \( E_1^{(1/\theta)} \) is defined in the natural way, see the next section). It then follows that
\[
\sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \varphi_{n,0} \varphi_{m,1} f_0 f_1
\]
converges to \( f = f_0 f_1 \) in \( L^p(E; w) \). So there exist \( n_j \) and \( m_j \) \((j = 0, 1)\) such that
\[
\left\| f - \sum_{n=n_0}^{n_1} \varphi_{n,0} f_0 \sum_{m=m_0}^{m_1} \varphi_{m,1} f_1 \right\|_{H^p(E; w)} \leq \varepsilon.
\]
Then we finish the proof of Theorem 6.3 as in §4. The remainder is omitted. \( \square \)

The following immediate consequence of Theorem 6.3 answers Problem 5 of [X1].
Corollary 6.4. Let $E$ be a quasi-Banach lattice of measurable functions on $(\Omega, \mu)$ such that $E^{(\alpha)}$ is UMD for some $\alpha > 0$. Let $0 < p_0, p_1 < \infty$ and $0 < \theta < 1$. Then

$$(6.9) \quad (H^{p_0}(E), H^{p_1}(L^\infty(\Omega)))_\theta = H^p((E, L^\infty(\Omega))_\theta),$$

with $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$.

Remarks. (i) It is evident that $(E, L^\infty(\Omega))_\theta = E^{(1/(1-\theta))}$.

(ii) Under the hypotheses of Corollary 6.4, (6.9) is also true for $p_1 = \infty$ (see the remark after Lemma 6.2 and the arguments in §4). But at the time of this writing we do not know whether (6.8) and (6.9) hold if $p_0 = p_1 = \infty$.

7. The couple $(H^\infty(E_0), H^\infty(E_1))$

The purpose of this section is to prove the following limit case of Theorem 5.3. Let $E$ be a Banach lattice of measurable functions on $(\Omega, \mu)$. We denote by $E'$ the subspace of $E^*$ consisting of all the integrals.

Theorem 7.1. Let $E_0, E_1$ be quasi-Banach lattices of measurable functions on $(\Omega, \mu)$. Suppose that $E_1$ has p-majoration property $(0 < p < \infty)$ and $E_0^{(\alpha)}$ is a UMD-space and $(E_1^{(\alpha)})'$ is a norming subspace for some $\alpha > 0$. Then there exists a constant $C$ depending on $E_0$ and $E_1$ such that for any $t > 0$ and any $f \in H^\infty(E_0) + H^\infty(E_1)$,

$$K(t, f; H^\infty(E_0), H^\infty(E_1)) \leq CK(t, f; L^\infty(E_0), L^\infty(E_1)).$$

The proof of Theorem 7.1 is similar to and simplifies that of [X1, Proposition 6]. As in [X1], Theorem 7.1, will be derived from the following result, which seems to be of general interest.

Theorem 7.2. Let $E_0, E_1$ be quasi-Banach lattices of measurable functions on $(\Omega, \mu)$. Suppose that for some $\alpha_0 > 0$ and every $\alpha \geq \alpha_0$ there exists a constant $C = C(\alpha, E_0, E_1)$ such that

$$K(t, f; H^\infty(E_0^{(\alpha)}), H^\infty(E_1^{(\alpha)})) \leq CK(t, f; L^\infty(E_0^{(\alpha)}), L^\infty(E_1^{(\alpha)})).$$

Then (7.2) is true for all $\alpha < \alpha_0$ as well (of course, with another constant $C$).

We remark at once that the method of proving Theorem 7.2 employed here is close to certain considerations of Pisier [P2]. The main idea of this proof has been discovered by the second-named author independently of [P2]. Note, by the way, that Pisier's method can be employed to give alternative proofs of Theorems 5.3 and 5.4 in most cases, but the entire development of this paper was independent of [P2].

Assuming Theorem 7.2 established, we can easily deduce Theorem 7.1. By our general hypotheses on lattices of measurable functions (see §1), there is $\alpha_0 > 0$ such that $E_0^{(\alpha)}$ and $E_1^{(\alpha)}$ are Banach lattices for $\alpha \geq \alpha_0$. We also choose $\alpha_0$ so large that $E_0^{(\alpha_0)}$ is UMD and $(E_1^{(\alpha_0)})'$ is norming. On the other hand, $E_0^{(\alpha)}$ and $E_1^{(\alpha)}$ still satisfy the hypotheses of Theorem 7.1 for $\alpha \geq \alpha_0$. 
Therefore, by Theorem 5.3, there exists a constant $C = C(\alpha, E_0, E_1)$ such that
\[
\begin{array}{c}
\forall t > 0, \forall f \in H^1(E_0^{(a)}) + H^1(E_1^{(a)}), \\
K(t, f; H^1(E_0^{(a)}), H^1(E_1^{(a)})) \leq CK(t, f; L^1(E_0^{(a)}), L^1(E_1^{(a)})). \\
\end{array}
\]
As in [HP, Theorem 2.7] we dualize this statement but with $(E_0^{(a)})'$ and $(E_1^{(a)})'$ instead of their duals (this is possible because there spaces are norming); so we obtain the following $J$-functional estimate about the quotient spaces:
\[
\forall t > 0, \forall \tilde{f} \in \frac{L^\infty((E_0^{(a)}))'}{H^\infty((E_0^{(a)}))'} \cap \frac{L^\infty((E_1^{(a)}))'}{H^\infty((E_1^{(a)}))'}
\]
there exists $f \in L^\infty((E_0^{(a)}))' \cap L^\infty((E_1^{(a)}))'$ representing $\tilde{f}$ in both quotient spaces and satisfying
\[
J(t, f; L^\infty((E_0^{(a)}))', L^\infty((E_1^{(a)}))') \\
\leq CJ \left( t, \tilde{f}; \frac{L^\infty((E_0^{(a)}))'}{H^\infty((E_0^{(a)}))'}, \frac{L^\infty((E_1^{(a)}))'}{H^\infty((E_1^{(a)}))'} \right).
\]
Then using a simple factorization again as in [HP, Theorem 2.7], we see that this $J$-functional estimate is still true with $L^\infty, H^\infty$ replaced respectively by $L^1, H^1$. We dualize once more this last $J$-functional estimate to get (7.2). Thus (7.2) is true for every $\alpha \geq \alpha_0$, and it remains to apply Theorem 7.2.

We now proceed to the proof of Theorem 7.2. We first introduce some elementary notions. For two quasi-Banach lattices $E_0$ and $E_1$ of measurable functions on $(\Omega, \mu)$, let
\[
E_0E_1 = \{x_0x_1 : x_j \in E_j, \, j = 0, 1\}
\]
and for $x \in E_0E_1$
\[
\|x\|_{E_0E_1} = \inf\{\|x_0\|_{E_0}\|x_1\|_{E_1} : x = x_0x_1, \, x_j \in E_j, \, j = 0, 1\}.
\]
Then equipped with the above quasi-norm, $E_0E_1$ becomes a quasi-Banach lattice on $(\Omega, \mu)$. Similarly
\[
H^\infty(E_0)H^\infty(E_1) = \{f_0f_1 : f_j \in H^\infty(E_j), \, j = 0, 1\}.
\]
Equipped with its natural quasi-norm, $H^\infty(E_0)H^\infty(E_1)$ is a quasi-Banach space. Using the construction of outer functions, it is easy to see that
(7.3) $H^\infty(E_0)H^\infty(E_1) = H^\infty(E_0E_1)$ (with equality of quasi-norms).

**Lemma 7.3.** Let (7.2) be true for all $\alpha \geq 3/2$. Then
(7.4) $H^\infty(E_0^{(2)})E_1^{(2)}(2) \subset (H^\infty(E_0), H^\infty(E_1))^{(2)}$.

Postponing the proof of Lemma 7.3 we are now ready to finish the proof of Theorem 7.2.

**Proof of Theorem 7.2.** Evidently, it suffices to show (7.2) for $\alpha = 1$ supposing $\alpha_0 = 3/2$ (then we can iterate the procedure to gain smaller values of $\alpha$). So assume (7.2) is true for all $\alpha \geq 3/2$. Take $f \in H^\infty(E_0) + H^\infty(E_1)$ such that $K(t, f; L^\infty(E_0), L^\infty(E_1)) < 1$. Let $\Omega_0 = \{\omega \in \Omega : \text{the function } \zeta \mapsto f(\zeta, \omega)$
is not identically zero on \( T \). Since for some small \( s > 0 \) \( f(\cdot, \omega) \in H^s \) for a.e. \( \omega \in \Omega \), we can write \( f = uF \), where \( u \) and \( F \) are measurable functions on \( T \times \Omega \), analytic in the first variable, \( u = F = 0 \) on \( T \times (\Omega \setminus \Omega_0) \), \( u(\cdot, \omega) \) inner and \( F(\cdot, \omega) \) outer for a.e. \( \omega \in \Omega_0 \). In particular, \( |f| = |F| \) a.e. on \( T \times \Omega \), and consequently

\[
K(t, F; L^\infty(E_0), L^\infty(E_1)) < 1,
\]

which yields

\[
K(t^{1/2}, F^{1/2}; L^\infty(E_0^{(2)}), L^\infty(E_1^{(2)})) < \sqrt{2}.
\]

Now \( F^{1/2} \) is analytic in the first variable and so \( F^{1/2} \in H^\infty(E_0^{(2)}) + H^\infty(E_1^{(2)}) \). Hence by (7.2) with \( \alpha = 2 \geq 3/2 \)

\[
K(t^{1/2}, F^{1/2}; H^\infty(E_0^{(2)}), H^\infty(E_1^{(2)})) \leq C.
\]

It then follows that there exists \( F_j \in H^\infty(E_j^{(2)}) \) \((j = 0, 1)\) such that

\[
(7.5) \quad F^{1/2} = F_0 + F_1 \quad \text{and} \quad \|F_0\|_{H^\infty(E_0^{(2)})} + t^{1/2}\|F_1\|_{H^\infty(E_1^{(2)})} \leq C.
\]

Then \( f = uF = uF_0^2 + uF_1^2 + 2uF_0F_1 \) and by (7.5), (7.4)

\[
K(t, f; H^\infty(E_0), H^\infty(E_1))
\]

\[
\leq CK(t, uF_0^2 + uF_1^2; H^\infty(E_0), H^\infty(E_1))
\]

\[
+ CK(t, 2uF_0F_1; H^\infty(E_0), H^\infty(E_1))
\]

\[
\leq C + CK(t, uF_0F_1; H^\infty(E_0), H^\infty(E_1))
\]

\[
\leq C + Ct^{1/2}\|F_0F_1\|_{H^\infty(E_0^{(2)}E_1^{(2)})} \leq C.
\]

This shows (7.2) for \( \alpha = 1 \) by homogeneity and thus concludes the proof of Theorem 7.2.

Proof of Lemma 7.3. We claim first that given \( r \) and \( s \) with \( 1 < r < s < 3 \), we have

\[
(7.6) \quad H^\infty(E_0^{(r)}, E_1^{(r)}) \subset (H^\infty(E_0), H^\infty(E_1^{(s)})^\theta_{0,\infty},
\]

where \( \theta_0 = s'/r' \) (for \( 1 \leq p \leq \infty \), \( p' \) stands for the conjugate exponent: \( 1/p + 1/p' = 1 \)). Indeed, let \( q \) be defined by \( 1/r = 1/s + 1/q \). Then by (7.3)

\[
H^\infty(E_0^{(r)}, E_1^{(r)}) = H^\infty(E_0^{(s)}, E_1^{(s)})^\theta_{0,\infty} = H^\infty((E_0^{(s)}, E_1^{(s)})^\theta_{0,\infty}.
\]

Now \( 1/q + 1/r' = 1/s' \) and \( s' \geq 3/2 \). Applying (7.2) with \( \alpha = s' \) and using interpolation result on vector-valued \( L^\infty \)-spaces, we obtain

\[
(7.7) \quad (H^\infty(E_0^{(s')}), H^\infty(E_1^{(s')}))^\theta_{0,\infty} = H^\infty((E_0^{(s')}, E_1^{(s')})^\theta_{0,\infty}.
\]

On the other hand, it is easy to check that

\[
(7.8) \quad E_0^{(s'/\theta_0)}(E_1^{(s')})_{E_0^{(s'/\theta_0)}} \subset (E_0^{(s')}, E_1^{(s')})_{E_0^{(s'/\theta_0)}}.
\]

Indeed, if \( E_0 \) and \( E_1 \) are Banach lattices, this is a consequence of the result (which is well known and easy to prove) on the relation between the real and complex interpolations (cf., e.g., [BL]). For quasi-Banach lattices considered in this paper there exists \( \alpha > 0 \) such that \( E_0^{(\alpha)} \) and \( E_1^{(\alpha)} \) are equivalent to Banach lattices; so (7.8) is true for \( E_j \) replaced by \( E_j^{(\alpha)} \) \((j = 0, 1)\), from which we easily deduce (7.8).
By (7.7) and (7.8)
\[ H^\infty(E_0^{(r)}E_1^{(s')}) \subset (H^\infty(E_0^{(r')}), H^\infty(E_1^{(s')}))_{\theta_0, \infty}. \]
Multiplying this last inclusion by \( H^\infty(E_0^{(r)}) \), we obtain (7.6).

Now applying (7.6) with \( r = 2 \) and \( s = 3 \), we obtain
\[ H^\infty(E_0^{(2)}E_1^{(2)}) \subset (H^\infty(E_0), H^\infty(E_1^{(3/2)})_{3/4, \infty}. \]
Then interchanging the roles of the indices and taking \( r = 3/2 \) and \( s = 2 \) in (7.6), we have
\[ H^\infty(E_1^{(3/2)}E_0^{(3)}) \subset (H^\infty(E_1), H^\infty(E_0^{(2/3)}))_{2, \infty}. \]

These two inclusions allow us to finish the proof of the lemma by a simple iteration procedure. Let \( t^{1/2}H^\infty(E_0) + t^{-1/2}H^\infty(E_1) \) be \( H^\infty(E_0) + H^\infty(E_1) \) equipped with the quasi-norm \( t^{1/2}K(t, \cdot; H^\infty(E_0), H^\infty(E_1)) \). To prove (7.4) is equivalent to prove that \( H^\infty(E_0^{(2)}E_1^{(2)}) \) is included in \( t^{1/2}H^\infty(E_0) + t^{-1/2}H^\infty(E_1) \) uniformly in \( t > 0 \) (i.e., of inclusion norm dominated by a constant independent of \( t \)). To show this latter statement, fix \( t > 0 \) and let \( f \in H^\infty(E_0^{(2)}E_1^{(2)}) \) be of quasi-norm less than 1. We shall construct a function \( g \in H^\infty(E_0) + H^\infty(E_1) \) such that
\[ ||f - g||_{H^\infty(E_0^{(2)}E_1^{(2)})} \leq \varepsilon \quad \text{and} \quad t^{1/2}K(t, g; H^\infty(E_0), H^\infty(E_1)) \leq C, \]
with a constant \( C \) independent of \( t \) and \( f \) (\( \varepsilon \) being fixed and very small).

An easy iteration will show that \( H^\infty(E_0^{(2)}E_1^{(2)}) \) is included in \( t^{1/2}H^\infty(E_0) + t^{-1/2}H^\infty(E_1) \) of inclusion norm \( \leq C \).

Let \( C_1 \) be a number bigger than the maximum of the inclusion norms of (7.9) and (7.10). Let \( t_1 > 0 \) and \( t_2 > 0 \) be two positive numbers. Then using consecutively (7.9) and (7.10), we get \( f_0, f_1 \) and \( f' \) such that \( f = f_0 + f_1 + f' \) and
\[ ||f_0||_{H^\infty(E_0)} \leq C_1 t_1^{3/4}, \quad ||f_1||_{H^\infty(E_1)} \leq C_1^2 t_1^{-1/4} t_2^{2/3}, \]
\[ ||f'||_{H^\infty(E_0^{(2)}E_1^{(2)})} \leq C_1^2 t_1^{-1/4} t_2^{-1/3}. \]
Now choose \( t_1 = \delta^2 t_2^{3/2}, \ t_2 = \delta^{3/2} t_1^{-1/2} \) with \( \delta > 0 \). Then
\[ ||f_0||_{H^\infty(E_0)} \leq C_1 \delta^{3/2} t_1^{1/2}, \quad ||f_1||_{H^\infty(E_1)} \leq C_1^2 \delta^{1/2} t_2^{-1/2}, \]
\[ ||f'||_{H^\infty(E_0^{(2)}E_1^{(2)})} \leq C_1^2 \delta^{-1}. \]
Let \( \delta = \varepsilon^{-1} C_1^2 \) and \( g = f_0 + f_1 \). Then \( g \in H^\infty(E_0) + H^\infty(E_1) \), and the above inequalities give (7.11). We thus complete the proof of Lemma 7.3. \( \square \)

**Remark.** As pointed out after Theorem 7.2, some ideas of the preceding reasoning were also used in [P2]. More precisely, these are the deduction of (7.2)
for $\alpha = 1$ from (7.4) and (7.2) supposed true for $\alpha = 2$, i.e., what is called in [P2] for "square argument", and that of (7.6) from (7.2) supposed true for $\alpha \geq 3/2$.

**Remark.** By the same argument as above we can show the following: Let $E_0, E_1$ be quasi-Banach lattices. Let $\alpha_0$ and $p_0 > 0$ be such that for every $\alpha, \beta \geq \alpha_0$ and $p, q \geq p_0$ there exists $C > 0$ such that

$$
(7.12) \quad \forall t > 0, \; \forall f \in H^p(E^{(\alpha)}_0) + H^q(E^{(\beta)}_1), \quad K(t, f; H^p(E^{(\alpha)}_0), H^q(E^{(\beta)}_1)) \leq CK(t, f; L^p(E^{(\alpha)}_0), L^q(E^{(\beta)}_1)).
$$

Then (7.12) holds for all $\alpha, \beta, p, q$.

This remark allows us to prove the following complement to Theorem 5.3.

**Proposition 7.4.** Let $\alpha > 0$ and $E_0, E_1$ be quasi-Banach lattices of measurable functions on $(\Omega, \mu)$. Suppose that $E_0^{(\alpha)}, E_1^{(\alpha)}$ are Banach lattices either whose duals are Banach lattices satisfying the hypotheses of Theorem 5.3 or which are duals of two Banach lattices $F_0, F_1$ satisfying these hypotheses. Then for $0 < p_0, p_1 < \infty$ we have

$$
(7.12) \quad \forall t > 0, \; \forall f \in H^{p_0}(E_0) + H^{p_1}(E_1), \quad K(t, f; H^{p_0}(E_0), H^{p_1}(E_1)) \leq CK(t, f; L^{p_0}(E_0), L^{p_1}(E_1)).
$$

where $C$ is a constant independent of $t$ and $f$.

**Proof.** For example, suppose the duals $(E_0^{(\alpha)})^*$ and $(E_1^{(\alpha)})^*$ satisfy the hypotheses of Theorem 5.3. Then for any $0 < p_0, p_1 < \infty$, (5.5) holds with $E_j$ replaced by $(E_j)^*$ ($j = 0, 1$); so by the duality between $K$- and $J$-functionals (cf. [BL]) we deduce (7.12) for all $1 < p, q \leq \infty$ and $\alpha = \beta \geq \alpha_0$. Therefore, by the preceding remark, Proposition 7.4 is true in this case. We prove similarly the proposition in the remaining case. □

A particular and interesting case of Proposition 7.4 is that when $E_0, E_1$ are Lorentz spaces on $(\Omega, \mu)$. Let

$$
E_j = L^{q_j r_j}(\Omega, \mu), \quad 0 < q_j, r_j \leq \infty, \; j = 0, 1.
$$

Then clearly, these spaces satisfy the hypotheses of Proposition 7.4. Therefore, we get

**Corollary 7.5.** Let $0 < p_j, q_j, r_j \leq \infty$ $(j = 0, 1)$. Then there exists a constant $C$ depending on $0 < p_j, q_j, r_j \leq \infty$ $(j = 0, 1)$ such that for any $t > 0$ and $f \in H^{p_0}(L^{q_0 r_0}(\mu)) + H^{p_1}(L^{q_1 r_1}(\mu))$

$$
K(t, f; H^{p_0}(L^{q_0 r_0}(\mu)), H^{p_1}(L^{q_1 r_1}(\mu))) \leq CK(t, f; L^{p_0}(L^{q_0 r_0}(\mu)), L^{p_1}(L^{q_1 r_1}(\mu))).
$$
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