STABILITY THEORY FOR PARAMETRIC GENERALIZED EQUATIONS AND VARIATIONAL INEQUALITIES VIA NONSMOOTH ANALYSIS

BORIS MORDUKHOVICH

Abstract. In this paper we develop a stability theory for broad classes of parametric generalized equations and variational inequalities in finite dimensions. These objects have a wide range of applications in optimization, nonlinear analysis, mathematical economics, etc. Our main concern is Lipschitzian stability of multivalued solution maps depending on parameters. We employ a new approach of nonsmooth analysis based on the generalized differentiation of multivalued and nonsmooth operators. This approach allows us to obtain effective sufficient conditions as well as necessary and sufficient conditions for a natural Lipschitzian behavior of solution maps. In particular, we prove new criteria for the existence of Lipschitzian multivalued and single-valued implicit functions.

1. Introduction

This paper is concerned with parametric generalized equations of the form

\[ 0 \in f(p, z) + Q(z) \]

where \( f: \mathbb{R}^k \times \mathbb{R}^n \to \mathbb{R}^m \) is a given continuous function and \( Q: \mathbb{R}^n \to \mathbb{R}^m \) is a given multifunction of closed graph. Our primary goal is to study the dependence of the solution map

\[ \Sigma(p) := \{ z \in \mathbb{R}^n : 0 \in f(p, z) + Q(z) \} \]

on the parameter \( p \) near a reference point. These questions are addressed to local sensitivity analysis of the generalized equation (1.1) under parameter perturbations.

The term “generalized equation” has been introduced by Robinson [28] who has considered some important classes of generalized equations (1.1) with multifunctions \( Q \) of special structure. If \( \Omega \subset \mathbb{R}^n \) is a convex set and

\[ Q(z) = N(z|\Omega) := \begin{cases} \{ z^* \in \mathbb{R}^n : (z^*, z - z') \leq 0 \ \forall z' \in \Omega \} & \text{for } z \in \Omega, \\ \emptyset & \text{otherwise} \end{cases} \]
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is the normal-cone operator in the sense of convex analysis [32], then the
generalized equation (1.1) is reduced to the parametric variational inequality
\begin{equation}
(1.3) \quad \text{find } z \in \Omega \text{ such that } \langle f(p, z), z - z' \rangle \geq 0 \text{ for each } z' \in \Omega
\end{equation}
which is of particular interest for applications. It is well known that models (1.1)
and (1.3) cover a wide range of important problems in mathematical program-
ing, complementarity, mathematical economics, game theory, equilibria, etc.;
see Robinson [30] and Harker and Pang [8] for discussions and many examples.

As in most cases of mathematical models, sensitivity analysis is an important
part in the solution of generalized equations and variational inequalities. One of
the principal questions here is solution stability under parameter perturbations.
For models (1.1) and (1.3), stability questions are important not only for a
better understanding of the solution behavior with respect to perturbations, but
also for constructing effective numerical algorithms to solve the problems; see,
e.g., [8, 16, 24, 30].

There are many publications devoted to sensitivity analysis of variational
inequalities in forms (1.1) or (1.3); few of them also consider more general
cases of (1.1). We refer the reader to [6-8, 10, 15, 16, 23, 24, 26, 28-31, 37]
and bibliographies therein. Most works in the area conduct a local sensitivity
analysis of a given solution point under Robinson's strong regularity condition
[29] or some of its modifications; see §7 for the definition and discussions.

The strong regularity condition ensures the uniqueness of the solution to
(1.1) around the reference point and its locally Lipschitzian dependence on the
parameter. In general, the solution map (1.2) is not single-valued and turns out
to be a multifunction on the parameter. So, in the absence of strong regularity,
the question arises about Lipschitzian stability of the solution map (1.2) in an
appropriate sense.

Some results in this direction have been already obtained in the first Robinson
paper on generalized equations [28] where the upper Lipschitzian property of
the solution map (1.2) has been studied. This property describes a kind of
unilateral Lipschitzian behavior of multifunctions which is not reduced to the
classical local Lipschitzness in the case of single-valued maps. The recent papers
[7, 10, 15, 24, 26] contain new conditions ensuring an upper Lipschitzian type
of behavior for solution maps to variational inequalities.

Traditional approaches to the sensitivity and stability questions in generalized
equations/variational inequalities are based on fixed point arguments, contractive
mapping principles, and related tools in analysis and topology; see, e.g., [6,
8, 10, 28-31]. A number of new results for parametric variational inequalities
have been recently obtained in [7, 24] by using degree theory arguments.

When \( Q(z) \equiv 0 \), the generalized equation (1.1) is converted to a system of
standard (ordinary) parametric equations. In this case, (1.2) defines an implicit
function (or multifunction) depending on the parameter \( p \). In general, the form
of (1.1) successing the form of ordinary equations is helpful for extending some
methods and results to the generalized case (1.1) by analogy with the classical
setting. Note also that there is a way to obtain an ordinary parametric equation
equivalent to the variational inequality (1.3) by using the normal (Minty) map;
see, e.g., [10 and 31]. This map is related to the projection operator on the
set \( \Omega \) and turns out to be nondifferentiable even in the case of smooth
functions \( f \).
In this paper, we consider generalized equations and variational inequalities in Robinson's form (1.1) which is proved to be convenient for the theory and applications. In many cases where formalism (1.1) seems particularly useful, the vector function \( f \) is sufficiently smooth while the multivalued part \( Q \) accumulates the nonsmoothness ("corners") inherent in the problem. Such nonsmoothness is a natural feature of generalized equations and cannot be avoided under any transformations. So, the generalized equation model (1.1) appears to be a real "nonsmooth" problem which might be studied by methods of nonsmooth analysis.

The heart of nonsmooth analysis is generalized differentiation of nondifferentiable (in classical senses) functions and set-valued mappings. There are various concepts of generalized derivatives which are useful in the optimization theory, related areas, and applications; we refer to the monographs [2, 4, 19, 36] and citations therein. Some of these concepts have been recently used in the sensitivity analysis of nonsmooth equations in standard or generalized forms. Namely, Robinson [31] employs the concept of strong Bouligand (B-) derivative of nonsmooth functions for obtaining Lipschitzian implicit-function theorems in ordinary equations and variational inequalities. King and Rockafellar [10] and Pang [24] provide sufficient conditions for upper Lipschitzian properties of solution maps using related constructions for multifunctions connected with the contingent derivative.

This paper is devoted to a systematic study of the Lipschitzian stability for parametric generalized equations in form (1.1) where \( Q \) is permitted to be an arbitrary closed-graph multifunction. In general, the solution map (1.2) to (1.1) is multivalued. In our stability analysis, we concentrate on Lipschitzian properties of (1.2) which generalize the classical local Lipschitzness around the reference point (i.e., in some of its neighborhood).

The main attention will be paid to the so-called pseudo-Lipschitzian property of the solution map (1.2) around a given point in its graph. This property of multifunctions introduced by Aubin [1] appears to be equivalent to the well-known openness and metric regularity properties of the inverse operators. For the case of single-valued maps, the pseudo-Lipschitzian property coincides with the usual Lipschitz continuity. Moreover, if a multifunction is pseudo-Lipschitzian and monotone, then it must be locally single-valued. We refer to §3 for more details about pseudo-Lipschitzian and related properties of multifunctions.

In [1], Aubin studies the pseudo-Lipschitzian behavior of solution maps to perturbed convex minimization problems. Rockafellar's thorough study [34] is addressed to the Lipschitzian stability of general constraint systems including solution maps to parametric generalized equations. Both papers [1, 34] and some other publications provide sufficient conditions for the pseudo-Lipschitzian property of solution maps employing Clarke's derivative-like constructions in nonsmooth analysis; see [4].

For parametric systems like (1.2), the conditions obtained are expressed in terms of Clarke's normal (or tangent) cone to the graph of \( Q \) and turn out to be too restrictive for applications in many important problems. They actually require certain smoothness of the multifunction \( Q \) and do not cover at all the cases of variational inequalities and complementarity problems. The reader can find more details and references in §3 and Remark 4.9.
In this paper we employ other derivative-like constructions in nonsmooth analysis which were first used in Mordukhovich [17, 18] for obtaining necessary optimality conditions in nonsmooth problems. These objects are usually much smaller than Clarke's ones and take nonconvex values. They always possess robust (stability) properties with respect to perturbations and enjoy a rich calculus important for applications. We refer the reader to the next section for more information.

The main construction used in this paper for studying the Lipschitzian stability is the coderivative of multifunctions. This object appears to be an adequate tool for complete characterizations of locally Lipschitz behavior for arbitrary closed-graph multifunctions in finite dimensions. One can find various criteria for pseudo-Lipschitzian and related properties of general multifunctions in Mordukhovich [20, 22, 23]. Some of these criteria are employed here for obtaining Lipschitzian stability results in parametric generalized equations and variational inequalities.

We have been concerned with this topic in [23] by reducing (1.1) to more general nonsmooth constraint systems. Here we develop another approach to Lipschitzian stability of (1.1) and (1.3) which brings together criteria in nonsmooth analysis and linearization/strong approximation procedures in the spirit of Robinson [28, 29, 31]. In this way, we obtain new necessary and sufficient conditions as well as refined sufficient conditions for Lipschitzian stability of the solution maps to (1.1) and (1.3) which essentially strengthen some of the results in [23] and other publications.

The organization of the paper is as follows. Section 2 contains some background material on generalized differentiation of multifunctions and nonsmooth mappings including first and second order subdifferentials for extended-real-valued functions. We provide main calculus rules which are broadly used in what follows.

In §3 we consider Lipschitzian properties of general multifunctions and also a special class of multivalued operators whose graphs are Lipschitzian manifolds in the sense of Rockafellar [35]. This class includes, in particular, all monotone operators and covers a wide range of applications. We present useful characterizations of the locally Lipschitz behavior of multifunctions in terms of the nonconvex coderivative introduced as well as their “strictly smooth” analogues in terms of the Clarke counterpart.

Section 4 is devoted to the stability theory for linear systems (1.1) and (1.3). Using the derivative-like constructions in §2, we obtain necessary and sufficient conditions for the pseudo-Lipschitzian property of the solution map (1.2) in the general case of (1.1) and for special representations of the multifunction Q.

In §5 we deal with nonlinear generalized equations (1.1) where the function f is smooth in the decision variables. Using a recent result in Dontchev and Hager [6], we reduce the study of the pseudo-Lipschitzian property for the solution map (1.2) to the corresponding property of the solution map to a linearized system. Then we obtain effective conditions for the Lipschitzian stability of (1.1) and (1.3) in the smooth case employing criteria in §4.

In §6 we develop the latter linearization (approximation) procedure to the case of nonsmooth generalized equations with functions f admitting a strong approximation in Robinson’s sense [31]. We obtain sufficient conditions for the pseudo-Lipschitzian property of the solution map (1.2) in terms of our
generalized derivatives for the initial data in (1.1) and (1.3). For the case of \( Q(z) \equiv 0 \) in (1.1), the results obtained provide new conditions ensuring the pseudo-Lipschitzness of implicit multifunctions.

The concluding §7 deals with generalized equations (1.1) where \( Q \) is a monotone operator. This includes the case of variational inequalities (1.3) due to the well-known monotonicity of the normal-cone multifunction \( Q(z) = N(z|\Omega) \) for any convex set \( \Omega \). For such a class of monotone equations, we obtain refined sufficient conditions as well as necessary and sufficient conditions ensuring the local single-valuedness and Lipschitz continuity of solution maps. In particular, the results obtained imply necessary and sufficient conditions for Robinson's strong regularity in a rather general setting.

In this paper we basically use standard notation; see, e.g., [4, 22, 32]. For a multifunction \( \Phi: \mathbb{R}^n \to \mathbb{R}^m \), we denote by

\[
\text{Dom} \Phi = \{x: \Phi(x) \neq \emptyset\}, \quad \text{Im} \Phi = \{y \in \Phi(x): x \in \text{Dom} \Phi\},
\]

\[
\text{Ker} \Phi = \{x: 0 \in \Phi(x)\}
\]

its domain, image, and kernel. The set

\[
\limsup_{x \to \bar{x}} \Phi(x) := \{y \in \mathbb{R}^m: \exists \text{ sequences } x_k \to \bar{x}, \ y_k \to y \text{ with } y_k \in \Phi(x_k) \forall k = 1, 2, \ldots\}
\]

is called the Kuratowski-Painlevé upper limit of the multifunction \( \Phi(x) \) as \( x \to \bar{x} \).

If \( \varphi: \mathbb{R}^n \to [-\infty, \infty] \) is an extended-real-valued function, then its lower and upper limits are denoted, respectively, by \( \lim \) and \( \lim \). The symbol \( x(\in \Omega) \to \bar{x} \) means that \( x \to \bar{x} \) with \( x \in \Omega \). The adjoint (transpose) matrix to \( A \) is denoted by \( A^* \).

2. Generalized differentiation of multivalued and nonsmooth operators

This section is devoted to reviewing some results in nonsmooth analysis which are broadly used in the main body of the paper. We develop an approach to generalized differentiation of nonsmooth mappings and multifunctions based on the concepts in Mordukhovich [17-19]. Let us begin with the definition of a normal cone to an arbitrary set in finite dimensions.

Let \( \Omega \) be a nonempty closed set in \( \mathbb{R}^n \) and let

\[
P(x, \Omega) := \{\omega \in \Omega: \|x - \omega\| = \text{dist}(x, \Omega)\}
\]

denotes the set of best approximations of \( x \) in \( \Omega \) with respect to the Euclidean distance \( \text{dist}(x, \Omega) \). The closed cone

\[
(2.1) \quad N(\bar{x}|\Omega) := \limsup_{x \to \bar{x}} [\text{cone}(x - P(x, \Omega))]
\]

is called the normal cone to \( \Omega \) at the point \( \bar{x} \in \Omega \).

If \( \Omega \) is a convex set, then the normal cone introduced coincides with the normal cone of convex analysis. In general, the normal cone (2.1) may be nonconvex in very simple situations. For example, if \( \Omega = \text{gph}|x| \) with \( x \in \mathbb{R} \), then one easily has

\[
N(0, \Omega) = \{(v, u) \in \mathbb{R}^2: u \leq -v \vee u = |v|\}.
\]
It turns out that the Clarke normal cone to $\Omega$ at $\bar{x}$ always coincides with the convex closure of (2.1), i.e.,

$$N_C(\bar{x}|\Omega) = \text{cl co } N(\bar{x}|\Omega).$$

(This is actually the "proximal normal formula" in [4, Proposition 2.5.7].)

Let us observe that the taking of the convex closure as in (2.2) may dramatically enlarge the normal cone (2.1). In particular,

$$N_C(0|gph|x|) = \mathbb{R}^2$$

for the set $\Omega$ in the example above. Such a picture is typical for sets which are locally represented as graphs of Lipschitz continuous functions; see the next section. Moreover, the convexity operation in (2.2) may spoil some nice properties enjoyed by the normal cone (2.1). We refer to [9, 19, 36] for more details.

For all $x \in \Omega$ let us consider the so-called Fréchet normal cone

$$\tilde{N}(x|\Omega) := \left\{ x^* \in \mathbb{R}^n : \lim_{x' \in \Omega \to x} \frac{\|x' - x\|^{-1} (x^*, x' - x)}{x^*} \leq 0 \right\}$$

which is always convex and coincides (in finite dimensions) with the polar to (Bouligand) contingent cone; see, e.g., [2, Chapter 4]. The following important representation was first obtained in Kruger and Mordukhovich [11, 12]; cf. also [9, Theorem 1] and [19, Theorem 1.1].

**Proposition 2.1.** One has

$$N(\bar{x}|\Omega) = \limsup_{x \in \Omega \to \bar{x}} \tilde{N}(x|\Omega).$$

for any closed sets $\Omega \subset \mathbb{R}^n$ and points $\bar{x} \in \Omega$.

It follows from (2.2) and Proposition 2.1 that

$$\tilde{N}(\bar{x}|\Omega) \subset N(\bar{x}|\Omega) \subset N_C(\bar{x}|\Omega).$$

The set $\Omega$ is called regular at the point $\bar{x} \in \Omega$ if the three normal cones in (2.4) coincide. It happens for all convex sets as well as for "smooth" sets which are locally described by equality and inequality type constraints with smooth functions under the well-known Mangasarian-Fromovitz constraint qualification; see [19, Proposition 1.5 and 33, Theorem 2F]. On the other hand, this regularity is always broken for sets locally represented as graphs of nonsmooth Lipschitzian functions as in the example above. But such sets naturally appear in the following coderivative constructions which are realizations of the geometric (graphical) approach to differentiation going back to Fermat.

Let $\Phi : \mathbb{R}^n \Rightarrow \mathbb{R}^m$ be a multifunction of closed graph. The multifunction $D^*\Phi(\bar{x}, \bar{y}) : \mathbb{R}^m \Rightarrow \mathbb{R}^n$ defined by

$$D^*\Phi(\bar{x}, \bar{y})(y^*) := \{ x^* \in \mathbb{R}^n : (x^*, -y^*) \in N((\bar{x}, \bar{y})|gph \Phi) \}$$

is called the coderivative of $\Phi$ at the point $(\bar{x}, \bar{y}) \in gph \Phi$. The symbol $D^*\Phi(\bar{x})(y^*)$ is used in (2.5) when $\Phi$ is single-valued at $\bar{x}$.

If the normal cone (2.1) in formula (2.5) is replaced by the normal cones (2.2) or (2.3), then the constructions

$$D_C^*\Phi(\bar{x}, \bar{y})(y^*) := \{ x^* \in \mathbb{R}^n : (x^*, -y^*) \in N_C((\bar{x}, \bar{y})|gph \Phi) \},$$
are called, respectively, the Clarke coderivative and the contingent coderivative of $\Phi$ at $(\bar{x}, \bar{y})$.

The primary tool of the nonsmooth analysis employed in the paper is the coderivative (2.5). Let us consider some properties of this object important for our applications.

**Proposition 2.2.** For any multifunctions $\Phi$ and points $(\bar{x}, \bar{y}) \in \text{gph} \Phi$, $\bar{y}^* \in \text{Dom} D^*\Phi(\bar{x}, \bar{y})$, one has

$$D^*\Phi(\bar{x}, \bar{y})(\bar{y}^*) = \limsup_{(x,y) \in \text{gph} \Phi \rightarrow (\bar{x}, \bar{y})} D^*\Phi(x, y)(y^*),$$

and

$$D^*\Phi(\bar{x}, \bar{y})(\bar{y}^*) = \limsup_{y^* \rightarrow \bar{y}^*} D^*\Phi(x, y)(y^*).$$

**Proof.** Property (2.8) follows directly from definitions (2.5) and (2.1). Representation (2.9) is implied by Proposition 2.1 with $\Omega = \text{gph} \Phi$. □

**Remark 2.3.** Let us observe that (2.8) means the robustness (stability) of the coderivative (2.5) with respect to perturbations of the initial data. This property is of great importance for various applications, especially to sensitivity analysis of perturbed problems. Note that such a robustness may be broken for the Clarke coderivative (2.6); see an example in Rockafellar [33, p. 22]. This robustness property is always broken for the contingent coderivative (2.7) of any multifunction $\Phi$ whose graph is a nonsmooth Lipschitzian manifold around $(\bar{x}, \bar{y})$; see Proposition 3.3. Representation (2.9) actually means that the coderivative (2.5) is a robust regularization of the contingent coderivative.

**Remark 2.4.** Note that the contingent coderivative (2.7) and the Clarke coderivative (2.6) are convex-valued and turn out to be dual constructions to, respectively, the contingent derivative and the Clarke (circatangent) derivative of $\psi$ at $(x, y)$ introduced by Aubin; see [2, Chapter 5]. In particular, the contingent coderivative can be represented in the form

$$D^*\Phi(x, y)(y^*) = \{x^* : (x^*, v) \leq (y^*, u) \forall (v, u) \in \text{gph} \tilde{D}\Phi(x, y)\}$$

where the contingent derivative $\tilde{D}\Phi(x, y)$ is defined as

$$\tilde{D}\Phi(x, y)(v) := \limsup_{h \to v, \tau \to 0} \left[ \frac{\Phi(x + \tau h) - y}{\tau} \right]$$

in terms of the difference quotients; we refer to [1 and 36] for more details.

Being nonconvex-valued, the coderivative (2.5) is not dual to any tangentially generated derivative construction. However, according to (2.9)–(2.11) it admits an analytical representation in terms of limits of the difference quotients.

From (2.4) and (2.5)–(2.7) it follows that

$$\tilde{D}\Phi(\bar{x}, \bar{y})(y^*) \subset D^*\Phi(\bar{x}, \bar{y})(y^*) \subset D^*_c\Phi(\bar{x}, \bar{y})(y^*) \forall y^* \in \mathbb{R}^m.$$
Proposition 2.5. \( \Phi \) is differentially regular at \((x, y) \in \text{gph} \Phi\) if one of the following conditions holds:

(i) \( \Phi: \mathbb{R}^n \to \mathbb{R}^m \) is a multifunction of convex graph. In this case one has

\[
D^*\Phi(x, y)(y^*) = \{x^* \in \mathbb{R}^n : (x^*, x) - (y^*, y) = \max[(x^*, x) - (y^*, y) \mid (x, y) \in \text{gph} \Phi]\}.
\]

(ii) \( \Phi = f: \mathbb{R}^n \to \mathbb{R}^m \) is single-valued around \( \bar{x} \) and strictly differentiable at \( \bar{x} \) with the Jacobian \( \nabla f(\bar{x}) \in \mathbb{R}^{m \times n} \), i.e.,

\[
\lim_{x, x' \to \bar{x}} \frac{f(x) - f(x') - \nabla f(\bar{x})(x - x')}{\|x - x'\|} = 0.
\]

In this case one has

\[
D^*f(\bar{x})(y^*) = \{(\nabla f(\bar{x}))^*y^*\} \quad \forall y^* \in \mathbb{R}^m.
\]

It turns out that the property of differential regularity always fails for a broad class of multifunctions whose graphs are nonsmooth Lipschitzian manifolds; see the next section (Propositions 3.1 and 3.3) for more details. Moreover, the coderivatives (2.5) and (2.6) are different in dimensions for such multifunctions; in particular, the inclusion \( \text{co} D^*\Phi(x, y)(y^*) \subset D^c\Phi(x, y)(y^*) \) is proper.

Now let us consider an extended-real-valued function \( \varphi: \mathbb{R}^n \to \overline{\mathbb{R}} \) and define its first and second order subdifferentials associated with the coderivative (2.5). Let

\[
\Phi(x) = E_\varphi(x) := \{\mu \in \mathbb{R} : \mu \geq \varphi(x)\}
\]

be a multifunction with \( \text{gph} \Phi = \text{epi} \varphi \). The set

\[
\partial^- \varphi(\bar{x}) := D^*E_\varphi(\bar{x}, \varphi(\bar{x}))(1)
\]

\[
= \{x^* \in \mathbb{R}^n : (x^*, -1) \in N((\bar{x}, \varphi(\bar{x}))[\text{epi} \varphi]\}
\]

is called the (first order) subdifferential of \( \varphi \) at \( \bar{x} \in \text{dom} \varphi := \{x \in \mathbb{R}^n : |\varphi(x)| < \infty\} \). If \( x \not\in \text{dom} \varphi \), then we put \( \partial^- \varphi(x) := \emptyset \).

Let \( \bar{x} \in \text{dom} \varphi \) and \( \bar{y} \in \partial^- \varphi(\bar{x}) \). The set-valued mapping \( \partial^2\varphi(\bar{x}, \bar{y}) : \mathbb{R}^n \to \mathbb{W} \) defined by

\[
\partial^2\varphi(\bar{x}, \bar{y})(u) := (D^*\partial^- \varphi)(\bar{x}, \bar{y})(u)
\]

\[
= \{v \in \mathbb{R}^n : (v, -u) \in N((\bar{x}, \bar{y})[\text{epi} \varphi]\}
\]

is called the second order subdifferential of \( \varphi \) at \( \bar{x} \) relative to \( \bar{y} \).

Similarly one can define the following constructions of the superdifferential and the second order superdifferential for \( \varphi \):

\[
\partial^+ \varphi(\bar{x}) := -\partial^-(-\varphi)(\bar{x}), \quad \partial^2\varphi(\bar{x}, \bar{y})(u) := -(D^*\partial^+ \varphi)(\bar{x}, \bar{y})(-u)
\]

which are also important in that unilateral analysis of nonsmooth functions \( \varphi \) being essentially different from the subdifferential constructions.

Note that the subdifferential \( \partial^- \varphi \) is reduced to the classical subdifferential of convex analysis if \( \varphi \) is convex; \( \partial^+ \varphi \) is reduced to the classical superdifferential for concave functions. Both first order semidifferentials in (2.13) and (2.15) are set-valued generalizations of the strict differentiability: they are reduced to the single gradient vector \( \nabla \varphi(\bar{x}) \) for smooth (i.e., strictly differentiable at \( \bar{x} \)) functions \( \varphi \). At the same time,

\[
\partial^2\varphi(\bar{x})(u) = \partial^2 \varphi(\bar{x})(u) = ((\nabla^2 \varphi(\bar{x}))^*u) \quad \forall u \in \mathbb{R}^n
\]

if \( \varphi \in C^2 \) with the Hessian matrix \( \nabla^2 \varphi(\bar{x}) \).
Properties of the first order subdifferential (2.13) and related constructions have been studied in detail in Mordukhovich [17–20]. Various properties and applications of this subdifferential can be found in many publications where (2.13) is often used in some equivalent forms under different names (in particular, the approximate subdifferential and the set of basic or limiting subgradients). For more information we refer to [19, 20], Ioffe [9], and Rockafellar and Wets [36].

If \( \varphi \) is lower semicontinuous (l.s.c.) around \( \overline{x} \), then the subdifferential (2.13) is represented by [19, Theorem 2.2]

\[
\partial^{-}\varphi(\overline{x}) = \limsup_{x \to \overline{x}, \varphi(x) \to \varphi(\overline{x})} \partial^{-}\varphi(x)
\]

where the construction

\[
B^{-}(x) := \left\{ x^* \in \mathbb{R}^n : \lim_{x' \to x} \left[ \frac{\varphi(x') - \varphi(x) - (x^*, x' - x)}{\|x' - x\|} \right] \geq 0 \right\}
\]

is well known in nonsmooth analysis as the Fréchet subdifferential; it coincides with the subdifferential in the sense of viscosity solutions [5].

The function \( \varphi \) is called subdifferentially regular if

\[
\partial^{-}\varphi(\overline{x}) = \partial^{-}\varphi(\overline{x})
\]

(see [19, §2.3]). When \( \varphi \) is Lipschitz continuous around \( \overline{x} \), the regularity introduced coincides with the Clarke (subdifferential) regularity; cf. [4, §2.3] and [33, §3]. The class of subdifferentially regular functions includes all convex functions, smooth functions, "max functions", etc. On the other hand, there are simple (and important) nonsmooth functions which are not subdifferentially regular. For instance, \( \varphi(x) = -|x|, x \in \mathbb{R} \), where \( \partial^{-}\varphi(0) = \{-1, 1\} \) but \( \partial^{-}\varphi(0) = \emptyset \).

It is well known (see, e.g., [19, Theorem 2.1]) that

\[
(2.16) \quad \partial_{C}\varphi(\overline{x}) = \text{co} \partial^{-}\varphi(\overline{x}) = \text{co} \partial^{-}\varphi(\overline{x})
\]

for Clarke’s generalized gradient [4] of any locally Lipschitzian function \( \varphi \). At the same time, if one changes the coderivative (2.5) by the Clarke coderivative (2.6) in the second order subdifferential (2.14), then the construction obtained may be much bigger than the convex hull of (2.14). It happens because graphs of the first order subdifferential mappings for important classes of functions (e.g., for convex and saddle ones) are Lipschitzian manifolds. But Clarke’s normal cone is always a linear subspace for such manifolds; we refer again to the next section. In particular, if \( \varphi \) is a closed proper convex function, then the Clarke second order subdifferential

\[
(2.17) \quad \partial^{2}_{C}\varphi(\overline{x}, \overline{y})(u) := \langle D_{*}^{2} \varphi(\overline{x}, \overline{y})(u) \rangle = \{ x^* \in \mathbb{R}^n : (x^*, -u) \in N((\overline{x}, \overline{y})|\text{gph} \varphi) \}
\]

(cf. Aubin [1]) is an affine subspace in \( \mathbb{R}^n \) and cannot actually reflect anything other than classical-like “two-sides” aspects of differentiation; see Corollary 3.14.

Now let us consider some calculus rules for the coderivative (2.5) and the subdifferential (2.13) used in this paper. Note that results for the subdifferential
(2.13) immediately imply the corresponding results for the normal cone (2.1) because

\[ N(\bar{x}|\Omega) = \partial^-(\bar{x}, \Omega) \quad \text{at} \quad \bar{x} \in \Omega \]

where \( \delta(\cdot, \Omega) \) is the indicator of \( \Omega \), i.e., \( \delta(x, \Omega) := 0 \) if \( x \in \Omega \) and \( \delta(x, \Omega) := \infty \) if \( x \not\in \Omega \). One can observe that the subdifferential regularity of the function \( \delta(\cdot, \Omega) \) at \( \bar{x} \) is equivalent to the regularity of the set \( \Omega \) at this point.

The next result is crucial for the generalized differential calculus of nonconvex-valued constructions (2.1), (25), (2.13)-(2.15);

**Proposition 2.6.** Let \( \Phi_1 \) and \( \Phi_2 \) be closed-graph multifunctions from \( \mathbb{R}^n \) into \( \mathbb{R}^m \), and let \( \bar{y} \in \Phi_1(\bar{x}) + \Phi_2(\bar{x}) \). Let us assume that the sets

\[ M(x, y) := \{(y_1, y_2) \in \mathbb{R}^{2m} : y_1 \in \Phi_1(x), \ y_2 \in \Phi_2(x), \ y_1 + y_2 = y\} \]

are bounded uniformly around \((\bar{x}, \bar{y})\) and one has

\[ D^*\Phi_1(\bar{x}, y_1)(0) \cap (-D^*\Phi_2(\bar{x}, y_2)(0)) = \{0\} \quad \forall (y_1, y_2) \in M(\bar{x}, \bar{y}). \]

Then

\[ D^*(\Phi_1 + \Phi_2)(\bar{x}, \bar{y})(y^*) \subset \bigcup_{(y_1, y_2) \in M(\bar{x}, \bar{y})} [D^*\Phi_1(\bar{x}, y_1)(y^*) + (y_1, y_2)]. \]

The inclusion in (2.21) under the assumptions made is proved in [21, Theorem 3.6] by using the metric approximation method which develops the technique in [17-19].

One can obtain various corollaries of Proposition 2.6 (including calculus rules for the first and second order semidifferentials (2.13)-(2.15)) considering special kinds of single-valued and multivalued mappings \( \Phi \), and ensuring conditions (2.19) and (2.20). One such effective assertion is Corollary 3.6. The following result guarantees equality in (2.21) without regularity assumptions.

**Corollary 2.7.** Let \( f: \mathbb{R}^n \to \mathbb{R}^m \) be a single-valued function strictly differentiable around \( \bar{x} \) and let \( \Phi: \mathbb{R}^n \Rightarrow \mathbb{R}^m \) be a multifunction of closed graph around \((\bar{x}, \bar{y})\). Then one has

\[ D^*(f + \Phi)(\bar{x}, f(\bar{x}) + \bar{y})(y^*) = (\nabla f(\bar{x}))^* y^* + D^*\Phi(\bar{x}, \bar{y})(y^*) \quad \forall y^* \in \mathbb{R}^m. \]

**Proof.** Let us put \( \Phi_1 = f \) and \( \Phi_2 = \Phi \) in Proposition 2.6. Then set (2.19) is obviously bounded and condition (2.20) is fulfilled due to Proposition 2.5(ii). Thus (2.21) implies the inclusion \( \subset \) in (2.22). To prove the opposite inclusion \( \supset \), we put \( \Phi_1 = -f \) and \( \Phi_2 = f + \Phi \) in Proposition 2.6 and use again Proposition 2.5(ii). \( \square \)

In this paper one can find many applications of Proposition 2.6 and its Corollaries 2.7 and 3.6. Note that the calculation of the coderivative (2.5) for single-valued Lipschitzian vector functions can be reduced to the subdifferential (2.13) due to the following result proved in [9, Proposition 8 and 19, Corollary 3.3.2].

**Proposition 2.8.** Let \( f: \mathbb{R}^n \to \mathbb{R}^m \) be a single-valued vector function Lipschitz continuous around \( \bar{x} \) and let

\[ x \to \langle y^*, f(x) \rangle := \langle y^*, f(x) \rangle, \quad y^* \in \mathbb{R}^m, \]

be the Lagrange scalarization of \( f \). Then one has

\[ D^* f(\bar{x})(y^*) = \partial^-(\langle y^*, f(\bar{x}) \rangle) \neq \emptyset \quad \forall y^* \in \mathbb{R}^m. \]
Note that one cannot obtain an analogue of representation (2.24) stated in terms of the Clarke coderivative (2.6) and generalized gradient (2.16) in the nonsmooth case. Indeed, $D^*_C f(x)(0) = \{0\}$ if and only if $f$ is strictly differentiable at $\bar{x}$; see Proposition 3.1 and Corollary 3.2. On the other hand, Proposition 2.8 implies the following connection between the convex hull of the coderivative (2.5) and (Clarke's) generalized Jacobian $Jf(\bar{x}) \subset \mathbb{R}^{m \times n}$ of Lipschitz continuous vector functions. Remind that $Jf(\bar{x})$ is defined as the convex hull of the set of all limiting points for sequences $\{\nabla f(x_k)\}$ where $f$ is differentiable at $x_k \to \bar{x}$; see [4, p. 70].

**Corollary 2.9.** Let $f: \mathbb{R}^n \to \mathbb{R}^m$ be Lipschitz continuous around $\bar{x}$. Then one has

$$\text{co} \ D^* f(\bar{x})(y^*) = \text{co} \ \partial^- \langle y^*, f(x) \rangle(\bar{x}) = (Jf(\bar{x}))*y^* \quad \forall y^* \in \mathbb{R}^m.$$  

**Proof.** This follows from (2.24), (2.16), and the chain rule in Clarke [4, Theorem 2.6.6]. $\square$

Now let us consider a general chain rule for the subdifferential (2.13) of the composition $(\varphi \circ f)(x) := \varphi(f(x))$ of extended-real-valued and vector functions. For the formulation of the next result proved in Mordukhovich [19, Theorems 4.6 and 4.7], we need the following construction of the singular subdifferential of $\varphi: \mathbb{R}^n \to \overline{\mathbb{R}}$ at $\bar{x} \in \text{dom } \varphi$.

$$\partial^\infty \varphi(\bar{x}) := D^* E_{\varphi(\bar{x}, \varphi(\bar{x}))}(0) = \{x^* \in \mathbb{R}^n: (x^*, 0) \in N((\bar{x}, \varphi(\bar{x}))) \text{epi } \varphi\}.$$  

Note that if $\varphi$ is l.s.c. around $\bar{x}$, then $\partial^\infty \varphi(\bar{x}) = \{0\}$ if and only if $\varphi$ is Lipschitz continuous around this point (see, e.g., [19, Theorem 2.1]).

**Proposition 2.10.** Let $f: \mathbb{R}^n \to \mathbb{R}^m$ be continuous around $\bar{x}$, $\varphi: \mathbb{R}^m \to \overline{\mathbb{R}}$ be l.s.c. around $\bar{y} = f(\bar{x}) \in \text{dom } \varphi$, and let

$$\partial^\infty \varphi(\bar{y}) \cap \text{Ker } D^* f(\bar{x}) = \{0\}.$$  

Then one has

$$\partial^- (\varphi \circ f)(\bar{x}) \subset \bigcup \{D^* f(\bar{x})(y^*) : y^* \in \partial^- \varphi(\bar{y})\}.$$  

Moreover, if $f$ is Lipschitz continuous around $\bar{x}$, then (2.28) becomes the equality

$$\partial^- (\varphi \circ f)(\bar{x}) = \bigcup \{\partial^- \langle y^*, f(x) \rangle(\bar{x}) : y^* \in \partial^- \varphi(\bar{y})\}$$

if one of the following conditions holds:

(a) $f$ is strictly differentiable at $\bar{x}$ and $\varphi$ is subdifferentially regular at $\bar{y}$ which imply the subdifferential regularity of the composition $(\varphi \circ f)$;

(b) $f$ is strictly differentiable at $\bar{x}$ and the Jacobian matrix $\nabla f(\bar{x})$ is quadratic ($m = n$) and nonsingular;

(c) $\varphi$ is strictly differentiable at $\bar{y}$.

Note that assumption (2.27) is automatically fulfilled if either $\varphi$ is locally Lipschitzian around $\bar{y}$ (as in (c)) or $f$ satisfies (b). Let us consider some corollaries of Proposition 2.10 which are important for applications in this paper.
Corollary 2.11. Let
\[ \Delta := \{ x \in \mathbb{R}^n : f(x) \in \Lambda \} \]
where the function \( f : \mathbb{R}^n \to \mathbb{R}^m \) is continuous around \( \bar{x} \), the set \( \Lambda \) is closed around the point \( f(\bar{x}) \in \Lambda \), and
\[ N(f(\bar{x})|\Delta) \cap \text{Ker} D^* f(\bar{x}) = \{0\}. \]
Then one has the inclusion
\[ \text{N}(\bar{x}|\Delta) \subset \bigcup \{ D^* f(\bar{x})(y^*) : y^* \in N(f(\bar{x})|\Delta) \}. \]
Moreover, if \( f \) is strictly differentiable at \( \bar{x} \), then (2.31) becomes an equality with \( D^* f(\bar{x})(y^*) = (\nabla f(\bar{x}))^* y^* \) in the following two cases:
(a) the set \( \Lambda \) is regular at \( \bar{x} \) which implies the regularity of \( \Delta \) at \( f(\bar{x}) \);
(b) the matrix \( \nabla f(\bar{x}) \) is quadratic and nonsingular which ensures (2.30).

Proof. Taking \( \phi = \delta(\cdot, \Lambda) \) in Proposition 2.10, one has \( \partial^\Lambda \delta(f(\bar{x}), \Lambda) = N(f(\bar{x})|\Delta) \). Therefore, (2.27) is reduced to (2.30) and (2.28) coincides with (2.31). Equality conditions (a) and (b) in Proposition 2.10 and Corollary 2.11 are the same. \( \square \)

Corollary 2.12. Let the sets \( \Omega_1, \Omega_2 \subset \mathbb{R}^n \) be closed, let the function \( f : \mathbb{R}^n \to \mathbb{R}^n \) be strictly differentiable at \( \bar{x} \in \Omega_1 \) with the Jacobian matrix \( \nabla f(\bar{x}) \) being quadratic and nonsingular, and let
\[ f^{-1}(\Omega_2). \]
Then one has
\[ \text{N}(\bar{x}|\Omega_1) = (\nabla f(\bar{x}))^* N(f(\bar{x})|\Omega_2). \]

Proof. One can rewrite (2.32) in the equivalent form
\[ \delta(x, \Omega_1) = \delta(f(x), \Omega_2) = (\delta(\cdot, \Omega_2) \circ f)(x). \]
Now using the equality case (b) in Proposition 2.10 for \( \phi = \delta(\cdot, \Omega_2) \), we obtain (2.33) which coincides with (2.29) by virtue of (2.18) and Proposition 2.5(ii). \( \square \)

To conclude this section, let us consider an extended-real-valued function \( \phi \) of two variables \( (u, v) \in \mathbb{R}^k \times \mathbb{R}^q \). Proposition 2.10 allows us to obtain a general relationship between the "full" subdifferential \( \partial^{-} \phi \) in both variables and its "partial" subdifferentials with respect to \( u \) and \( v \). Remind that the partial subdifferentials \( \partial^u_+ \phi(\bar{u}, \bar{v}) \) and \( \partial^v_- \phi(\bar{u}, \bar{v}) \) are defined, respectively, as the subdifferentials (2.13) of the functions \( \phi(\cdot, \bar{v}) \) at \( \bar{u} \) and the function \( \phi(\bar{u}, \cdot) \) at \( \bar{v} \). Denote by \( \text{pr}_u \partial^u_+ \phi(\bar{u}, \bar{v}) \) and \( \text{pr}_v \partial^v_- \phi(\bar{u}, \bar{v}) \) the corresponding projections of the set \( \partial^{-} \phi(\bar{u}, \bar{v}) \) on \( \mathbb{R}^k \) and \( \mathbb{R}^q \).

Corollary 2.13. Let \( \phi : \mathbb{R}^k \times \mathbb{R}^q \to \overline{\mathbb{R}} \) be locally Lipschitzian around \( (\bar{u}, \bar{v}) \). Then one has
\[ \partial^u_- \phi(\bar{u}, \bar{v}) \times \partial^v_- \phi(\bar{u}, \bar{v}) \subset \text{pr}_u \partial^u_+ \phi(\bar{u}, \bar{v}) \times \text{pr}_v \partial^v_- \phi(\bar{u}, \bar{v}) \]
where equality holds when \( \phi \) is separable in \((u, v)\), i.e., \( \phi(u, v) = \phi_1(u) + \phi_2(v) \).

Proof. Let us use Proposition 2.10 with the Lipschitzian function \( \phi = \phi(u, v) \) and the smooth function \( f : \mathbb{R}^k \to \mathbb{R}^k \times \mathbb{R}^q \) defined by \( f(u) = (u, \bar{v}) \). From (2.28) one has
\[ \partial^u_- \phi(\bar{u}, \bar{v}) \subset \text{pr}_u \partial^u_+ \phi(\bar{u}, \bar{v}) \]
and similar inclusions for \( \partial_v^- \varphi(\bar{u}, \bar{v}) \). This implies (2.34). If \( \varphi \) is separable in \((u, v)\), then
\[
\partial^- \varphi(\bar{u}, \bar{v}) = (\partial^- \varphi_1(\bar{u}), \partial^- \varphi_2(\bar{v})) = (\partial^- u \varphi(\bar{u}, \bar{v}), \partial^- v \varphi(\bar{u}, \bar{v}))
\]
which ensures equality in (2.34). \( \square \)

From the result obtained and Corollary 2.9, one can easily derive the following relationship between the generalized Jacobian \( Jf \) of any Lipschitzian vector function \( f = f(u, v): \mathbb{R}^k \times \mathbb{R}^q \to \mathbb{R}^m \) and the partial Jacobians \( J_u f \) and \( J_v f \). Denote by \( \text{pr}_u Jf(\bar{u}, \bar{v}) \) and \( \text{pr}_v Jf(\bar{u}, \bar{v}) \) the projections of the set \( Jf(\bar{u}, \bar{v}) \subset \mathbb{R}^{mk} \times \mathbb{R}^{mq} \) on the spaces \( \mathbb{R}^{mk} \) and \( \mathbb{R}^{mq} \) respectively.

**Corollary 2.14.** Let \( f: \mathbb{R}^k \times \mathbb{R}^q \to \mathbb{R}^m \) be Lipschitz continuous around \((\bar{u}, \bar{v})\). Then one has
\[
(2.35) \quad (J_u f(\bar{u}, \bar{v}))^* y^* \subset (\text{pr}_u Jf(\bar{u}, \bar{v}))^* y^* \quad \forall y^* \in \mathbb{R}^m
\]
and the same inclusion with respect to \( v \). Both inclusions are fulfilled as equalities if \( f \) is separable in \((u, v)\).

**Proof.** For any \( y^* \in \mathbb{R}^m \), let us consider the real-valued function \( \varphi(u, v) := (y^*, f(u, v)) \) and let us use the result in Corollary 2.13 for this function. Employing (2.34), Corollary 2.9, and two elementary relationships, one has
\[
(J_u f(\bar{u}, \bar{v}))^* y^* = \text{co} \partial_u (y^*, f)(\bar{u}, \bar{v}) \subset \text{co} \left[ \text{pr}_u (y^*, f)(\bar{u}, \bar{v}) \right]
\subset \text{pr}_u \left[ \text{co} \partial^- (y^*, f)(\bar{u}, \bar{v}) \right] = \text{pr}_u \left[ (Jf(\bar{u}, \bar{v}))^* y^* \right]
= (\text{pr}_u Jf(\bar{u}, \bar{v}))^* y^* \quad \forall y^* \in \mathbb{R}^m
\]
which proves (2.35). The equality case in the assertion proved is obvious. \( \square \)

### 3. Smooth and Lipschitzian properties of multifunctions

In this section we consider some results about smooth and Lipschitzian properties of general multifunctions important in what follows. We begin with the concepts of Lipschitzian and strictly smooth manifolds which are slight modifications of Rockafellar's concepts in [35].

A set \( S \subset \mathbb{R}^q \) is said to be a Lipschitzian manifold around the point \( \bar{s} \in S \) if it is locally representable as the graph of a Lipschitz continuous vector function in the following sense: there exist an open neighborhood \( W \) of \( \bar{s} \) and a one-to-one mapping \( f \) of \( W \) onto an open set in \( \mathbb{R}^n \times \mathbb{R}^m \) (where \( n + m = q \)) such that \( f \) is strictly differentiable at \( \bar{s} \) with the nonsingular Jacobian \( \nabla f(\bar{s}) \) and \( f(S \cap W) \) is the graph of some Lipschitzian function \( g: U \to \mathbb{R}^m \) where \( U \) is an open set in \( \mathbb{R}^n \). One can see that the integer \( n \) in this definition is uniquely determined by \( S \) and \( \bar{s} \); this number is called the dimension of \( S \) around \( \bar{s} \).

It is obvious that the graph of any function \( g: \mathbb{R}^n \to \mathbb{R}^m \) locally Lipschitzian around \( \bar{x} \) is a Lipschitzian manifold of dimension \( n \) around \( (\bar{x}, g(\bar{x})) \). A less obvious example, which is of great interest for applications, is provided by graphs of maximal monotone multifunctions. Recall that the operator \( \Phi: \mathbb{R}^n \to \mathbb{R}^n \) is called positive monotone if
\[
(3.1) \quad (x_1 - x_2, y_1 - y_2) \geq 0 \quad \forall x_1, x_2 \text{ and } y_1 \in \Phi(x_1), \ y_2 \in \Phi(x_2).
\]
If one changes the sign of inequality (3.1), then \( \Phi \) is called negative monotone. We say that \( \Phi \) is monotone if it is either positive or negative monotone. A
monotone operator \( \Phi: \mathbb{R}^n \to \mathbb{R}^m \) is called **maximal monotone** if its graph includes graphs of any other monotone operators from \( \mathbb{R}^n \) into itself in the same direction. The class of maximal monotone operators contains **subdifferential (superdifferential) mappings** for convex, concave, and saddle functions; see [32, §§24, 35] for more details.

It has been proved in Rockafellar [35, Proposition 2.2] that if \( \Phi: \mathbb{R}^n \to \mathbb{R}^m \) is maximal monotone, then its graph is a Lipschitzian manifold of dimension \( n \) in \( \mathbb{R}^n \times \mathbb{R}^n \) around any point \( (\bar{x}, \bar{y}) \in \text{gph} \Phi \). This implies, in particular, that graphs of subdifferential operators for convex, concave, and saddle functions are Lipschitzian manifolds. Note also that the class of Lipschitzian manifolds includes graphs of subdifferential mappings for the **strongly subsmooth** (lower-C2) functions which can be locally represented as a maximum of \( C^2 \) functions over compact sets; see [35, §2].

A Lipschitzian manifold \( S \) is called **strictly smooth** at \( \bar{s} \in S \) if a Lipschitz continuous function \( g \) in its local representation around \( \bar{s} \) can be chosen as strictly differentiable at the point \( \bar{x} \) with \( (\bar{x}, g(\bar{x})) = f(\bar{s}) \). We refer to Rockafellar [35] for equivalent characterizations and more details about strictly smooth manifolds. The next result follows from [35, Theorem 3.5] due to simple considerations of linear algebra.

**Proposition 3.1.** Let \( \Phi \) be a multifunction from \( \mathbb{R}^n \) into \( \mathbb{R}^m \) whose graph is a Lipschitzian manifold of some dimension \( q \geq n \) around \( (\bar{x}, \bar{y}) \in \text{gph} \Phi \). Then the graph of \( \Phi \) is strictly smooth at \( (\bar{x}, \bar{y}) \) if and only if the Clarke normal cone to \( \text{gph} \Phi \) is actually a linear subspace of dimension \( q \). It always happens with \( q = n \) if

\[
D_c^*\Phi(\bar{x}, \bar{y})(0) = \{0\}.
\]

Moreover, if \( \text{gph} \Phi \) is not strictly smooth at \( (\bar{x}, \bar{y}) \), then for any \( y^* \in \mathbb{R}^m \) the set \( D_c^*\Phi(\bar{x}, \bar{y})(y^*) \) is either empty or it is an affine subspace in \( \mathbb{R}^n \) of a positive dimension.

**Proof.** Let us consider the Clarke normal cone (2.2) to the graph of \( \Phi \) at \( (\bar{x}, \bar{y}) \). Using Theorem 3.5(b) in Rockafellar [35], one can conclude that this cone is actually a linear subspace of dimension \( d \geq q \) in \( \mathbb{R}^n \times \mathbb{R}^m \). Therefore, taking into account the definition of the Clarke coderivative (2.6), we can find matrices \( K \in \mathbb{R}^{d \times n} \) and \( L \in \mathbb{R}^{d \times m} \) such that the extended matrix \( (KL) \in \mathbb{R}^{n+m} \) has the full rank \( d \leq n + m \) and

\[
D_c^*\Phi(\bar{x}, \bar{y})(y^*) = \{x^* \in \mathbb{R}^n : Kx^* = Ly^*\} \quad \forall y^* \in \mathbb{R}^m.
\]

According to [35, Theorem 3.5(c)], the graph of \( \Phi \) is a strictly smooth manifold at \( (\bar{x}, \bar{y}) \) if and only if the dimension \( d \) of the Clarke normal cone above is exactly \( q \). Assuming (3.2), one immediately has \( d = n = q \) and, therefore, the graph of \( \Phi \) is strictly smooth at \( (\bar{x}, \bar{y}) \). If the graph of \( \Phi \) is not strictly smooth at \( (\bar{x}, \bar{y}) \), then \( \text{rank}(K) = k \leq n < d \) and the dimension of set (3.3) is equal to \( d - k \geq 1 \) for any \( y^* \in \text{Dom} \ D_c^*\Phi(\bar{x}, \bar{y}) \). \( \square \)

Note that condition (3.2) is sufficient but not necessary for the graph of \( \Phi \) being strictly smooth at \( (\bar{x}, \bar{y}) \). A simple counterexample is provided by the graph of the real-valued function \( x^{1/3} \) at \( (0, 0) \in \mathbb{R}^2 \).
Corollary 3.2. Let $g: \mathbb{R}^n \rightarrow \mathbb{R}^m$ be a single-valued function locally Lipschitzian around $\bar{x}$. Then $g$ is differentially regular at $\bar{x}$ if and only if it is strictly differentiable at this point.

Proof. If $g$ is strictly differentiable at $\bar{x}$, then its differential regularity at this point follows from Proposition 2.5(ii). If $g$ is not strictly differentiable at $\bar{x}$, then according to Proposition 3.1, the set $D^* g(\bar{x})(0)$ is a linear subspace of a positive dimension. On the other hand, one has

$$D^* g(\bar{x})(0) = \partial^- (0, g)(\bar{x}) = \{0\}$$

by virtue of Proposition 2.8. \(\Box\)

Based on the result in Corollary 3.2, we can obtain its extension to the case of multifunctions with Lipschitzian graphs employing a calculus rule for the normal cones.

Proposition 3.3. Let $\Phi: \mathbb{R}^n \Rightarrow \mathbb{R}^m$ be a multifunction whose graph is a Lipschitzian manifold around $(\bar{x}, \bar{y}) \in \text{gph} \Phi$. Then $\Phi$ is differentially regular at $(\bar{x}, \bar{y})$ if and only if its graph is strictly smooth at this point.

Proof. Because of the graph of $\Phi$ being a Lipschitzian manifold around $(\bar{x}, \bar{y})$, one can find a function $f: \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{n+m}$ strictly differentiable at $(\bar{x}, \bar{y})$ with $\det(\nabla f(\bar{x}, \bar{y})) = n + m$

and a function $g: \mathbb{R}^n \rightarrow \mathbb{R}^m$ Lipschitz continuous around the point $\bar{u} \in \mathbb{R}^n$ with $(\bar{u}, g(\bar{u})) = f(\bar{x}, \bar{y})$ such that

$$(3.4) \quad \text{gph} \Phi = f^{-1}(\text{gph} g)$$

in some neighborhood of $(\bar{x}, \bar{y})$, where $f^{-1}$ exists due to the classical inverse function theorem. Now considering the normal cones (2.1) to both sets in (3.4) and employing Corollary 2.12, we obtain the equality

$$(3.5) \quad N((\bar{x}, \bar{y})|\text{gph} \Phi) = (\nabla f(\bar{x}, \bar{y}))^* N((\bar{u}, g(\bar{u}))|\text{gph} g).$$

Taking the convex closure to both parts in (3.5), one has the same equality for the Clarke normal cones (2.2) to sets (3.4). It follows from (2.5) and (2.6) that $\Phi$ is differentially regular at $(\bar{x}, \bar{y})$ if and only if

$$N((\bar{x}, \bar{y})|\text{gph} \Phi) = N_C((\bar{x}, \bar{y})|\text{gph} \Phi).$$

By virtue of (3.5), the latter is equivalent to

$$N((\bar{u}, g(\bar{u}))|\text{gph} g) = N_C((\bar{u}, g(\bar{u}))|\text{gph} g)$$

which means that the function $g$ is differentially regular at $\bar{u}$. Therefore, the general case in Proposition 3.3 is reduced to the single-valued case in Corollary 3.2. \(\Box\)

The results obtained show that the coderivatives (2.5) and (2.6) are dramatically different (in dimensions!) for any multifunctions whose graphs are Lipschitzian manifolds around points under consideration. This is related to the fact that condition (3.2) implies the *strict smooth* property considered above, while its analogue in terms of the coderivative (2.6) completely characterizes the following *Lipschitzian* behavior of multifunctions.
The multifunction $\Phi: \mathbb{R}^n \Rightarrow \mathbb{R}^m$ with the closed graph is said to be pseudo-Lipschitzian around $(\bar{x}, \bar{y}) \in \text{gph} \Phi$ if there exist a neighborhood $U$ of $\bar{x}$, a neighborhood $V$ of $\bar{y}$, and a constant $l \geq 0$ such that

$$\Phi(x') \cap V \subset \Phi(x) + l\|x' - x\|B \quad \text{for any } x, x' \in U$$

where $B \subset \mathbb{R}^n$ is the unit closed ball. Observe that the pseudo-Lipschitzian property of $\Phi$ always implies the nonemptiness of the sets $\Phi(x)$ around $\bar{x}$; this follows from (3.6) when $x' = x$.

If for every compact set $V \subset \mathbb{R}^m$ there exist a neighborhood $U$ of $\bar{x}$ and a number $l \geq 0$ such that (3.6) holds, then the multifunction $\Phi$ is called sub-Lipschitzian around $\bar{x} \in \text{Dom} \Phi$. Finally, the multifunction $\Phi$ is called locally Lipschitzian around $\bar{x} \in \text{Dom} \Phi$ if there exist a neighborhood $U$ of $\bar{x}$ and a number $l \geq 0$ such that (3.6) is fulfilled with $V = \mathbb{R}^m$.

Observe that the latter locally Lipschitzian property coincides with the notion of Lipschitzness for multifunctions $\Phi: \mathbb{R}^n \Rightarrow \mathbb{R}^m$ treated as single-valued mappings from $\mathbb{R}^n$ into the space of all nonempty compact subsets of $\mathbb{R}^m$ with the Hausdorff metric on this space. Note also that both properties of pseudo-Lipschitzness, introduced by Aubin [1], and sub-Lipschitzness, introduced by Rockafellar [34], extend the locally (around $\bar{x}$) Lipschitzian behavior to the case of unbounded multifunctions. If $\Phi$ is single-valued around $\bar{x}$, then all three concepts under consideration are reduced to the classical locally Lipschitz continuity of vector functions.

Recall the multifunction $\Phi$ is said to be locally bounded around $\bar{x}$ if there is a neighborhood $U$ of $\bar{x}$ such that the set $\Phi(U)$ is bounded. The following assertions can be found in Rockafellar [34, Theorems 2.1 and 2.2].

**Proposition 3.4.** For any closed-graph multifunction $\Phi$ one has:

(i) $\Phi$ is sub-Lipschitzian around $\bar{x}$ if and only if $\Phi$ is pseudo-Lipschitzian around $(\bar{x}, \bar{y})$ for every point $\bar{y} \in \Phi(\bar{x})$;

(ii) $\Phi$ is locally Lipschitzian around $\bar{x}$ if and only if $\Phi$ is locally bounded and sub-Lipschitzian around this point.

Let us formulate a criterion for the pseudo-Lipschitzian property of multifunctions on which main results in this paper are based.

**Proposition 3.5.** Let $\Phi: \mathbb{R}^n \Rightarrow \mathbb{R}^m$ be a multifunction with the closed graph. Then $\Phi$ is pseudo-Lipschitzian around $(\bar{x}, \bar{y})$ if and only if

$$D^* \Phi(\bar{x}, \bar{y}) = \{0\}.$$ 

This result is proved in Mordukhovich [20, Theorem 5.4; 22, Theorem 5.7] by different ways. In [22, 23], one can find some other criteria for $\Phi$ being pseudo-Lipschitzian around $(\bar{x}, \bar{y})$ and also precise formulae for evaluating the exact bound of Lipschitz moduli $l$ in (3.6) expressed in terms of the coderivative (2.5). Using criterion (3.7), we obtain the following effective realization of the calculus rule in Proposition 2.6.

**Corollary 3.6.** Let $f: \mathbb{R}^n \rightarrow \mathbb{R}^m$ be a vector function continuous around $\bar{x}$ and let $\Phi: \mathbb{R}^n \Rightarrow \mathbb{R}^m$ be a multifunction of closed graph around $(\bar{x}, \bar{y}) \in \text{gph} \Phi$. Then one has

$$D^*(f + \Phi)(\bar{x}, f(\bar{x}) + \bar{y})(y^*) \subset D^* f(\bar{x})(y y^*) + D^* \Phi(\bar{x}, \bar{y})(y^*) \quad \forall y^* \in \mathbb{R}^m$$
if either \( f \) is Lipschitz continuous around \( \bar{x} \) or \( \Phi \) is pseudo-Lipschitzian around \((\bar{x}, \bar{y})\).

Proof. This follows from Propositions 2.6 and 3.5. \( \square \)

The next criteria for the sub-Lipschitzian and locally Lipschitzian properties of multifunctions follow directly from Propositions 3.4 and 3.5.

**Corollary 3.7.** For any closed-graph multifunction \( \Phi \) being sub-Lipschitzian around \( \bar{x} \), it is necessary and sufficient that

\[
D^*\Phi(\bar{x}, \bar{y})(0) = \{0\} \quad \text{for every} \quad \bar{y} \in \Phi(\bar{x}).
\]

If the multifunction \( \Phi \) is locally bounded around \( \bar{x} \), then condition (3.8) is necessary and sufficient for \( \Phi \) being locally Lipschitzian around this point.

Now employing Proposition 3.4 and Corollary 3.7 to the inverse multifunction

\[
\Phi^{-1}(y) := \{x \in \mathbb{R}^n : (x, y) \in \text{gph} \Phi\},
\]

one has the following characterizations.

**Corollary 3.8.** Let \( \Phi \) be a closed-graph multifunction and let \((\bar{x}, \bar{y}) \in \text{gph} \Phi\). Then:

(i) For the inverse (3.9) to be pseudo-Lipschitzian around \((\bar{y}, \bar{x})\), it is necessary and sufficient that

\[
\ker D^*\Phi(\bar{x}, \bar{y}) = \{0\}.
\]

(ii) For the inverse (3.9) to be sub-Lipschitzian around \( \bar{y} \), it is necessary and sufficient that

\[
\ker D^*(x, \bar{y}) = \{0\} \quad \text{for every} \quad x \in \Phi^{-1}(\bar{y}).
\]

(iii) Let, in addition, \( \Phi^{-1} \) be locally bounded around \( \bar{y} \). Then condition (3.11) is necessary and sufficient for multifunction (3.9) being locally Lipschitzian around this point.

Proof. This follows from Propositions 3.4 and 3.5 due to the relationship

\[
y^* \in D^*\Phi^{-1}(\bar{y}, \bar{x})(x^*) \Leftrightarrow -x^* \in D^*\Phi(\bar{x}, \bar{y})(-y^*). \quad \square
\]

**Remark 3.9.** If one changes criterion (3.10) to

\[
kern D^*\Phi(\bar{x}, \bar{y}) = \{0\}
\]

in terms of the Clarke coderivative (2.6), then the condition obtained is sufficient for the pseudo-Lipschitzian property of the inverse mapping \( \Phi^{-1} \) around \((\bar{y}, \bar{x})\). This version of the inverse mapping theorem has been first proved by Aubin [1, §3] and Rockafellar [34, §3]. Employing Proposition 3.1, we can observe that if the graph of \( \Phi \) is a Lipschitzian manifold of dimension \( n \) around \((\bar{x}, \bar{y})\), then condition (3.12) is far removed from the necessity of \( \Phi^{-1} \) being pseudo-Lipschitzian: it actually implies not only the pseudo-Lipschitzian but also smoothness property of the inverse mapping.

**Remark 3.10.** It is well known that the pseudo-Lipschitzian property of the inverse operator (3.9) is equivalent to the metric regularity and openness (at a linear rate) property of the multifunction \( \Phi \) itself; see [3, 22, 25]. Therefore,
provides a criterion for the mentioned properties of any closed-graph multifunction. We refer to the article [22] for more details about this and related topics.

The next useful result about the pseudo-Lipschitzian property of the composition of two Lipschitzian multifunctions follows from Rockafellar [34, Theorem 4.1].

**Proposition 3.11.** Let the multifunction \( \Phi : \mathbb{R}^n \to \mathbb{R}^m \) be given by
\[
\Phi(x) = \Phi_1(\Phi_0(x)) := \bigcup \{ \Phi_1(u) : u \in \Phi_0(x) \}
\]
where \( \Phi_0 : \mathbb{R}^n \to \mathbb{R}^k \) and \( \Phi_1 : \mathbb{R}^k \to \mathbb{R}^m \) are multifunctions of closed graph. For given \( (x, y) \in \text{gph} \Phi \), we assume that \( \Phi_0 \) is locally Lipschitzian around \( x \) and \( \Phi_1 \) is pseudo-Lipschitzian around any \( (u, y) \) with \( u \in \Phi_0(x) \cap \Phi_1^{-1}(y) \). Then the graph of \( \Phi \) is closed and \( \Phi \) is pseudo-Lipschitzian around \( (x, y) \).

Now let us consider again a class of monotone operators \( \Phi : \mathbb{R}^n \to \mathbb{R}^n \). As we mentioned above, the graph of any such \( \Phi \) is a Lipschitzian manifold around any point \( (\bar{x}, \bar{y}) \in \text{gph} \Phi \). Moreover, it turns out that if \( \Phi \) is pseudo-Lipschitzian around \( (\bar{x}, \bar{y}) \), then this multifunction is actually single-valued around \( \bar{x} \). The proof of the following assertion can be found in Dontchev and Hager [6, Proposition 5.1].

**Proposition 3.12.** Let \( \Phi \) be a monotone multifunction which is pseudo-Lipschitzian around \( (\bar{x}, \bar{y}) \). Then \( \Phi \) is single-valued (and Lipschitz continuous) in a neighborhood of \( \bar{x} \).

Consider some applications of results obtained in Propositions 3.1, 3.5, and 3.12 to the case subdifferential mappings for convex functions.

**Corollary 3.13.** Let \( \varphi : \mathbb{R}^n \to \mathbb{R} \) be a closed proper convex function with the subdifferential \( \partial \varphi \) in the sense of convex analysis and let \( \partial^2 \varphi(\bar{x}, \bar{y}) \) be its second order subdifferential (2.14) at \( \bar{x} \in \text{dom} \varphi \) relative to some \( \bar{y} \in \partial \varphi(\bar{x}) \). Then the condition
\[
(3.13) \quad \partial^2 \varphi(\bar{x}, \bar{y})(0) = \{0\}
\]
is necessary and sufficient for the function \( \varphi \) being continuously differentiable in some neighborhood of \( \bar{x} \) with the gradient mapping \( \nabla \varphi : \mathbb{R}^n \to \mathbb{R}^n \) being Lipschitz continuous around \( \bar{x} \).

**Proof.** According to definition (2.14), the second order condition (3.13) is equivalent to (3.7) for the subdifferential multifunction \( \Phi = \partial \varphi \). Using Proposition 3.5, we conclude that (3.13) is a criterion for \( \partial \varphi \) being pseudo-Lipschitzian around \( (\bar{x}, \bar{y}) \). Now employing Corollary 3.13, one can see that (3.13) is actually a criterion for the single-valuedness and Lipschitz continuity of \( \partial \varphi \) in some neighborhood of \( \bar{x} \) where \( \partial \varphi \equiv \nabla \varphi \).

**Corollary 3.14.** Let \( \varphi : \mathbb{R}^n \to \mathbb{R} \) be a closed proper convex function and let \( \partial^2 \varphi(\bar{x}, \bar{y}) \) be its Clarke second order subdifferential (2.17). Then the condition
\[
(3.14) \quad \partial^2 \varphi(\bar{x}, \bar{y})(0) = \{0\}
\]
implies that there exists a neighborhood of \( \bar{x} \) on which \( \varphi \) enjoys the following (classical) twice differentiability property: \( \varphi \) is continuously differentiable and its gradient mapping \( \nabla \varphi \) is strictly differentiable at \( \bar{x} \).

**Proof.** Condition (3.14) implies (3.13) and, due to the previous assertion, it ensures that \( \varphi \) is continuously differentiable around \( \bar{x} \). On the other hand, (3.14) coincides with (3.2) for the multifunction \( \Phi = \partial \varphi \). By virtue of Proposition 3.1, this condition implies that the gradient mapping \( \nabla \varphi \equiv \partial \varphi \) is strictly differentiable at \( \bar{x} \) which means the twice differentiability property of the function \( \varphi \).  \( \square \)

**Remark 3.15.** Condition (3.14) ensures that the Clarke normal cone to the graph of \( \partial \varphi \) at \((\bar{x}, \bar{y})\) is a linear subspace of dimension \( n \) in \( \mathbb{R}^{2n} \). The latter is in general equivalent to the graph of \( \partial \varphi \) being strictly smooth at \((\bar{x}, \bar{y})\); see Proposition 3.1. According to Rockafellar [35, §4], this property always implies that \( \varphi \) must be in fact twice differentiable in the sense of having a second order Taylor expansion at the point in question. The observation made excludes the possibility of using the Clarke normal cone in sensitivity analysis of variational inequalities and complementarity problems where \( \varphi \) is the indicator function of a convex set; see [34, Remark 3.13] and Remark 4.9 for more details.

## 4. Linear generalized equations

We begin this section with studying linear perturbed generalized equations of the form

\[
0 \in Az + p + Q(z)
\]

where \( z \in \mathbb{R}^n \) is a solution vector (decision variable), \( p \in \mathbb{R}^m \) is a parameter, \( A \in \mathbb{R}^{m \times n} \) is a fixed constant matrix, and \( Q: \mathbb{R}^n \to \mathbb{R}^m \) is an arbitrary multifunction of closed graph containing the point \((0, 0)\). Such linear generalized equations have some important applications (in particular, they arise naturally from optimality conditions for quadratic programming; see, e.g., [30]). Moreover, they can be treated as an appropriate approximation (linearization) of nonlinear generalized equations in a broad setting; see §5. In this way, the results obtained for linear generalized equations play a basic role for studying nonlinear generalized equations via such an approximation.

Let us consider the set of solutions

\[
\Gamma(p) := \{ z \in \mathbb{R}^n : 0 \in Az + p + Q(z) \}
\]

to the generalized equation (4.1) and let us study the dependence of the solution map \( \Gamma \) on the parameter \( p \). We are going to concentrate on the pseudo-Lipschitzian property of \( \Gamma \) around \((0, 0)\) which ensures, in particular, that sets (4.2) are nonempty for all \( p \) around 0.

Now we obtain a necessary and sufficient condition for the multifunction \( \Gamma: \mathbb{R}^m \to \mathbb{R}^n \) in (4.2) being pseudo-Lipschitzian around \((0, 0)\). For this purpose, let us introduce the adjoint generalized equation

\[
0 \in A^*y^* + D^*Q(0, 0)(y^*) \quad \text{for } y^* \in \mathbb{R}^m
\]

to (4.1) at \((0, 0)\) in terms of the adjoint (transposed) matrix \( A^* \) to \( A \) and the coderivative (adjoint mapping) (2.5) to \( Q \) at \((0, 0)\). We say that the adjoint equation (4.3) has only the trivial solution if

\[
[0 \in A^*y^* + D^*Q(0, 0)(y^*)] \Rightarrow y^* = 0.
\]
Theorem 4.1. For the solution map (4.2) to the linear generalized equation (4.1) being pseudo-Lipschitzian around \((0, 0)\), it is necessary and sufficient that the adjoint generalized equation (4.2) have only the trivial solution.

Proof. Let us consider the multivalued operator

\[(4.5) \quad L(z) := Az + Q(z)\]

and its inverse \(L^{-1}: \mathbb{R}^m \Rightarrow \mathbb{R}^n\). It is obvious that the values of the inverse multifunction to (4.5) can be represented in the form

\[L^{-1}(y) = \{z \in \mathbb{R}^n: 0 \in Az - y + Q(z)\},\]

i.e., \(L^{-1}(-p)\) coincides with \(\Gamma(p)\) in (4.2). Therefore, the pseudo-Lipschitzness of the solution map (4.2) around \((0, 0)\) is equivalent to the multifunction \(L\) in (4.5) having the pseudo-Lipschitzian inverse around this point. According to Corollary 3.8(i), the latter property holds if and only if

\[(4.6) \quad 0 \in D^*L(0,0)(y^*) = y^* = 0.\]

Using Corollary 2.7 for the coderivative of the sum in (4.5), one can conclude that (4.6) is equivalent to (4.4). This ends the proof of the theorem. \(\square\)

Now let us obtain effective representations of the Lipschitz stability criterion in Theorem 4.1 for some special classes of multifunctions \(Q\) in the perturbed generalized equation (4.1).

Corollary 4.2. Let the multifunction \(Q\) in (4.1) have the convex graph. Then the solution map (4.2) is pseudo-Lipschitzian around \((0, 0)\) if and only if

\[(4.7) \quad 0 \in \text{int}(\text{Im} L)\]

for the operator \(L\) in (4.5).

Proof. Using Proposition 2.5(i) for the representation of the coderivative \(D^*Q(0,0)(y^*)\) of the convex-graph multifunction \(Q\), one can reduce (4.4) to

\[(4.8) \quad \langle A^*y^*, z \rangle + \langle y^*, y \rangle \geq 0 \quad \forall (z, y) \in \text{gph} Q \Rightarrow y^* = 0.\]

Let us consider the expression in the brackets of (4.8). Because \(\langle A^*y^*, z \rangle = \langle y^*, Az \rangle\), this expression means that \(u = 0\) is an optimal solution to the convex minimization problem

\[
\text{minimize } \langle y^*, u \rangle \text{ subject to } u \in \text{Im} L.
\]

Using a well-known necessary and sufficient optimality condition for this problem, we can see that criterion (4.8) is equivalent to

\[
[-y^* \in N(0|\text{Im} L)] \Rightarrow y^* = 0.
\]

The latter holds if and only if condition (4.7) is fulfilled. \(\square\)

Note that (4.7) is the interiority condition in the Robinson-Ursescu theorem for the operator \(L\) in (4.5); cf. [2, §2.2]. Let us consider a special case of Corollary 4.2 when

\[(4.9) \quad Q(z) = \begin{cases} E & \text{for } z \in \Omega, \\ \emptyset & \text{otherwise} \end{cases}\]

with \(E \subset \mathbb{R}^m\) and \(\Omega \subset \mathbb{R}^n\). Denote \(A\Omega := \{y \in \mathbb{R}^m: y = Az \text{ for } z \in \Omega\}\).
Corollary 4.3. Let the multifunction $Q$ in (4.1) have form (4.9) where the sets $E$ and $\Omega$ are closed and convex. Then the solution map (4.2) to (4.1), (4.9) is pseudo-Lipschitzian around $(0,0)$ if and only if
\begin{equation}
0 \in \text{int}(A\Omega + E).
\end{equation}

Proof. One can see that the multifunction $Q$ in (4.9) has convex graph and condition (4.10) is equivalent to (4.7) for this $Q$. Therefore, Corollary 4.3 follows directly from Corollary 4.2. \qed

Now let us consider the case when the multifunction $Q$ in (4.1) is represented in the form
\begin{equation}
Q(z) := \{y \in \mathbb{R}^m : \theta(z, y) \in \Lambda\}
\end{equation}
where $\Lambda \subset \mathbb{R}^q$ is a closed set and where $\theta : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^q$ is an arbitrary vector function with $\theta(0,0) \in \Lambda$.

Corollary 4.4. Let the function $\theta$ in (4.11) be continuous around $(0,0)$. Then the condition
\begin{equation}
(A^*y^*, y^*) \in D^*\theta(0,0)(w^*) \& w^* \in N(\theta(0,0)|\Lambda)
\end{equation}
is sufficient for the solution map (4.2) to (4.1), (4.11) being pseudo-Lipschitzian around $(0,0)$. Moreover, if $\theta$ is strictly differentiable at $(0,0)$, then the condition
\begin{equation}
[(\nabla_y \theta(0,0)A - \nabla_z \theta(0,0))^*w^* = 0 \& w^* \in N(\theta(0,0)|\Lambda)]
\end{equation}
is necessary and sufficient for (4.2) being pseudo-Lipschitzian around $(0,0)$ when either
\begin{enumerate}
\item[(a)] $\nabla \theta(0,0)$ is quadratic ($q = n + m$) and nonsingular, or
\item[(b)] $\Lambda$ is regular at $\theta(0,0)$ and
\end{enumerate}
\begin{equation}
\text{Ker}(\nabla \theta(0,0))^* \cap N(\theta(0,0)|\Lambda) = \{0\}.
\end{equation}

Proof. According to the definition of the coderivative, one can represent criterion (4.4) for multifunction (4.11) in the form
\begin{equation}
[(A^*y^*, y^*) \in D^*\theta(0,0)(w^*) \& w^* \in N(\theta(0,0)|\Delta)] \Rightarrow y^* = 0
\end{equation}
where $\Delta := \{(z, y) \in \mathbb{R}^{n+m} : \theta(z, y) \in \Lambda\}$. Let us obtain a representation of the normal cone in (4.15) using Corollary 2.11. Due to this result, one has that criterion (4.15) is fulfilled if the following two conditions hold:
\begin{equation}
[(A^*y^*, y^*) \in D^*\theta(0,0)(w^*) \& w^* \in N(\theta(0,0)|\Lambda)] \Rightarrow y^* = 0.
\end{equation}
\begin{equation}
\text{Ker} D^*\theta(0,0) \cap N(\theta(0,0)|\Lambda) = \{0\}.
\end{equation}
Moreover, if $\theta$ is strictly differentiable at $(0,0)$ and (4.14) is fulfilled, then, according to Corollary 2.11, criterion (4.15) is equivalent to (4.13) in cases (a) or (b) of the assertion being proved. To finish the proof of this result, we observe that (4.12) holds in the general nonsmooth setting if and only if (4.16) and (4.17) are fulfilled simultaneously. \qed

Corollary 4.5. Let $\theta$ be Lipschitz continuous around $(0,0)$. Then the condition
\begin{equation}
[(A^*y^*, y^*) \in \partial -\langle w^*, \theta(0,0) \rangle \& w^* \in N(\theta(0,0)|\Lambda)] \Rightarrow w^* = 0
\end{equation}
ensures the pseudo-Lipschitzness of the solution map (4.2) to (4.1), (4.11) around (0, 0). This condition is automatically fulfilled if

\[(A^*y^*, y^*) \in (J\theta(0, 0))^*w^* \& w^* \in N(\theta(0, 0)|A)] \Rightarrow w^* = 0\]

in terms of the generalized Jacobian \(J\theta(0, 0) \subset \mathbb{R}^{q(n+m)}\).

**Proof.** If \(\theta\) is Lipschitz continuous around \((0,0)\), then (4.18) is equivalent to (4.12) by virtue of Proposition 2.8. Furthermore, condition (4.18) is always implied by (4.19) due to Corollary 2.9. \(\square\)

**Corollary 4.6.** Let \(\theta\) be strictly differentiable at \((0,0)\). Then the condition

\[(\nabla y\theta(0, 0)A - \nabla z\theta(0, 0))^*w^* = 0 \& w^* \in N(\theta(0, 0)|A)] \Rightarrow w^* = 0\]

is sufficient for the solution map (4.2) to (4.1), (4.11) being pseudo-Lipschitzian around \((0, 0)\). This condition is necessary and sufficient for the pseudo-Lipschitzian property of (4.2) if \(\text{rank}(\nabla y\theta(0, 0)) = q \leq m\) and \(A\) is regular at \((0,0)\).

**Proof.** The sufficiency part follows directly from (4.12). If \(\text{rank}(\nabla y\theta(0, 0)) = q\), then (4.13) is equivalent to (4.20) and (4.14) is fulfilled automatically. One can employ part (b) in Corollary 4.4. \(\square\)

Let us consider a special case of (4.1) when \(Q\) is represented in the classical form of inequality and equality constraints:

\[Q(z) := \{y \in \mathbb{R}^m : \theta_i(z, y) \leq 0 \text{ for } i = 1, \ldots, r \text{ and } \theta_i(z, y) = 0 \text{ for } i = r+1, \ldots, q\}\]

with smooth real-valued functions \(\theta_i\). Let \(\theta = (\theta_i)\),

\[(\nabla z\theta = \left(\frac{\partial \theta_i}{\partial z_j}\right), \quad \nabla y\theta = \left(\frac{\partial \theta_i}{\partial y_k}\right)\]

for \(i = 1, \ldots, q; \quad j = 1, \ldots, n; \quad k = 1, \ldots, m\),

and let \(c_i (i = 1, \ldots, q)\) be vector columns of the matrix

\[(4.23) \quad C := \nabla y\theta(0, 0)A - \nabla z\theta(0, 0).\]

The next assertion ensures the pseudo-Lipschitzian behavior of the solution map to (4.1), (4.21) under a generalized constraint qualification of the Mangasarian-Fromovitz type; cf. [27].

**Corollary 4.7.** Let the multifunction \(Q\) be represented in form (4.21) where \(\theta_i\) are strictly differentiable at \((0, 0)\). Then the constraint qualification condition

\[\lambda_1 c_1 + \lambda_2 c_2 + \cdots + \lambda_q c_q = 0 \Rightarrow \lambda_i = 0 \quad \text{for } i = 1, \ldots, q\]

if \(\lambda_i \geq 0\) and \(\lambda_i \theta_i(0, 0) = 0\) for \(i = 1, \ldots, r\)

with \(C\) in (4.23) is sufficient for the solution map (4.2) to (4.1), (4.21) being pseudo-Lipschitzian around \((0, 0)\). This condition is necessary and sufficient for the pseudo-Lipschitzness of (4.2) when the vectors \(\nabla y\theta_1(0, 0), \ldots, \nabla y\theta_q(0, 0)\) are linearly independent.

**Proof.** It is obvious that (4.21) is a special case of (4.11) with \(\theta = (\theta_1, \ldots, \theta_q)\) and with the regular (convex) set

\[(4.24) \quad \Lambda := \{(w_1, \ldots, w_q) \in \mathbb{R}^q : w_i \leq 0 \text{ for } i = 1, \ldots, r \text{ and } w_i = 0 \text{ for } i = r+1, \ldots, q\}.\]
One can easily compute the normal cone to (4.24) in the form
\[ N(\Theta(0,0)|A) = \{ w^* = (\lambda_1, \ldots, \lambda_q) \in \mathbb{R}^q : \lambda_i \geq 0 \] 
and \( \lambda_i \Theta_i(0,0) = 0 \) for \( i = 1, \ldots, r \).

Therefore, the results being proved for case (4.21) follow directly from Corollary 4.6. \( \square \)

Now we consider the setting when the multifunction \( Q \) in (4.1) is a subdifferential mapping for some extended-real-values function \( \varphi : \mathbb{R}^n \to \mathbb{R} \), i.e.,
\begin{equation}
Q(z) := \begin{cases} 
\partial^2 \varphi(z) & \text{if } |\varphi(z)| < \infty, \\
\emptyset & \text{otherwise}
\end{cases}
\end{equation}
in terms of the subdifferential (2.13). This includes, in particular, the cases of variational inequalities and complementarity problems when \( \varphi(z) = \delta(z, \Omega) \) is the indicator function of some convex set \( \Omega \); see §1. Theorem 4.1 implies the following criterion of the Lipschitzian stability for such generalized equations stated in terms of the second order subdifferential (2.14).

**Corollary 4.8.** Let the multifunction \( Q \) be represented in the subdifferential form (4.25). Then the condition
\begin{equation}
[0 \in A^*y^* + \partial^2 \varphi(0,0)(y^*)] \Rightarrow y^* = 0
\end{equation}
is necessary and sufficient for the solution map (4.2) to (4.1), (4.25) being pseudo-Lipschitzian around \( (0,0) \).

**Proof.** Note that the set-valued mapping (4.25) has closed graph for any extended-real-valued function \( \varphi \), due to the robustness property of the subdifferential (2.13); see Remark 2.4. For such multifunctions \( Q \), conditions (4.4) and (4.26) are equivalent by virtue of Definition (2.14). Therefore, the assertion being proved follows from Theorem 4.1. \( \square \)

**Remark 4.9.** If one replaces the coderivative (2.5) in (4.4) by the Clarke coderivative (2.6), then the condition obtained
\begin{equation}
[0 \in A^*y^* + D^c \varphi(0,0)(y^*)] \Rightarrow y^* = 0
\end{equation}
is reduced to Rockafellar’s sufficient condition for (4.2) being pseudo-Lipschitzian around \( (0,0) \); cf. [34, Corollary 3.12]. In particular, if \( Q \) is the subdifferential mapping for a convex function \( \varphi \), then the Clarke coderivative in (4.27) is reduced to (2.17) and coincides with the second order derivative of \( \varphi \) employed by Aubin [1] in his applications to sensitivity analysis of convex minimization problems.

It turns out that the sufficient condition (4.27) is much more restrictive than criterion (4.4) and does not hold for a broad class of generalized equations important for applications. In particular, if \( m = n \) and the graph of \( Q \) happens to be a Lipschitzian manifold of dimension \( n \) around \( (0,0) \) (this is always the case when (4.1) is a variational inequality), then the Clarke normal cone \( N_C((0,0)|\text{gph } Q) \) is always a linear subspace \( S \) having dimension at least \( n \); see Proposition 3.1 above summarizing results in Rockafellar [35]. But in this setting the sufficient condition (4.27) easily implies that dimension of \( S \) is exactly \( n \) and the graph of \( Q \) must be strictly smooth at \( (0,0) \); see again Proposition 3.1 and also [34, Remark 3.13]. Moreover, if \( Q = \partial \varphi \) with a closed
proper convex function on $\mathbb{R}^n$, then the latter property corresponds to some second order differentiability of $\varphi$ which is very close to the classical contents; see [35, §4] for more details. Therefore, condition (4.27) stated in terms of the Clarke normal case cannot actually cover the case of variational inequalities and complementarity problems where $\varphi$ is the indicator function of some convex set. In contrast to this, criterion (4.26) does not require any special properties of $\varphi$ and allows us to provide an effective sensitivity analysis of the problems under consideration. Now consider a typical example of employing criterion (4.26) in the framework of perturbed variational inequalities.

Example 4.10. Considering the following perturbed variational inequality

\begin{equation}
\text{(4.28) find } z \geq 0 \text{ s.t. } (az + p)(\omega - z) \geq 0 \text{ for all } \omega \geq 0,
\end{equation}

we can see that (4.28) is equivalent to the linear generalized equation (4.1) with $z \in \mathbb{R}$, $A = a$, and

\begin{equation}
\text{(4.29) } Q(z) = \partial \varphi(z) = \begin{cases} 0 & \text{if } z > 0, \\ \mathbb{R}_- & \text{if } z = 0, \\ \emptyset & \text{if } z < 0. \end{cases}
\end{equation}

for the indicator convex function $\varphi(z) := \delta(z, \Omega)$ with $\Omega := \mathbb{R}_+$. Let us compute

\begin{equation}
D^*Q(0, 0)(u) = \{v \in \mathbb{R}: (v, -u) \in N((0, 0)|\text{gph } Q)\}
\end{equation}

for the multifunction $Q$ in (4.29) with nonconvex graph

\begin{equation}
\text{gph } Q = \{(z, y) \in \mathbb{R}^2: z \geq 0, y \leq 0 \& zy = 0\}.
\end{equation}

One easily has that $N((0, 0)|\text{gph } Q) = \{(v, u) \in \mathbb{R}^2: v \leq 0, u \geq 0\}$ and

\begin{equation}
D^*Q(0, 0)(u) = \begin{cases} 0 & \text{if } u > 0, \\ \mathbb{R} & \text{if } u = 0, \\ \mathbb{R}_- & \text{if } u < 0. \end{cases}
\end{equation}

Putting the result to the adjoint generalized equation (4.3) for (4.28), we can conclude that this equation has only the trivial solution if and only if $a > 0$. According to Theorem 4.1 (or Corollary 4.8), the condition obtained is necessary and sufficient for the pseudo-Lipschitzness of the solution map to perturbed variational inequality (4.28) at $(0, 0)$. Note that

\begin{equation}
N((0, 0)|\text{gph } Q) = \mathbb{R}^2 \text{ and } D^*Q(0, 0)(u) \equiv \mathbb{R}
\end{equation}

for $Q$ in (4.29), i.e., condition (4.27) carries no information about the Lipschitzian stability of (4.28).

Now let us consider the following class of linear generalized equations with nonlinear additive parameters:

\begin{equation}
\text{(4.30) } 0 \in Az + h(p) + Q(z)
\end{equation}

where $A$ and $Q$ are the same as in (4.1) and $h: \mathbb{R}^k \to \mathbb{R}^m$ is a continuous vector function of the parameter $p$ such that $h(0) = 0$. The corresponding set of solutions to (4.30) is

\begin{equation}
\Sigma(p) := \{z \in \mathbb{R}^n: 0 \in Az + h(p) + Q(z)\}.
\end{equation}
We study the pseudo-Lipschitz behavior of the solution map (4.31) around the points \((p, 0)\) with 
\[
p \in P := h^{-1}(0) = \{ p \in \mathbb{R}^k : h(p) = 0 \}.
\]
Note that such points satisfy (4.30).

**Theorem 4.11.** (i) If the function \(h\) is locally Lipschitzian around some \(p \in P\), then condition (4.4) is sufficient for (4.31) being pseudo-Lipschitzian around \((p, 0)\). Conversely if the inverse multifunction \(h^{-1}\) is locally bounded around 0 and 
\[
\ker D^*h(p) = \{0\} \quad \forall p \in P,
\]
then condition (4.4) is necessary for (4.31) being pseudo-Lipschitzian around any \((p, 0)\) with \(p \in P\).

(ii) If \(h\) is Lipschitz continuous around \(p = 0\) and its inverse admits a single-valued Lipschitz continuous selection \(\gamma(v) \in h^{-1}(v)\) with \(\gamma(0) = 0\) in some neighborhood of \(v = 0\) (in particular, \(h\) is a locally Lipschitzian homeomorphism around 0), then condition (4.4) is necessary and sufficient for (4.31) being pseudo-Lipschitzian around \((0, 0)\).

**Proof.** Let us prove (i). Along with (4.30), we consider the original generalized equation (4.1) with the linear parameter \(v = p\). One can observe the interrelation 
\[
\Sigma(p) = \Gamma(h(p))
\]
between the solution map (4.31) to (4.30) and the solution map (4.2) to (4.1) with the parameter \(v\). If the function \(h\) is locally Lipschitz around some point \(p \in P\) and \(\Gamma\) is pseudo-Lipschitzian around \((0, 0)\), then the multifunction \(\Sigma\) will be pseudo-Lipschitzian around \((p, 0)\) according to Proposition 3.11 with a single-valued and Lipschitz continuous internal function. Therefore, criterion (4.4), ensuring the pseudo-Lipschitzness of the multifunction (4.2) around \((0, 0)\) by virtue of Theorem 4.1, provides a sufficient condition for the pseudo-Lipschitzness of the solution map (4.31).

Let us prove the necessity part in assertion (i) of the theorem. If condition (4.32) is fulfilled and the inverse mapping \(h^{-1}\) is locally bounded around 0, then this multifunction will be nonempty-compact-valued and Lipschitzian in some neighborhood of 0 by virtue of Corollary 3.8(iii). In this setting we have the representation 
\[
\Gamma(v) = \Sigma(h^{-1}(v))
\]
around \(v = 0\) and can employ Proposition 3.11 for the case of locally Lipschitzian internal multifunction. According to this proposition, the pseudo-Lipschitzness of \(\Sigma\) around any \((p, 0)\) with \(p \in P\) and the locally Lipschitzness of \(h^{-1}\) around 0 imply the pseudo-Lipschitzness of \(\Gamma\) in (4.2) around \((0, 0)\). Due to Theorem 4.1, the latter means that condition (4.4) must be fulfilled.

Now we prove (ii). The sufficiency part in (ii) follows from (i) as \(p = 0\). For proving the necessity in (ii), let us consider a neighborhood \(U\) of \(p = 0\) where the solution map (4.31) satisfies the pseudo-Lipschitzian property around \((0, 0)\). Taking the Lipschitzian selection \(\gamma\) of \(h^{-1}\), one can find neighborhood \(V\) of \(v = 0\) such that \(\gamma(V) \subset U\) and 
\[
\Gamma(v) = \Sigma(\gamma(v)) \quad \text{for} \quad v \in V.
\]
Employing Proposition 3.11, again we conclude that $\Gamma$ in (4.2) is a pseudo-Lipschitzian multifunction around $(0, 0)$. Therefore, condition (4.4) is fulfilled. This ends the proof of the theorem. □

Remark 4.12. One can see that the two assertions in Theorem 4.11 are independent even in the case when $\overline{\mathcal{P}} = \{0\}$. Indeed, in this case the condition (4.32) is equivalent to the multifunction $h^{-1}$ being Lipschitz continuous around 0 in the Hausdorff metric. But this does not imply the existence of a locally Lipschitzian selection (see, e.g., [2, §9.4]). Conversely, simple examples show that the existence of a Lipschitzian selection does not ensure the Lipschitzian or pseudo-Lipschitzian properties of multifunctions. Both assertions in Theorem 4.11 are equivalent if $h$ is a locally Lipschitzian homeomorphism around 0. Note that a necessary and sufficient condition for the latter property has been recently found by Kummer [14] in terms of Thibault's generalized directional derivative of $h$ [38]. This condition implies (4.32) as $p = 0$.

Due to Proposition 2.8, one can reduce (4.32) to
$$[0 \in \partial^- (y^*, h)(p)] \Rightarrow y^* \quad \forall p \in \overline{\mathcal{P}}$$
when $h$ is Lipschitz continuous around $p \in \overline{\mathcal{P}}$. The latter condition holds automatically if every matrix belonging to the generalized Jacobian $Jh(p)$ has maximal rank, i.e.,
$$\text{rank}(Jh(p)) = m \leq k \quad \forall p \in \overline{\mathcal{P}}. \tag{4.33}$$
For $m = k$ in (4.33), we obtain the following concretization of Theorem 4.11.

Corollary 4.13. Let $h : \mathbb{R}^k \rightarrow \mathbb{R}^k$ be Lipschitz continuous around $p = 0$ and let every matrix belonging to the generalized Jacobian $Jh(0)$ be nonsingular. Then condition (4.4) is necessary and sufficient for the solution map (4.31) to be pseudo-Lipschitzian around $(0, 0)$.

Proof. If (4.33) is fulfilled for $p = 0$ with $m = k$, then, according to the inverse function theorem of Clarke [4, Theorem 7.1.1], the Lipschitz continuous function $h$ admits a single-valued and locally Lipschitzian inverse around 0. We meet all the assumptions in both assertions of Theorem 4.11. □

According to Corollaries 4.2–4.8, the results obtained imply various sufficient conditions as well as necessary and sufficient conditions for the pseudo-Lipschitzian property of the solution map (4.31) in the cases of special representations of the multifunction $Q$.

5. Nonlinear smooth generalized equations

In this section we study the nonlinear perturbed generalized equations
$$0 \in f(p, z) + Q(z) \tag{5.1}$$
depending on a parameter $p \in \mathbb{R}^k$ where $f : \mathbb{R}^k \times \mathbb{R}^n \rightarrow \mathbb{R}^m$ is smooth in the decision variable $z$. In what follows we assume that $Q : \mathbb{R}^n \Rightarrow \mathbb{R}^m$ is an arbitrary multifunction of closed graph, the function $f$ is continuous around the given point $(\overline{p}, \overline{z})$ and $-f(\overline{p}, \overline{z}) \in Q(\overline{z})$. Let us consider the solution map
$$\Sigma(p) := \{z \in \mathbb{R}^n : 0 \in f(p, z) + Q(z)\} \tag{5.2}$$
and study the pseudo-Lipschitzian property of (5.2) around the point \((\overline{p}, \overline{z})\) satisfying (5.1). Following Robinson [28, 29], we define the linear generalized equation

\[
0 \in f(\overline{p}, \overline{z}) + \nabla_z f(\overline{p}, \overline{z})(z - \overline{z}) - y + Q(z)
\]

depending on a linear parameter \(y \in \mathbb{R}^m\) and call (5.3) the linearization of (5.1) at the point \((\overline{p}, \overline{z})\). One can see that the set of solutions

\[
\Gamma(y) := \{z \in \mathbb{R}^n : 0 \in f(\overline{p}, \overline{z}) + \nabla_z f(\overline{p}, \overline{z})(z - \overline{z}) - y + Q(z)\}
\]

to the linearized equation (5.3) coincides with the value \(L^{-1}(y)\) of the inverse multifunction to the operator

\[
L(z) := f(\overline{p}, \overline{z}) + \nabla_z f(\overline{p}, \overline{z})(z - \overline{z}) + Q(z).
\]

Some relationships between Lipschitzian properties of the solution maps (5.2) and (5.4) have been studied in [6, 28, 29]. In [28], Robinson obtained conditions under which the so-called upper Lipschitzian property of (5.4) implies the same property of the solution map (5.2). Another paper of Robinson [29] contains conditions ensuring the single-valuedness and locally Lipschitzness of (5.2) provided that the solution map to the linearized equation enjoys these properties. In the recent paper [6], Dontchev and Hager have proved, employing a contractive mapping principle for multifunctions, that the pseudo-Lipschitzian property of the solution map (5.4) induces such a property for (5.2) in general settings. This allows us to obtain effective sufficient conditions for (5.2) to be pseudo-Lipschitzian using the pseudo-Lipschitzian criteria for linear generalized equations in §4.

In the following theorem we assume that \(f\) is strictly differentiable in \(z\) at \((\overline{p}, \overline{z})\), i.e.,

\[
\lim_{\substack{z, z' \to \overline{z} \\ p \to \overline{p}}} \left[ \frac{f(p, z) - f(p, z') - \nabla_z f(\overline{p}, \overline{z})(z - z')}{{\|z - z'\|}} \right] = 0.
\]

It happens, in particular, when \(f\) is differentiable in \(z\) around \((\overline{p}, \overline{z})\) and \(\nabla_z f\) is continuous in both \(p\) and \(z\) at this point. Recall also that \(f\) is said to be locally Lipschitzian in \(p\) uniformly in \(z\) around \((\overline{p}, \overline{z})\) if there exist a number \(l \geq 0\) and neighborhoods \(U\) of \(\overline{p}\) and \(V\) of \(\overline{z}\) such that

\[
\|f(p, z) - f(p', z)\| \leq l\|p - p'\|
\]

for any \(p, p' \in U\), and \(z \in V\).

**Theorem 5.1.** Let \(f\) be strictly differentiable in \(z\) at \((\overline{p}, \overline{z})\) and let it be locally Lipschitzian in \(p\) uniformly in \(z\) around this point. Then the solution map (4.2) is pseudo-Lipschitzian around \((\overline{p}, \overline{z})\) if the adjoint generalized equation

\[
0 \in (\nabla_z f(\overline{p}, \overline{z}))^* y^* + D^* Q(\overline{z}, -f(\overline{p}, \overline{z}))(y^*)
\]

has only the trivial solution \(y^* = 0\).

**Proof.** It follows from [6, Theorem 4.1] that, under the assumptions imposed on \(f\), the pseudo-Lipschitzness of multifunction (5.4) around \((0, \overline{z})\) implies the pseudo-Lipschitzness of the solution map (5.2) around \((\overline{p}, \overline{z})\). Employing
Theorem 4.1 and using an elementary representation of the coderivative (2.5) for the multifunction

$$\Phi(z) := f(\bar{p}, z) + Q(x + \bar{z})$$

at \((0, 0)\), one can easily conclude that the condition

$$0 \in (\nabla_z f(\bar{p}, z))^* y^* + D^* Q(\bar{z}, -f(\bar{p}, z))(y^*) \Rightarrow y^* = 0$$

is necessary and sufficient for (5.4) being pseudo-Lipschitzian around \((0, \bar{z})\). Therefore, (5.7) provides a sufficient condition for the pseudo-Lipschitzness of the solution map (5.2) around \((\bar{p}, \bar{z})\). □

Now we obtain some corollaries of Theorem 4.1 based on Corollaries 4.2–4.8 of Theorem 4.1 for the linearized equation (5.3).

**Corollary 5.2.** Let \(f\) satisfy the assumptions in Theorem 5.1 and let \(Q\) in (5.1) have convex graph. If condition (4.7) is fulfilled for the operator \(L\) in (5.5), then the solution map (5.2) is pseudo-Lipschitzian around \((J, \bar{z})\).

**Proof.** This follows from Theorem 5.1 by virtue of Corollary 4.2 for the linearized operator \(L\) in (5.5). □

**Corollary 5.3.** Let \(f\) satisfy the assumptions in Theorem 5.1 and let \(Q\) be represented in form (4.9) with some closed and convex sets \(E\) and \(\Omega\). Then the condition

$$0 \in \text{int}\{f(\bar{p}, z) + \nabla_z f(\bar{p}, z)(\Omega - \bar{z}) + E\}$$

is sufficient for the solution map (5.2) to (5.1), (4.9) to be pseudo-Lipschitzian around \((\bar{p}, \bar{z})\).

**Proof.** This follows from Theorem 5.1 due to Corollary 5.3 for the linear generalized equation (5.3). □

Note that (5.8) is the Robinson regularity condition first introduced and utilized in [27] for the case of \(E\) being a convex cone.

**Corollary 5.4.** Let \(f\) satisfy the assumptions in Theorem 5.1 and let \(Q\) admit representation (4.11) where \(\Lambda \in \mathbb{R}^q\) is a closed set and \(\theta : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^q\) is a vector function continuous around the point \((\bar{z}, -f(\bar{p}, \bar{z}))\) with \(\theta(\bar{z}, -f(\bar{p}, \bar{z})) \in \Lambda\). Then:

(i) The condition

$$[((\nabla_z f(\bar{p}, \bar{z}))^* y^*, y^*) \in D^* \theta(\bar{z}, -f(\bar{p}, \bar{z}))(w^*) \& w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))[\Lambda]) \Rightarrow w^* = 0 \& y^* = 0$$

is sufficient of the solution map (5.2) to (5.1), (4.11) to be pseudo-Lipschitzian around \((\bar{p}, \bar{z})\).

(ii) If \(\theta\) is Lipschitz continuous around \((\bar{z}, -f(\bar{p}, \bar{z}))\), then the sufficient condition (5.9) is equivalent to

$$[((\nabla_z f(\bar{p}, \bar{z}))^* y^*, y^*) \in \partial^- (w^*, \theta)(\bar{z}, -f(\bar{p}, \bar{z})) \& w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))[\Lambda]) \Rightarrow w^* = 0$$

which is automatically fulfilled when

$$[((\nabla_z f(\bar{p}, \bar{z}))^* y^*, y^*) \in (J_\theta(\bar{z}, -f(\bar{p}, \bar{z})))^* w^* \& w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))[\Lambda]) \Rightarrow w^* = 0$$

in terms of the generalized Jacobian of \(\theta\) at \((\bar{z}, -f(\bar{p}, \bar{z}))\).
(iii) If $\theta$ is strictly differentiable at $(\bar{z}, -f(\bar{p}, \bar{z}))$, then the sufficient condition (5.10) is equivalent to

$$[(\nabla_y \theta(\bar{z}, -f(\bar{p}, \bar{z}))\nabla_z f(\bar{p}, \bar{z}) - \nabla_z \theta(\bar{z}, -f(\bar{p}, \bar{z})))^* w^* = 0 \& w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))(\Lambda))] \Rightarrow w^* = 0$$

which is automatically fulfilled when

$$\text{rank}(\nabla_y \theta(\bar{z}, -f(\bar{p}, \bar{z}))\nabla_z f(\bar{p}, \bar{z}) - \nabla_z \theta(\bar{z}, -f(\bar{p}, \bar{z}))) = q.$$  

Proof. Assertion (i) follows from Theorem 5.1 and the sufficiency part in Corollary 4.4 for (5.3). Assertions (ii) and (iii) follow from Propositions 2.6 and 2.5(ii) respectively. □

Let us obtain a specification of assertion (iii) in Corollary 5.4 for the classical representation (4.21) of the multifunction $Q$ in (5.1). Using notation (4.22), we consider the matrix

$$C := \nabla_y \theta(\bar{z}, -f(\bar{p}, \bar{z}))\nabla_z f(\bar{p}, \bar{z}) - \nabla_z \theta(\bar{z}, -f(\bar{p}, \bar{z}))$$

and denote by $c_i$ ($i = 1, \ldots, q$) its vector columns.

**Corollary 5.5.** Let $f$ satisfy the assumptions in Theorem 5.1 and let $Q$ admit representation (4.21) with real-valued functions $\theta_i$ strictly differentiable at $(\bar{z}, -f(\bar{p}, \bar{z}))$. Then the condition

$$[\lambda_1 c_1 + \lambda_2 c_2 + \cdots + \lambda_q c_q = 0] \Rightarrow \lambda_i = 0 \quad \text{for } i = 1, \ldots, q$$

if $\lambda_i \geq 0$ and $\lambda_i \theta_i(\bar{z}, -f(\bar{p}, \bar{z})) = 0$ for $i = 1, \ldots, r$

with the matrix $C$ in (5.13) is sufficient for the solution map (5.2) to (5.1), (4.21) to be pseudo-Lipschitzian around $(\bar{p}, \bar{z})$.

Proof. This follows from assertion (iii) in Corollary 5.4 for $\Lambda$ as in (4.24). □

**Corollary 5.6.** Let $f$ satisfy the assumptions in Theorem 5.1 and let $Q$ be the subdifferential mapping (4.25) with an extended-real-valued function $\varphi$. Then the condition

$$[0 \in (\nabla_z f(\bar{p}, \bar{z}))^* y^* + \partial^2 \varphi(\bar{z}, -f(\bar{p}, \bar{z}))(y^*)] \Rightarrow y^* = 0$$

is sufficient for the solution map (5.2) to (5.1), (4.25) to be pseudo-Lipschitzian around $(\bar{p}, \bar{z})$.

Proof. This follows from Theorem 5.1 and Corollary 4.8 for (5.3). □

**Remark 5.7.** The sufficient condition in Theorem 5.1 for the solution map (5.2) to be pseudo-Lipschitzian around $(\bar{p}, \bar{z})$ has been obtained in Mordukhovich [23, Theorem 5.8] under the assumption that $f$ is strictly differentiable at $(\bar{p}, \bar{z})$ with respect to both variables $(p, z)$. This was proved by reducing the generalized equation (5.1) to a general constraint system in [23] without reference to the linearized equation (5.3). Using the procedure in this section, we remove the smoothness assumption for $f$ with respect to $p$ in the sufficient condition (5.7). On the other hand, the approach in [23] allows us to single out general settings when (5.7) is a necessary and sufficient condition for the pseudo-Lipschitzness of (5.2) while $f$ is smooth in $(p, z)$. If $f$ may be nonsmooth in $p$ but it is separated with respect to $(p, z)$, i.e.,

$$f(p, z) = b(z) + h(p),$$
then another setting when (5.7) is a necessary and sufficient condition for the pseudo-Lipschitzness of (5.2) can be obtained by using the procedure in the proof of Theorem 4.11. The next theorem summarizes all the results in this direction.

**Theorem 5.8.** (i) Condition (5.7) is necessary and sufficient for the solution map (5.2) to the generalized equation (5.1) to be pseudo-Lipschitzian around \((\bar{p}, \bar{z})\) if one of the following groups of assumptions (H1)-(H3) holds:

(H1) \(f\) is strictly differentiable in \((p, z)\) at the point \((\bar{p}, \bar{z})\) and the matrix \(\nabla_p f(\bar{p}, \bar{z})\) is quadratic and nonsingular, i.e., \(\text{rank}(\nabla_p f(\bar{p}, \bar{z})) = m = k\);

(H2) \(f\) is strictly differentiable in \((p, z)\) at \((\bar{p}, \bar{z})\), \(\text{rank}(\nabla_p f(\bar{p}, \bar{z})) = m < k\), and \(Q\) is differentially regular at \((\bar{z}, -f(\bar{p}, \bar{z}))\);

(H3) \(f\) is represented in the form (5.16) where \(b\) is strictly differentiable at \(\bar{z}\) while \(h\) is Lipschitz continuous around \(\bar{p}\) and its inverse \(h^{-1}\) admits a single-valued Lipschitz continuous selection around \(h(\bar{p})\) passing through \((h(\bar{p}), \bar{p})\) (in particular, \(h\) is a locally Lipschitzian homeomorphism around \(\bar{p}\)).

(ii) Suppose that the following hypothesis is fulfilled:

(H4) \(f\) admits representation (5.16) where \(b\) is strictly differentiable at \(\bar{z}\), \(h\) is Lipschitz continuous around any point \(p\) with \(h(p) = h(\bar{p})\), the inverse multifunction \(h^{-1}\) is locally bounded around \(h(\bar{p})\) and assumption (4.32) holds with

\[
\overline{P} := h^{-1}(h(\bar{p})) = \{p \in \mathbb{R}^k : h(p) = h(\bar{p})\}.
\]

Then condition (5.7) is necessary and sufficient for the solution map (5.2) to be pseudo-Lipschitzian around any point \((p, \bar{z})\) with \(p \in \overline{P}\).

**Proof.** Assertion (i) under hypotheses (H1) and (H2) follows directly from [23, Theorem 5.8]. The sufficiency parts in (i) and (ii) in the case of representation (5.16) are implied by Theorem 5.1. For proving the necessity of (5.7) for the pseudo-Lipschitzness of (5.2) under hypotheses (H3) and (H4), let us consider the generalized equation

\[
0 \in b(z) + v + Q(z)
\]

with the linear additive parameter \(v \in \mathbb{R}^m\). One can observe that the function \(f(z, v) := b(z) + v\) satisfies (H1) at the point \((h(\bar{p}), \bar{z})\). Therefore, condition (5.7) is necessary and sufficient for the pseudo-Lipschitzian property of the solution map to (5.17) at \((h(\bar{p}), \bar{z})\). Now using the same arguments as in the proof of Theorem 4.11, we conclude that (5.7) is a necessary condition for the pseudo-Lipschitzian property of (5.2) around the corresponding points under assumptions (H3) and (H4) respectively. \(\square\)

The results obtained allow us to establish the equivalence between the pseudo-Lipschitzness of the solution maps to the nonlinear generalized equation (5.1) and its linearization (5.3) under the assumptions in Theorem 5.8.

**Corollary 5.9.** (i) Let one of the assumption groups (H1)-(H3) be fulfilled. Then the solution map (5.2) to the nonlinear generalized equation (5.1) is pseudo-Lipschitzian around \((\bar{p}, \bar{z})\) if and only if the solution map (5.4) to the linearized equation (5.3) is pseudo-Lipschitzian around \((0, \bar{z})\).
(ii) Let \((H4)\) be fulfilled. Then for the pseudo-Lipschitzian property of the solution map \((5.2)\) to \((5.2), (5.16)\) around any point \((p, z)\) with \(h(p) = h(\bar{p})\), it is necessary and sufficient that the solution map to the linearized equation \((5.3), (5.16)\) be pseudo-Lipschitzian around \((0, z)\).

Proof. This follows from Theorems 5.8, 4.1, and 4.11 which provide the same criteria for the pseudo-Lipschitzness of the solution maps to the initial and linearized generalized equations under the assumptions made. □

Let us single out a special case of the results obtained when both \((H3)\) and \((H4)\) are fulfilled with \(P = \{p\}\) in \((H4)\).

Corollary 5.10. Let \(f\) admit representation \((5.16)\) where \(b\) is continuous differentiable around \(\bar{z}\) and \(h\) is Lipschitz continuous around \(\bar{p}\) with

\[
\text{rank}(Jh(\bar{p})) = m = k
\]

in terms of generalized Jacobian of \(h\) at \(\bar{p}\). Then condition \((5.7)\) is necessary and sufficient for the solution map \((5.2)\) to be pseudo-Lipschitzian around \((\bar{p}, \bar{z})\) which is equivalent to the pseudo-Lipschitzian property of the solution map \((5.4)\) around \((0, \bar{z})\).

Proof. According to Clarke [4, Theorem 7.1], condition \((5.18)\) implies that \(h\) is a Lipschitzian homeomorphism around \(h(\bar{p})\), i.e., the fulfillment of \((H3)\). On the other hand, \((5.18)\) implies \((4.32)\) with \(P = \{p\}\). Therefore, the results being proved follow from both assertions in Theorem 5.8 and Corollary 5.9. □

Note that Clarke's condition \((5.18)\) can be replaced in Corollary 4.10 by a more general Kummer condition [14] providing a criterion for \(h\) to be a locally Lipschitzian homeomorphism around \(\bar{p}\). Both Clarke's and Kummer's conditions imply the main assumption \((4.32)\) in \((H4)\) with \(P = \{p\}\). Note also that hypotheses \((H3)\) and \((H4)\) are independent even in the case of \(P = \{p\}\); see Remark 4.12.

Now we obtain some effective necessary and sufficient conditions for the pseudo-Lipschitzian property of the solution map to the nonlinear generalized equation \((5.1)\) with the multifunction \(Q\) of special structure. For convenience of the statements, we simplify \((H4)\) assuming that \(P = \{p\}\). In this case the conclusions in both assertions (i) and (ii) of Theorem 5.8 and Corollary 5.9 coincide.

Corollary 5.11. Let \(f\) in \((5.1)\) satisfy one of the hypotheses \((H1)-(H3)\) or \((H4)\) with \(P = \{p\}\) and let \(Q\) have convex graph. Then condition \((4.7)\) with the operator \(L\) in \((5.5)\) is necessary and sufficient for the solution map \((5.2)\) to be pseudo-Lipschitzian around \((\bar{p}, \bar{z})\).

Proof. This follows from Corollaries 5.9 and 4.2 for the linearized generalized equation \((5.3)\). □

Corollary 5.12. Let \(f\) in \((5.1)\) satisfy one of the hypotheses \((H1)-(H3)\) or \((H4)\) with \(P = \{p\}\) and let \(Q\) admit representation \((4.9)\) with some closed and convex sets \(E\) and \(\Omega\). Then condition \((5.8)\) is necessary and sufficient for the solution map \((5.2)\) to be pseudo-Lipschitzian around \((\bar{p}, \bar{z})\).

Proof. This follows from Corollaries 5.9 and 4.3 for the linearized generalized equation \((5.3)\). □
Corollary 5.13. Let $f$ in (5.1) satisfy one of the hypotheses (H1)-(H3) or (H4) with $\overline{P} = \{\overline{p}\}$ and let $Q$ admit representation (4.11) where $\theta: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^q$ is strictly differentiable at $(\overline{z}, -f(\overline{p}, \overline{z}))$. Then the condition
\begin{equation}
(5.19) \quad [(\nabla_y \theta(\overline{z}, -f(\overline{p}, \overline{z})) \nabla_x f(\overline{p}, \overline{z}) - \nabla_x \theta(\overline{z}, -f(\overline{p}, \overline{z})))^* w^* = 0 \& w^* \in N(\theta(\overline{z}, -f(\overline{p}, \overline{z}))|\Lambda)] \Rightarrow \nabla_y \theta(\overline{z}, -f(\overline{p}, \overline{z})))^* w^* = 0
\end{equation}
is necessary and sufficient for the solution map (5.2) to be pseudo-Lipschitzian around $(\overline{p}, \overline{z})$ when either
(a) $\nabla \theta(\overline{z}, -f(\overline{p}, \overline{z}))$ is quadratic ($q = n + m$) and nonsingular, or
(b) $\Lambda$ is regular at $\theta(\overline{z}, -f(\overline{p}, \overline{z}))$
and
\begin{equation}
(5.20) \quad \text{Ker}(\nabla \theta(\overline{z}, -f(\overline{p}, \overline{z})))^* \cap N(\theta(\overline{z}, -f(\overline{p}, \overline{z}))|\Lambda) = \{0\}.
\end{equation}
Proof. This follows from Remark 4.9 and Corollary 4.4 for the linearized equation (5.3) when $\theta$ is strictly differentiable at $(\overline{z}, -f(\overline{p}, \overline{z}))$. □

Corollary 5.14. Let $f$ and $Q$ satisfy the general assumptions of Corollary 5.12 with $\Lambda$ regular at $\theta(\overline{z}, -f(\overline{p}, \overline{z}))$. If
\begin{equation}
(5.21) \quad \text{rank}(\nabla_y \theta(\overline{z}, -f(\overline{p}, \overline{z}))) = q \leq m,
\end{equation}
then condition (5.12) is necessary and sufficient for the pseudo-Lipschitzian property of the solution map (5.2) around $(\overline{p}, \overline{z})$.
Proof. If (5.21) is fulfilled, then (5.19) is equivalent to (5.12) while (5.20) holds automatically. Therefore, the result follows from Corollary 5.12 (cf. also Corollary 4.6). □

Let us formulate a necessary and sufficient condition for the pseudo-Lipschitzness of the solution map to (5.1) when $Q$ admits the classical representation (4.21). Consider the matrix $C$ in (5.13) and denote by $c_i$ ($i = 1, \ldots, q$) its vector columns.

Corollary 5.15. Let $f$ in (5.1) satisfy the assumptions in Corollary 5.14 and let $Q$ admit representation (4.21) with real-valued functions $\theta_i$ strictly differentiable at $(\overline{z}, -f(\overline{p}, \overline{z}))$. If vectors
\[ \nabla_y \theta_1(\overline{z}, -f(\overline{p}, \overline{z})), \nabla_y \theta_2(\overline{z}, -f(\overline{p}, \overline{z})), \ldots, \nabla_y \theta_q(\overline{z}, -f(\overline{p}, \overline{z})) \]
are linearly independent, then condition (5.14) with the matrix $C$ in (5.13) is necessary and sufficient for (5.2) to be pseudo-Lipschitzian around $(\overline{p}, \overline{z})$.
Proof. This follows from Corollary 5.14 when $\Lambda$ is defined by (4.24); cf. also Corollary 4.7. □

The next assertion contains a criterion of the Lipschitzian stability for the generalized equation (5.1) in the case when $Q$ is the subdifferential mapping (4.25). This includes the cases of nonlinear variational inequalities and complementarity problems; see §7 for further considerations.

Corollary 5.16. Let $f$ in (5.1) satisfy one of the hypotheses (H1)-(H3) or (H4) with $\overline{P} = \{\overline{p}\}$ and let $Q$ be a subdifferential mapping of the form (4.25) with an extended-real-valued function $\varphi$. Then condition (5.15) is necessary and sufficient for the solution map (5.2) to be pseudo-Lipschitzian around $(\overline{p}, \overline{z})$.
Proof. This follows from Corollaries 5.9 and 4.8 for the linearized generalized equation (5.3). □
Now we consider a special case of the generalized equation (5.1) when \( Q(z) \equiv \{0\} \). The solution map (5.2) to such a generalized equation is reduced to
\[
(5.22) \quad \Sigma(p) = \{ z \in \mathbb{R}^n : f(p, z) = 0 \}.
\]
This means that \( \Sigma(p) \) is actually an implicit mapping defined by the equation \( f(p, z) = 0 \). In contrast to the classical implicit function theorem and its recent generalizations (see, e.g., Robinson [31] and references therein), we consider here a general setting when the mapping \( \Sigma \) may be multivalued, i.e., (5.22) defines an implicit multifunction. The next result contains a general sufficient condition for the pseudo-Lipschitzian property of the implicit multifunction (5.22) and provides some additional assumptions when the condition obtained is necessary and sufficient for this property.

**Theorem 5.17.** (i) Let \( f \) satisfy the assumptions in Theorem 5.1 at a point \((p, z)\) with \( f(p, z) = 0 \). Then the condition
\[
(5.23) \quad \text{rank}(\nabla_z f(p, z)) = m \leq n
\]
is sufficient for the implicit multifunction (5.22) to be pseudo-Lipschitzian around \((p, z)\).

(ii) Condition (5.23) is necessary and sufficient for the pseudo-Lipschitzian property of (5.22) in the following two cases:
(a) \( f \) is strictly differentiable in \((p, z)\) at the point \((p, z)\) and \( \text{rank}(\nabla_p f(p, z)) = m \leq k \);
(b) \( f \) admits representation (5.16) and satisfies hypothesis (H3) in Theorem 5.8.

(iii) If \( f \) admits representation (5.16) and satisfies hypothesis (H4) in Theorem 5.8, then condition (5.23) is necessary and sufficient for the implicit multifunction (5.22) to be pseudo-Lipschitzian around any point \((p, z)\) with \( h(p) = -b(z) \).

**Proof.** Assertion (i) follows directly from Theorem 5.1 when \( Q(z) \equiv \{0\} \). In case (a) assertion (ii) is implied by assertion (i) in Theorem 5.8 under hypotheses (H1) and (H2). In case (b) this assertion follows from (i) in Theorem 5.8 under hypothesis (H3). Assertion (iii) follows from (ii) in Theorem 5.8 where \( \bar{P} = \{ p \in \mathbb{R}^k : h(p) = -b(z) \} \).

Note that (5.23) can be referred to the classical Ljusternik-Graves surjectivity condition; see [2]. Therefore, the results obtained ensure that this condition is not only sufficient for the pseudo-Lipschitzian property of implicit multifunctions but also necessary for such a property in a broad setting.

### 6. Nonsmooth Generalized Equations

In this section we consider the nonlinear generalized equation (5.1) without any assumptions about smoothness of \( f \) in the decision variable \( z \) or in the parameter \( p \). We study the pseudo-Lipschitzian property of the solution map (5.2) for such a class of nonsmooth generalized equations where \( f \) admits a strong approximation in the sense of Robinson [31]. This assumption allows us to develop the procedure from the previous section and obtain effective sufficient conditions for the Lipschitzian stability of (5.1) in terms of the coderivative (2.5) for \( f \) and \( Q \).
Following [31], we say that the function $g: \mathbb{R}^n \to \mathbb{R}^m$ strongly approximates $f$ in $z$ at $(\bar{p}, \bar{z})$ if for each $\varepsilon > 0$ there exist neighborhoods $U$ of $\bar{z}$ and $V$ of $\bar{p}$ such that whenever $z, z' \in U$, and $p \in V$ one has

$$||[f(p, z) - g(z)] - [f(p, z') - g(z')]|| \leq \varepsilon ||z - z'||. \tag{6.1}$$

This definition actually means that the difference $f(p, z) - g(z)$ is strictly differentiable in $z$ at $(\bar{p}, \bar{z})$ with the derivative of zero, though neither $f$ nor $g$ is assumed to be differentiable in any sense. Moreover, if $g_1$ strongly approximates $f$, then the function $g_1 + g_2$ has the same property for any $g_2: \mathbb{R}^n \to \mathbb{R}^m$ strictly differentiable at $\bar{z}$ with $\nabla g_2(\bar{z}) = 0$.

Let us observe that any function $f$ in the separable form (5.16) admits a strong approximation in $z$ at any $(\bar{p}, \bar{z})$. Indeed, such a strong approximation is provided by the function $g(z) := b(z)$ which satisfies (6.1) with $\varepsilon = 0$.

If $g$ strongly approximates $f$ in $z$ at $(\bar{p}, \bar{z})$, then employing Corollary 2.7 to the difference

$$\gamma(z) := f(\bar{p}, z) - g(z)$$

with $\nabla \gamma(\bar{z}) = 0$, we obtain

$$D^*_z f(\bar{p}, \bar{z})(y^*) = D^* g(\bar{z})(u^*) \quad \forall y^* \in \mathbb{R}^m \tag{6.2}$$

for any strong approximation $g$, where $D^*_z f(\bar{p}, \bar{z})$ means the coderivative (2.5) of the vector function $z \to f(\bar{p}, z)$ at $\bar{z}$. If $f(\bar{p}, \cdot)$ is Lipschitz continuous around $\bar{z}$ and $\partial^- \langle y^*, f(\bar{p}, \bar{z}) \rangle$ means the subdifferential (2.13) of the function $z \to \langle y^*, f(\bar{p}, z) \rangle$ at $\bar{z}$, then (6.2) implies

$$\partial^- \langle y^*, f(\bar{p}, \bar{z}) \rangle = D^* (\gamma)(\bar{z}) \quad \forall y^* \in \mathbb{R}^m \tag{6.3}$$
due to Proposition 2.8. Now using Corollary 2.9, one easily has

$$\partial^- \langle y^*, f(\bar{p}, \bar{z}) \rangle \subset (J_z f(\bar{p}, \bar{z}))^* y^* = (D g(\bar{z}))^* y^* \quad \forall y^* \in \mathbb{R}^m \tag{6.4}$$

where $J_z f(\bar{p}, \bar{z})$ means the generalized Jacobian of the vector function $z \to f(\bar{p}, z)$ at $\bar{z}$.

Let $f$ be strictly differentiable in $z$ at $(\bar{p}, \bar{z})$. Using (6.1) and the definition of strict derivative, one can easily see that the function

$$g(z) := f(\bar{p}, z) + \nabla_z f(\bar{p}, \bar{z})(z - \bar{z})$$

strongly approximates $f$ in $z$ at $(\bar{p}, \bar{z})$. Note that there are other strong approximations $g$ of $f$ in $z$ at this point but all of them are strictly differentiable at $\bar{z}$ with

$$\nabla g(\bar{z}) = \nabla_z f(\bar{p}, \bar{z}). \tag{6.6}$$

It is easy to get examples where nonsmooth functions $f$ admit strong approximations which must also be nonsmooth. In particular, if $f$ is strictly differentiable in $z$ at $(\bar{p}, \bar{z})$ and $\theta: \mathbb{R}' \to \mathbb{R}^n$ is locally Lipschitzian around $\bar{w}$ with $\theta(\bar{w}) = \bar{z}$, then the composite function

$$\psi(p, w) := f(p, \theta(w))$$

has a strong approximation in $w$ at $(\bar{p}, \bar{w})$; cf. [31, Proposition 2.5]. If $f$ has the so-called strong partial $B$-derivative $D_z f(\bar{p}, \bar{z})$ in $z$ at $(\bar{p}, \bar{z})$, then the function

$$f(\bar{p}, \bar{z}) + D_z f(\bar{p}, \bar{z})(z - \bar{z})$$
provides a strong approximation of \( f \) in \( z \) at (\( \bar{p}, \bar{z} \)); see [10, 26, 31] for more details.

The following result ensures a general sufficient condition for the pseudo-Lipschitzian property of the solution set to the nonsmooth generalized equation (5.1).

**Theorem 6.1.** Let \( f \) be locally Lipschitzian in \( p \) uniformly in \( z \) around the point (\( \bar{p}, \bar{z} \)) satisfying (5.1) and let \( f \) admit a strong approximation in \( z \) at (\( \bar{p}, \bar{z} \)). Assume that either \( f(\bar{p}, \cdot) \) is Lipschitz continuous around \( \bar{z} \) or \( Q \) is pseudo-Lipschitzian around (\( \bar{z}, -f(\bar{p}, \bar{z}) \)), i.e.,

\[
D^*Q(\bar{z}, -f(\bar{p}, \bar{z}))(0) = \{0\}.
\]

Then the condition

\[
0 \in D^*_f(\bar{p}, \bar{z})(y^*) + D^*Q(\bar{z}, -f(\bar{p}, \bar{z}))(y^*) \Rightarrow y^* = 0
\]

is sufficient for the solution map (5.2) to be pseudo-Lipschitzian around (\( \bar{p}, \bar{z} \)).

**Proof.** Let \( g \) be some strong approximation of \( f \) in \( z \) at (\( \bar{p}, \bar{z} \)) which exists according to the assumptions. Note that \( g \) has to be Lipschitz continuous around \( \bar{z} \) if \( f(\bar{p}, \cdot) \) possesses this property. Using this strong approximation, we consider the approximate generalized equation

\[
0 \in g(z) - y + Q(z)
\]

and its solution map

\[
\Gamma(y) := \{z \in \mathbb{R}^n : 0 \in g(z) - y + Q(z)\}
\]

depending on the linear parameter \( y \in \mathbb{R}^m \). Denoting \( \bar{y} = g(\bar{z}) - f(\bar{p}, \bar{z}) \), one can see that (\( \bar{y}, \bar{z} \)) satisfies the approximate generalized equation (6.8). According to Dontchev and Hager [6, Theorem 4.1], the pseudo-Lipschitzian property of (6.9) around (\( \bar{y}, \bar{z} \)) implies, under the assumptions made, the same property of the solution map (5.2) around (\( \bar{p}, \bar{z} \)). It is obvious that for each \( y \) the set \( \Gamma(y) \) in (6.9) coincides with the value of the inverse mapping \( L^{-1}(y) \) to the multifunction

\[
L(z) := g(z) + Q(z).
\]

Therefore, the pseudo-Lipschitzian property of \( \Gamma \) around (\( \bar{y}, \bar{z} \)) actually means that multifunction (6.10) has the pseudo-Lipschitzian inverse around this point. By virtue of Corollary 3.8(i), it is equivalent to the condition

\[
0 \in D^*L(\bar{z}, \bar{y})(y^*) \Rightarrow y^* = 0
\]

in terms of the coderivative (2.5) for multifunction (6.10). Now using Corollary 3.6 for representing the coderivative of the sum in (6.10), one can see that, under the assumptions made, (6.11) is automatically fulfilled if

\[
0 \in D^*g(\bar{z})(y^*) + D^*Q(\bar{z}, -f(\bar{p}, \bar{z}))(y^*) \Rightarrow y^* = 0.
\]

But due to (6.2), the latter condition coincides with (6.7) which is, therefore, a sufficient condition for the solution map (5.2) to be pseudo-Lipschitzian around (\( \bar{p}, \bar{z} \)). \( \square \)

**Remark 6.2.** If \( f \) is strictly differentiable in \( z \) at the point (\( \bar{p}, \bar{z} \)), then it always admits the strong approximation (6.5). Taking this approximation in
Theorem 6.1, we can see that the result obtained implies Theorem 5.1 in the previous section. Let us observe that any other strong approximation $g$ of such a function $f$ provides the same result in Theorem 6.1 because one always has property (6.6). The advantage of the smooth case in §5 consists in proving the necessity of the sufficient condition obtained for the solution set (5.2) being pseudo-Lipschitzian around $(\bar{p}, \bar{z})$ under some additional assumptions. Using the procedure above, we cannot obtain any results in this direction without the strict differentiability property of $f$ in $z$ at $(\bar{p}, \bar{z})$.

Let us formulate a corollary of Theorem 6.1 for the case of separable functions (5.16) in the nonsmooth generalized equation (5.1) where the main assumption of the theorem is automatically fulfilled.

**Corollary 6.3.** Let $(\bar{p}, \bar{z})$ satisfy the separable generalized equation

\[(6.12) \quad 0 \in b(z) + h(p) + Q(z)\]

where both $b$ and $h$ are Lipschitz continuous around $\bar{z}$ and $\bar{p}$ respectively. Then the condition

\[(6.13) \quad [0 \in \partial^- \langle y^*, b(\bar{z}) \rangle + D^*Q(\bar{z}, -b(\bar{z}) - h(\bar{p}))(y^*)] \Rightarrow y^* = 0\]

is sufficient for the solution map (6.12) to be pseudo-Lipschitzian around $(\bar{p}, \bar{z})$.

**Proof.** It is obvious that the function $f(p, z) := b(z) + h(p)$ satisfies all the assumptions in Theorem 6.1 with the strong approximation $g(z) := b(z)$. For this $f$, condition (6.7) is reduced to (6.13). \(\square\)

Now we consider some corollaries of the Theorem 6.1 for the case of Lipschitzian functions $f$. One can immediately obtain their reformulations in the separable case (6.12). The following result is expressed in terms of the partial generalized Jacobian of $f$ in $z$.

**Corollary 6.4.** Let $f$ satisfy all the assumptions in Theorem 6.1. Then the condition

\[(6.14) \quad [0 \in J_zf(\bar{p}, \bar{z}) y^* + D^*Q(\bar{z}, -f(\bar{p}, \bar{z}))(y^*)] \Rightarrow y^* = 0\]

ensures the pseudo-Lipschitzian property of the solution map (5.2) around $(\bar{p}, \bar{z})$.

**Proof.** This follows from Theorem 6.1 by virtue of the inclusion in formula (6.4). \(\square\)

Let us obtain some effective concretizations of the results in Theorem 6.1 and Corollary 6.4 for multifunctions $Q$ of special structure.

**Corollary 6.5.** Let the multifunction $Q$ in (5.1) have convex graph and let the function $f$ satisfy all the assumptions in Theorem 6.1. For any matrix $A \in J_zf(\bar{p}, \bar{z})$ we consider the multivalued operator

\[L_A := f(\bar{p}, \bar{z}) + A(z - \bar{z}) + Q(z)\]

and assume that

\[(6.15) \quad 0 \in \text{int}(\text{Im } L_A) \quad \forall A \in J_zf(\bar{p}, \bar{z}).\]

Then the solution map (5.2) is pseudo-Lipschitzian around $(\bar{p}, \bar{z})$.

**Proof.** Considering (6.14), we take any matrix $A \in J_zf(\bar{p}, \bar{z})$ such that

\[(6.16) \quad 0 \in A^*y^* + D^*Q(\bar{z}, -f(\bar{p}, \bar{z}))(y^*).\]
Using Proposition 2.5(i) for the representation of the coderivative for the convex-graph multifunction $Q$ and taking into account that

$$\langle A^* y^*, z - z \rangle = \langle y^*, A(z - z) \rangle,$$

one can rewrite (6.16) in the equivalent form

$$\langle y^*, u \rangle \geq 0 \quad \text{for any } u \in \text{Im } L_A.$$

Similarly to the proof of Corollary 4.2, now we conclude that condition (6.15) is necessary and sufficient for the adjoint generalized equation (6.16) having the only trivial solution $y^* = 0$ when $A$ is an arbitrary matrix belonging to $J_z f(\bar{p}, \bar{z})$. Therefore, (6.15) implies (6.14) and provides a sufficient condition for the pseudo-Lipschitzian property of the solution map to the nonsmooth generalized equation (5.1) with a convex-graph multifunction $Q$. □

**Corollary 6.6.** Let $f$ satisfy all the assumptions in Theorem 6.1 and let $Q$ be represented in form (4.9) with some closed and convex sets $E$ and $\Omega$. Then the condition

$$0 \in \text{int} \{ f(\bar{p}, \bar{z}) + A(\Omega - z) + E \} \quad \forall A \in J_z f(\bar{p}, \bar{z})$$

is sufficient for the solution map (5.2) to be pseudo-Lipschitzian around $(\bar{p}, \bar{z})$.

**Proof.** This follows directly from Corollary 6.4. □

**Corollary 6.7.** Let $f$ satisfy all the assumptions in Theorem 6.1 and let $Q$ be represented in form (4.11) where $\Lambda \subset \mathbb{R}^q$ is a closed set and $\theta: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^q$ is a vector function continuous around the point $(\bar{z}, -f(\bar{p}, \bar{z}))$ with $\theta(\bar{z}, -f(\bar{p}, \bar{z})) \in \Lambda$. Then:

(i) The condition

$$[(0, 0) \in (\partial_{z}^{-}(y^*, f)(\bar{p}, \bar{z}), y^*) + D^* \theta(\bar{z}, -f(\bar{p}, \bar{z}))(w*) & w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))[\Lambda]) \Rightarrow w^* = 0 & y^* = 0$$

is sufficient for the solution map (5.2) to be pseudo-Lipschitzian around $(\bar{p}, \bar{z})$.

(ii) If $\theta$ is Lipschitz continuous around $(\bar{z}, -f(\bar{p}, \bar{z}))$, then the sufficient condition (6.17) is equivalent to

$$[(0, 0) \in (\partial_{z}^{-}(y^*, f)(\bar{p}, \bar{z}), y^*) + \partial^{-}(w^*, \theta)(\bar{z}, -f(\bar{p}, \bar{z})) & w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))[\Lambda]) \Rightarrow w^* = 0$$

which is automatically fulfilled when

$$[(0, 0) \in ((J_z f(\bar{p}, \bar{z}))^* y^*, y^*) + (J \theta(\bar{z}, -f(\bar{p}, \bar{z})))^* w^* & w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))[\Lambda]) \Rightarrow w^* = 0.$$

(iii) If $\theta$ is strictly differentiable at $(\bar{z}, -f(\bar{p}, \bar{z}))$, then the sufficient condition (6.19) is equivalent to

$$[0 \in (\nabla y \theta(\bar{z}, -f(\bar{p}, \bar{z})) J_z f(\bar{p}, \bar{z}) - \nabla z \theta(\bar{z}, -f(\bar{p}, \bar{z})))^* w^* & w^* \in N(\theta(\bar{z}, -f(\bar{p}, \bar{z}))[\Lambda]) \Rightarrow w^* = 0$$

which is automatically fulfilled when

$$\text{rank}(\nabla y \theta(\bar{z}, -f(\bar{p}, \bar{z})) J_z f(\bar{p}, \bar{z}) - \nabla z \theta(\bar{z}, -f(\bar{p}, \bar{z}))) = q \leq n.$$
Proof. First we prove (i). Let us obtain a representation of the coderivative (2.5) for the multifunction $Q$ of the form (4.11). Using the definition of the coderivative and Corollary 2.11, we have the inclusion

$$D^*Q(z, -f(p, z))(y^*) \subset \{ z^* \in \mathbb{R}^n : (z^*, -y^*) \in D^*\theta(z, -f(p, z))(w^*) \}$$

with $w^* \in N(\theta(z, -f(p, z))|\Lambda)$

under the condition

$$(6.23) \quad \text{Ker} D^*\theta(z, -f(p, z)) \cap N(\theta(z, -f(p, z))|\Lambda) = \{0\}.$$ 

Now one can easily see that if (6.17) holds, then (6.23) also holds and hence (6.17) implies (6.7) by virtue of representation (6.22). This proves assertion (i) in the corollary under consideration.

Under the Lipschitzian assumption in (ii), the equivalence between (6.17) and (6.18) follows from Proposition 2.8. Condition (6.19) always implies (6.18) due to the inclusion in formula (6.4).

If $\theta$ is strictly differentiable at $(z, -f(p, z))$, then

$$J\theta(z, -f(p, z)) = (\nabla_z \theta(z, -f(p, z)), \nabla_p \theta(z, -f(p, z)))$$

and (6.19) is reduced to (6.20) by elementary transformations. It is obvious that the rank condition (6.20) implies $w^* = 0$ due to the first part of (6.20).

The results obtained in Corollary 6.7 generalize the corresponding results in Corollaries 4.5, 5.5, and the sufficiency part of Corollary 4.4. Now we consider a special case of Corollary 6.7 where $Q$ admits the classical representation (4.21) with real-valued functions $\theta_i$ strictly differentiable at $(z, -f(p, z))$. Using notation (4.22), we define the family of matrices

$$(6.24) \quad C_A := \nabla_p \theta(z, -f(p, z)) A_0 - \nabla_z \theta(z, -f(p, z))$$

depending on the matrix parameter $A$. The following result provides a sufficient condition for the Lipschitzian stability of the nonsmooth system (5.1), (4.21) in a generalized form of the Mangasarian-Fromovitz constraint qualification.

**Corollary 6.8.** Let $f$ satisfy all the assumptions in Theorem 6.1 and let $Q$ be represented in the form (4.21) where the functions $\theta_i$ are strictly differentiable at $(z, -f(p, z))$ for all $i = 1, 2, \ldots, q$. Assume that for any $A \in J_z(p, z)$ the qualification condition (5.14) is fulfilled where $(c_1, c_2, \ldots, c_q)$ are the vector columns of the matrix $C_A$ in (6.24). Then the solution map (5.2) to (5.1), (4.21) is pseudo-Lipschitzian around $(\bar{p}, \bar{z})$.

**Proof.** This follows from assertion (iii) in Corollary 6.7 for the case of $\Lambda$ having the form (4.24).

Now let us consider a general setting when the multifunction $Q$ is represented in the subdifferential form (4.25) which covers the case of nonsmooth variational inequalities. In this setting, Theorem 6.1 implies the following nonsmooth extensions of the corresponding results in Corollaries 4.8 and 5.6.

**Corollary 6.9.** Let $f$ satisfy all the assumptions in Theorem 6.1 and let $Q$ be the subdifferential mapping (4.25) generated by an extended-real-valued function
Then the solution map \( \phi \) is pseudo-Lipschitzian around \((\overline{p}, \overline{z})\) if the relationship

\[
0 \in \partial_{\overline{z}} (y^*, f)(\overline{p}, \overline{z}) + \partial^2 \varphi(\overline{z}, -f(\overline{p}, \overline{z}))(y^*) \Rightarrow y^* = 0
\]

holds. It happens, in particular, when one has

\[
0 \in (J_z f(p, z))^* y^* + \partial^2 \varphi(\overline{z}, -f(\overline{p}, \overline{z}))(y^*) \Rightarrow y^* = 0.
\]

**Proof.** This follows from Theorem 6.1 and Corollary 6.4 due to the definition of the second order subdifferential (2.14).

**Remark 6.10.** Let us compare the conditions obtained in Theorem 6.1 and its corollaries with the corresponding results in Mordukhovich [23]. It is proved in [23, Corollary 5.2] that if \( f \) is Lipschitz continuous in both variables \((p, z)\) around \((\overline{p}, \overline{z})\) and \( \text{pr}_z \partial^- (y^*, f)(\overline{p}, \overline{z}) \) denotes the projection of the subdifferential \( \partial^- (y^*, f)(\overline{p}, \overline{z}) \subset R^k \times R^n \) on the space \( R^n \), then the condition

\[
0 \in \text{pr}_z \partial^- (y^*, f)(\overline{p}, \overline{z}) + \partial^2 Q(\overline{z}, -f(\overline{p}, \overline{z}))(y^*) \Rightarrow y^* = 0
\]

is sufficient for the solution map \((5.2)\) being pseudo-Lipschitzian around \((\overline{p}, \overline{z})\). This condition is satisfied a fortiori when

\[
0 \in (\text{pr}_z J f(p, z))^* y^* + \partial^2 Q(\overline{z}, -f(\overline{p}, \overline{z}))(y^*) \Rightarrow y^* = 0
\]

in terms of the projection of the generalized Jacobian \( J f(\overline{p}, \overline{z}) \subset R^{mk} \times R^{mn} \) on \( R^{mn} \); see [23, Corollary 5.3]. By virtue of Proposition 2.8, the sufficient condition \((6.7)\) in Theorem 6.1 is equivalent to

\[
0 \in \partial_{\overline{z}}^- (y^*, f)(\overline{p}, \overline{z})(y^*) + \partial^2 Q(\overline{z}, -f(\overline{p}, \overline{z}))(y^*) \Rightarrow y^* = 0
\]

in the case of Lipschitzian functions \( f \). Now employing Corollaries 2.13 and 2.14, one can conclude that the sufficient conditions in Theorem 6.1 and Corollary 6.4 imply, respectively, \((6.27)\) and \((6.28)\). Moreover, these two pairs of conditions coincide for the separable generalized equations \((6.12)\); it follows from the equality case in Corollaries 2.13 and 2.14. Observe, however, that the conditions in [23] are proved without any assumptions about the existence of a strong approximation of \( f \) in \( z \). Therefore, the results in Theorem 6.1 and Corollary 6.4 strengthen the corresponding results in [23] when \( f \) admits a strong approximation in \( z \) at \((\overline{p}, \overline{z})\) (in particular, for smooth generalized equations in \( \S 5 \)). In a general nonsmooth setting, these two groups of results are independent. Note that in [23, Theorem 5.1] one can find a sufficient condition for the solution map \((5.2)\) to be pseudo-Lipschitzian around \((\overline{p}, \overline{z})\) in the case when \( f \) is merely continuous in \((p, z)\) around this point. This condition is expressed in terms of the coderivative of \( f \) in both \((p, z)\) having a form different from \((6.7), (6.27), \) and \((6.29)\); cf. condition \((7.3)\).

**Remark 6.11.** Following the schemes in proving Corollaries 6.6–6.8, one can obtain the corresponding corollaries of the sufficient conditions \((6.27)\) and \((6.29)\) for the special classes of multifunctions \( Q \). In these results, the sets \( \partial^- (y^*, f)(\overline{p}, \overline{z}) \) and \( J_z f(\overline{p}, \overline{z}) \) are changed to \( \text{pr}_z \partial^- (y^*, f)(\overline{p}, \overline{z}) \) and \( \text{pr}_z J f(\overline{p}, \overline{z}) \), respectively.

To conclude this section, we consider a special case of Theorem 6.1 with \( Q(z) \equiv \{0\} \). In this situation, the solution map \((5.2)\) is reduced to the implicit multifunction \((5.22)\) defined by the equation \( f(p, z) = 0 \) with a nonsmooth function \( f \).
Corollary 6.12. Let \( f \) be locally Lipschitzian in \( p \) uniformly in \( z \) around the point \((\bar{p}, \bar{z})\) with \( f(\bar{p}, \bar{z}) = 0 \) and let \( f \) admit a strong approximation in \( z \) at \((\bar{p}, \bar{z})\). Then the implicit multifunction (5.22) is pseudo-Lipschitzian around \((\bar{p}, \bar{z})\) if
\[
\text{Ker} D_z^* f(\bar{p}, \bar{z}) = \{0\}.
\]
If \( f(\bar{p}, \cdot) \) is Lipschitz continuous around \( \bar{z} \), then (6.30) is equivalent to
\[
\text{Ker} \partial^- (\cdot, f)(\bar{p}, \bar{z}) = \{0\}
\]
which is automatically fulfilled when
\[
\text{rank}(J_z f(\bar{p}, \bar{z})) = m \leq n.
\]

Proof. This follows directly from Theorem 6.1 and Corollary 6.4 when \( Q(z) \equiv \{0\} \).

Remark 6.13. Condition (6.31) always implies that
\[
[0 \in \text{pr}_z \partial^- (y^*, f)(\bar{p}, \bar{z})] \Rightarrow y^* = 0.
\]
In Mordukhovich [23, Corollary 4.14], the latter condition is proved to be sufficient for the pseudo-Lipschitzness of the implicit multifunction (5.22) when \( f \) is Lipschitz continuous in both \((p, z)\) around \((\bar{p}, \bar{z})\) but may not admit a strong approximation in \( z \). Moreover, condition (6.32) for such \( f \) with \( m = n \) ensures not only Lipschitzness but also (locally) single-valuedness of the implicit mapping in (5.22); see Clarke [4, §7]. Note that Kummer [13] obtained a necessary and sufficient condition for the implicit mapping (5.22) to be single-valued and Lipschitz continuous around \( \bar{p} \) in the case of Lipschitzian functions \( f \). Some other results in this direction are considered in the next section under different assumptions about \( f \).

Remark 6.14. We have studied the pseudo-Lipschitzian property of solution maps to generalized equations around the given point \((\bar{p}, \bar{z})\). If the conditions obtained are fulfilled for all points \( \bar{z} \) satisfying the corresponding generalized equations together with given \( \bar{p} \), then these results provide sufficient conditions (respectively, necessary and sufficient conditions) for the sub-Lipschitzian property of the solution maps around \( \bar{p} \). This follows from Proposition 3.4(i). If, in addition, the corresponding solution maps are locally bounded around \( \bar{p} \), then the conditions obtained ensure their classical locally Lipschitzian behavior around this point, due to Proposition 3.4(ii).

7. Monotone processes and variational inequalities

This concluding section is devoted to obtaining effective sufficient conditions ensuring the (locally) single-valuedness and Lipschitz continuity of the solution map to the generalized equation (5.1) around a given point \((\bar{p}, \bar{z})\) satisfying (5.1). We consider a general setting when the continuous function \( f: \mathbb{R}^k \times \mathbb{R}^n \to \mathbb{R}^n \) may be nonsmooth around \((\bar{p}, \bar{z})\) and the closed-graph multifunction \( Q \) is a monotone operator from \( \mathbb{R}^n \) into itself. This includes, in particular, the cases of nonsmooth variational inequalities and complementarity problems. If \( f \) happens to be strictly differentiable at \((\bar{p}, \bar{z})\), then the conditions obtained appear to be necessary and sufficient for the locally single-valuedness and Lipschitz continuity of the solution map (5.2) under some additional assumptions. In this way, we obtain, in particular, a necessary and
sufficient condition for Robinson's strong regularity property [29] in terms of the coderivative (2.5) of any monotone operator \( Q \) in the smooth generalized equation (5.1). The results obtained in this section are based on the previous conditions ensuring the pseudo-Lipschitzian property of the solution map and on the single-valuedness property of monotone operators in Proposition 3.12.

We say that the solution map (5.2) is locally single-valued and Lipschitz continuous around \((p, z)\) if there exist neighborhoods \(U\) of \(p\) and \(V\) of \(z\) as well as a Lipschitzian function \(\bar{z}: U \to V\) such that \(\bar{z}(p)\) is a unique solution in \(V\) to the generalized equation (5.1) for each \(p \in U\).

**Theorem 7.1.** Let \(f\) be locally Lipschitzian in \(p\) uniformly in \(z\) around the point \((p, z)\) satisfying (5.1) and let \(f\) admit a strong approximation in \(z\) at \((p, z)\) which is either positive or negative monotone simultaneously with the multifunction \(Q\). Assume that either \(f(p, \cdot)\) is Lipschitz continuous around \(z\) or \(Q\) is pseudo-Lipschitzian around \((z, -f(p, z))\). Then condition (6.7) is sufficient to the solution map (5.2) to be locally single-valued and Lipschitz continuous around \((p, z)\).

**Proof.** Let \(g\) be any strong approximation of \(f\) in \(z\) at \((p, z)\) satisfying the assumptions imposed. Considering the sum \(g + Q\) of two monotone operators, one can see that this sum is also monotone in the same direction. This easily implies the monotonicity property of the inverse operator \((g + Q)^{-1}\). Now let us consider the solution map (6.9) to the approximate generalized equation (6.8). It is obvious that values \(\Gamma(y)\) in (6.9) coincide with values of the inverse operator \((g + Q)^{-1}(y)\). Therefore, the solution map (6.9) is a monotone operator from \(\mathbb{R}^n\) into itself. According to the proof of Theorem 6.1, condition (6.7) ensures the pseudo-Lipschitzian property of (6.9) around the point \((g(z) - f(p, z), z)\).

Employing Proposition 3.12, we conclude that the monotone operator \(\Gamma\) in (6.9) is actually single-valued and Lipschitz continuous around the point \(\bar{y} := g(z) - f(p, z)\) with \(\Gamma(\bar{y}) = \{z\}\).

Now one can use the results in Robinson [29, 31] and Dontchev and Hager [6] about locally single-valued and Lipschitz continuous solutions to parametric generalized equations via the same properties of solutions to their strong approximations. The most general (to the best of our knowledge) result in this direction obtained in Dontchev and Hager [6, assertion 3 in Theorem 4.1]. They prove that, under the assumptions of Theorem 7.1, locally single-valuedness and Lipschitzness of the map \(\Gamma\) in (6.9) around \((\bar{y}, z)\) imply these properties of the solution map (5.2) around the point \((p, z)\). Therefore, condition (6.7) is sufficient for the "monotone" generalized equation (5.1) having the unique solution around \((p, z)\) with the Lipschitzian dependence on the parameter. \(\square\)

**Corollary 7.2.** Let all the assumptions in Theorem 7.1 be fulfilled with \(f(p, \cdot)\) being Lipschitz continuous around \(z\). Then condition (6.14), stated in terms of the partial generalized Jacobian of \(f\) in \(z\), is sufficient for locally uniqueness and Lipschitz continuity of the solution map to the generalized equation (5.1) around \((p, z)\).

**Proof.** This follows from Theorem 7.1 because (6.14) always implies (6.7) due to the inclusion in formula (6.4). \(\square\)

Now we obtain two corollaries of Theorem 7.1 for some cases when \(f\) automatically admits strong approximations in \(z\).
Corollary 7.3. Let $f$ be strictly differentiable in $z$ at $(\overline{p}, \overline{z})$ and let it be locally Lipschitzian in $p$ uniformly in $z$ around $(\overline{p}, \overline{z})$. Assume that $Q$ is positive (respectively, negative) monotone and the matrix $\nabla_z f(\overline{p}, \overline{z})$ is positive (negative) semidefinite with respect to $\text{Dom } Q$ in the sense that

$$\langle \nabla_z f(\overline{p}, \overline{z})u, u \rangle \geq 0 \ (\leq 0) \quad \text{for all } u \in \text{Dom } Q - \text{Dom } Q.$$ 

Then condition (5.7) is sufficient for the solution map (5.2) to be locally single-valued and Lipschitz continuous around $(\overline{p}, \overline{z})$.

Proof. If $f$ is strictly differentiable in $z$ at $(\overline{p}, \overline{z})$, then the function $g$ in (6.5) provides a strong approximation of $f$ in $z$ at this point. One can easily see that the single-valued operator $z \rightarrow f(\overline{p}, \overline{z}) + \nabla_z f(\overline{p}, \overline{z})(z - \overline{z})$ from $\mathbb{R}^n$ into itself is positive (negative) monotone on the domain of $Q$ if the matrix $\nabla_z f(\overline{p}, \overline{z})$ is positive (respectively, negative) semidefinite with respect to this set. Therefore, we meet all the assumptions in Theorem 7.1 where condition (6.7) is reduced to (5.7) in the smooth case under consideration. □

Corollary 7.4. Let $(\overline{p}, \overline{z})$ satisfy the separable generalized equation (6.12) where both $b$ and $h$ are Lipschitz continuous around $\overline{z}$ and $\overline{p}$ respectively. If $b$ is positive or negative monotone simultaneously with the multifunction $Q$, then condition (6.13) is sufficient for the solution map

$$\Sigma(p) := \{z \in \mathbb{R}^n : 0 \in b(z) + h(p) + Q(z)\}$$

(7.1) to (6.12) being locally single-valued and Lipschitz continuous around $(\overline{p}, \overline{z})$.

Proof. We meet all the assumptions in Theorem 7.1 with the function $g(z) = b(z)$ providing a strong approximation of $f$ in $z$ at $(\overline{p}, \overline{z})$. Condition (6.7) coincides with (6.13) for this case. □

Following the procedure in §§5 and 6, one can formulate the corresponding corollaries of Theorem 7.1 and Corollaries 7.2-7.4 for the cases when $Q$ admits one of the special structures considered above. Now we obtain a new result for the separable generalized equation (6.12) with an arbitrary multifunction $Q$ and a function $b$ being merely continuous around $\overline{z}$.

Theorem 7.5. Let $(\overline{p}, \overline{z})$ satisfy the separable generalized equation (6.12) where $b$ is continuous around $\overline{z}$ and $h$ is Lipschitz continuous around $\overline{p}$. If $b$ is either positive or negative monotone simultaneously with the multifunction $Q$, then the condition

$$[z^* \in (-D^*b(\overline{z})(y^*)) \cap D^*Q(\overline{z}, -b(\overline{z}) - h(\overline{p}))(y^*)] \Rightarrow y^* = 0 \ & z^* = 0$$

(7.2) is sufficient for the solution map (7.1) being locally single-valued and Lipschitz continuous around $(\overline{p}, \overline{z})$.

Proof. According to Mordukhovich [23, Theorem 5.1], the condition

$$[(p^*, -z^*) \in D^*(b + h)(\overline{p}, \overline{z})(y^*) \ & z^* \in Q(\overline{z}, -b(\overline{z}) - h(\overline{p}))(y^*)]$$

$$\Rightarrow p^* = 0, \ -z^* = 0 \ & y^* = 0$$

(3.3) ensures the pseudo-Lipschitzian property of the solution map (7.1) around $(\overline{p}, \overline{z})$ under the general assumptions in the theorem. One can easily see that

$$D^*b(\overline{p}, \overline{z})(y^*) = (0, D^*b(\overline{z})(y^*)) \quad \text{and} \quad D^*h(\overline{p}, \overline{z})(y^*) = (D^*h(\overline{p})(y^*), 0).$$
Now employing Corollary 3.6 to the sum $b + h$ where $h$ is Lipschitzian, we obtain
\[ D^*(b + h)(\bar{p}, \bar{z})(y^*) \subset (\partial^- (y^*, h)(\bar{p}), D^*b(\bar{z})(y^*)). \]
Therefore, condition (7.2) implies (7.3), thus ensuring the pseudo-Lipschitzian behavior of the solution map (7.1) around $(\bar{p}, \bar{z})$. It is clear that this condition is also sufficient for the pseudo-Lipschitzian property of the multifunction
\[ \Gamma(v) := \{ z \in \mathbb{R}^n : 0 \in b(z) - v + Q(z) \} \]
around $(h(\bar{p}), \bar{z})$. The latter multifunction is the solution map to the auxiliary generalized equation $0 \in b(z) - v + Q(z)$ with the linear additive parameter $v \in \mathbb{R}^n$. Under the monotonicity assumptions made in the theorem, the operator $(b + Q)(z)$ is monotone. This implies the monotonicity of the multifunction $\Gamma(v) = (b + Q)^{-1}(v)$. Now employing Proposition 3.12, we can conclude that condition (7.2) actually ensures the single-valuedness and Lipschitz continuity of $\Gamma$ around $v = h(\bar{p})$ with $\Gamma(v) = \{ \bar{z} \}$. Therefore, the solution map (7.1) represented in form $\Sigma(p) = \Gamma(h(p))$ turns out to be locally single-valued and Lipschitz continuous around $(\bar{p}, \bar{z})$. □

Remark 7.6. Let us observe that condition (7.2) is equivalent to
\[ (7.5) \quad [0 \in D^*b(\bar{z})(y^*) + D^*Q(\bar{z}, -b(\bar{z}) - h(\bar{p}))(y^*)] \Rightarrow y^* = 0 \]
if either the multifunction $Q$ is pseudo-Lipschitzian around $(\bar{z}, -b(\bar{z}) - h(\bar{p}))$ or the function $b$ is Lipschitz continuous around $\bar{z}$. This follows from Proposition 3.5. Note that (7.5) is reduced to (6.13) in the case of $b$ being Lipschitz continuous around $\bar{z}$. Therefore, Theorem 7.5 generalizes Corollary 7.4 obtained above from Theorem 7.1.

Now using the representations of the coderivative $D^*Q$ from Proposition 2.5(i) and Corollary 2.11 for multifunctions $Q$ of special structure, one can easily obtain the corresponding concretizations of Theorem 7.5; cf. Corollaries 6.5–6.8. Let us formulate a result for the case of representation (4.9) where $E$ and $Q$ may be nonconvex sets belonging to orthogonal affine subspaces in $\mathbb{R}^n$.

Corollary 7.7. Let $(\bar{p}, \bar{z})$ satisfy the separable generalized equation (6.12) where $h$ is Lipschitz continuous around $\bar{p}$ and $b$ is a monotone mapping continuous around $\bar{z}$. Suppose that the multifunction $Q$ admits representation (4.9) where $E \subset \mathbb{R}^n$ and $\Omega \subset \mathbb{R}^m$ are closed sets such that $E - E \subset L$ and $\Omega - \Omega \subset L$ for some linear subspace $L$ in $\mathbb{R}^n$. Then the condition
\[ (7.6) \quad [0 \in z^* + D^*b(\bar{z})(y^*) \text{ with } z^* \in N(\bar{z}|\Omega) \text{ and } -y^* \in N(-b(\bar{z}) - h(\bar{p})|E)] \Rightarrow z^* = 0 \text{ & } y^* = 0 \]
is sufficient for the solution map (7.1) to be locally single-valued and Lipschitz continuous around $(\bar{p}, \bar{z})$.

Proof. First let us observe that the normal cone (2.1) enjoys the multiplicative property
\[ N((\bar{x}_1, \bar{x}_2)|\Omega_1 \times \Omega_2) = N(\bar{x}_1|\Omega_1) \times N(\bar{x}_2|\Omega_2) \]
for any closed sets $\Omega_1 \subset \mathbb{R}^n$ and $\Omega_2 \subset \mathbb{R}^m$; this follows directly from the definition. Now considering the coderivative (2.5) for the multifunction $Q$ in (4.9) with $\text{gph } Q = \Omega \times E$, we get the relationship
\[ z^* \in D^*Q(\bar{z}, -b(\bar{z}) - h(\bar{p}))(y^*) \Leftrightarrow z^* \in N(\bar{z}|\Omega) \& -y^* \in N(-b(\bar{z}) - h(\bar{p})|E). \]
This implies the equivalence between (7.2) and (7.6) for the multifunction $Q$ under consideration. According to the properties of $E$ and $\Omega$ assumed, one has

$$(z_1 - z_2, y_1 - y_2) = 0 \quad \text{for any } z_1, z_2 \in \Omega \text{ and } y_1, y_2 \in E,$$

i.e., the operator $Q$ in (4.9) is positive and negative monotone simultaneously. Therefore, we meet all the assumptions in Theorem 7.5 which ensures the sufficiency of condition (7.6) for the properties of the solution map being proved. \( \Box \)

Now let us come back to the case of smooth generalized equations (5.1). We consider some additional assumptions when the sufficient condition (5.7) appears to be necessary and sufficient for the solution map (5.2) being locally single-valued and Lipschitz continuous.

**Theorem 7.8.** Let $f$ be strictly differentiable in $z$ at the point $(\bar{p}, \bar{z})$ satisfying the generalized equation (5.1). Assume that $Q$ is positive (negative) monotone and $\nabla_z f(\bar{p}, \bar{z})$ is positive (respectively, negative) semidefinite with respect to $\text{Dom} \Omega$. Then:

(i) Condition (5.7) is necessary and sufficient for the solution map (5.2) being locally single-valued and Lipschitz continuous around $(\bar{p}, \bar{z})$ if one of the hypotheses (H1)-(H3) in Theorem 5.8 is fulfilled.

(ii) For the separable form (6.12) of (5.1), the condition

$$(1.1) \quad [0 \in (\nabla b(\bar{z}))^* y^* + D^* Q(\bar{z}, -b(\bar{z}) - h(\bar{p}))(y^*)) \Rightarrow y^* = 0$$

is necessary and sufficient for local single-valuedness and Lipschitz continuity of the solution map (7.7) around any point $(p, z)$ with $h(p) = h(\bar{p})$ if hypothesis (H4) in Theorem 5.8 holds.

**Proof.** Note that condition (5.7) coincides with (7.5) and the solution map (7.1) is reduced to (5.2) for the smooth separable generalized equations. Sufficiency parts in both assertions (i) and (ii) follow from Corollary 7.3. Now let us assume that the solution map (5.2) is locally single-valued and Lipschitz continuous around $(\bar{p}, \bar{z})$. Then it obviously will be pseudo-Lipschitzian around $(\bar{p}, \bar{z})$. According to assertion (i) in Theorem 5.8, condition (5.7) is fulfilled in the case under consideration when one of the hypotheses (H1)-(H3) holds. This proves the necessity part in assertion (i) of Theorem 7.8. The necessity part in assertion (ii) of this theorem is proved quite similarly by employing assertion (ii) in Theorem 5.8. \( \Box \)

Let us observe that, under the assumptions in Theorem 7.8, the solution map to the nonlinear generalized equation (5.1) is locally single-valued and Lipschitz continuous around $(\bar{p}, \bar{z})$ if and only if the solution map to the linearized equation (5.3) enjoys the same properties (cf. Corollary 5.9 for the pseudo-Lipschitzian property). One can easily formulate the corresponding analogues of Corollaries 5.11-5.16 providing necessary and sufficient conditions for the locally single-valuedness and Lipschitz continuity properties of the solution maps to some special generalized equations under additional monotonicity assumptions in Theorem 7.8.

Now we consider Robinson’s strong regularity property for smooth generalized equations and obtain its complete characterization using one of the results in Theorem 7.8. Let us take a point $(\bar{p}, \bar{z})$ satisfying (5.1) and let us form the
linearized operator $L(z)$ by formula (5.5). According to [29], the generalized equation
\[(7.8) \quad 0 \in f(\bar{p}, z) + Q(z)\]
is said to be strongly regular at $\bar{z}$ if there exist neighborhoods $W$ of the origin in $\mathbb{R}^m$ and $V$ of $z$ such that the restriction to $W$ of the operator $L^{-1} \cap V$ is a single-valued and Lipschitz continuous function. Here it is a characterization of the property introduced under monotonicity assumptions.

Corollary 7.9. Let $f$ be strictly differentiable in $z$ at $(\bar{p}, \bar{z})$. Assume that $Q$ is positive (negative) monotone and $\nabla_z f(\bar{p}, \bar{z})$ is positive (respectively, negative) semidefinite with respect to $\text{Dom } Q$. Then condition (5.7) is necessary and sufficient for the generalized equation (7.8) to be strongly regular at $\bar{z}$.

Proof. Let us consider the solution map (5.4) to the linearized generalized equation (5.3). Using the definitions, one can easily see that the strong regularity property of (7.8) at $\bar{z}$ is equivalent to the solution map $T$ in (5.4) being locally single-valued and Lipschitz continuous around $(0, \bar{z})$. It is obvious that the function
\[\tilde{f}(y, z) := f(\bar{p}, \bar{z}) + \nabla_z f(\bar{p}, \bar{z})(z - \bar{z}) - y\]
satisfies hypothesis (H1) in Theorem 5.8 at $(0, \bar{z})$. Moreover, the matrix
\[\nabla_z \tilde{f}(0, \bar{z}) = \nabla_z f(\bar{p}, \bar{z})\]
is either positive or negative semidefinite with respect to $\text{Dom } Q$ by virtue of our assumptions. Therefore, we can employ assertion (i) in Theorem 7.8 for the case of the generalized equation (5.3). According to this result, the solution map (5.4) to (5.3) is locally single-valued and Lipschitz continuous around $(0, \bar{z})$. This proves the strong regularity property of (7.8) at $\bar{z}$. □

Remark 7.10. The strong regularity concept has been introduced and studied by Robinson [29] for the case of variational inequalities which corresponds to (7.8) with $Q(z) = \partial \delta(z, \Omega)$ for a convex set $\Omega$. This fundamental property of nonsingular solutions to variational inequalities appears to be equivalent to some other important properties (as Kojima’s strong stability) and admits different characterizations; we refer to [16] for summarizing and recent developments. Various specifications and applications of strong regularity conditions in nonlinear programming and complementarity problems can be found in [7, 10, 16, 29, 30] and elsewhere. It has been shown that such a strong regularity provides useful formulae for parametric sensitivity analysis ensuring, in particular, difference estimates between solutions to nonlinear problems and their linear approximations. The strong regularity assumption is basic in developing Newton-type numerical methods for solving variational inequalities and nonlinear complementarity problems; see [7, 16, 24] for references and more details. We hope that the results obtained in this paper will be useful to extend applications of strong regularity to more general settings.

Let us remind that perturbations problems in mathematical programming and complementarity as well as in general variational inequalities are imbedded in the framework of the generalized equations (5.1) with monotone multifunctions $Q$. Namely, such operators are maximal monotone being represented in the subdifferential form (4.25) with a convex function $\varphi$; see §3. Using this
fact, one can formulate corollaries of all the results in this section for convex subdifferential mappings $Q(z) = \partial \varphi(z)$. These results are expressed in terms of the second order subdifferentials $\partial^2 \varphi$ in (2.14) replacing the coderivative $D^* Q$ in the general statements above. Now we formulate, for instance, results in the case of smooth generalized equations with convex subdifferential mappings $Q$.

**Corollary 7.11.** Let $Q$ admit the subdifferential form (4.25) generated by a closed proper convex function $\varphi$ and let $f$ be strictly differentiable in $z$ at $(\bar{p}, \bar{z})$ where the gradient matrix $\nabla_z f(\bar{p}, \bar{z})$ is positive semidefinite with respect to $\text{Dom} Q$. Then condition (5.15) is sufficient for the solution map (5.2) being locally single-valued and Lipschitz continuous around $(\bar{p}, \bar{z})$ when $f$ is Lipschitzian in $p$ uniformly in $z$ around this point. Moreover, this condition is necessary and sufficient for the locally single-valuedness and Lipschitz continuity of (5.2) around $(\bar{p}, \bar{z})$, when one of the hypotheses (H1)–(H3) in Theorem 5.8 is fulfilled. In particular, condition (5.15) is always necessary and sufficient for the generalized equation (7.8) to be strongly regular at $\bar{z}$.

**Proof.** With the convex subdifferential mapping $Q(z) = \partial \varphi(z)$ in (5.1), we meet all the assumptions in Corollary 4.3, assertion (i) of Theorem 7.8, and Corollary 7.9 where condition (5.7) is reduced to (5.15) by virtue of (2.14). $\square$

Now let us return to Example 4.10 in §4 and let us use Corollary 7.11 for the linear generalized equation (4.1) equivalent to the perturbed variational inequality (4.28). In this way, one can conclude that the condition $a > 0$ obtained is actually necessary and sufficient for the solution map to the variational inequality being single-valued and Lipschitz continuous around the origin.

**Remark 7.12.** If an extended-real-valued function $\varphi$ is concave, then the superdifferential mapping $Q(z) = \partial^+ \varphi(z) = \partial \varphi(z)$ is negative monotone. In this case, we obtain an analogue of Corollary 7.11 where the matrix $\nabla_z f(\bar{p}, \bar{z})$ is negative semidefinite and (5.7) is replaced by the condition

$$[0 \in (\nabla_z f(\bar{p}, \bar{z}))^* y^* + \partial^2 \varphi(\bar{z}, -f(\bar{p}, \bar{z}))(y^*)] \Rightarrow y^* = 0$$

in terms of the second order superdifferential in (2.15). One can easily formulate analogues of the other results in this section for the concave case under consideration.

If $\varphi: \mathbb{R}^n \times \mathbb{R}^s \to \mathbb{R}$ is a closed proper saddle function (with $\varphi(z, w)$ convex in $z$ and concave in $w$), then its corresponding subdifferential [32, §35] forms a positive maximal monotone operator from $\mathbb{R}^n \times \mathbb{R}^s$ into itself. Therefore, this case also provides a special setting when one can employ general results in §7.

In conclusion we apply the results obtained in this section to state new conditions ensuring the existence of (single-valued) implicit functions with the local Lipschitzian property. Let us consider the equation

$$f(p, z) = 0 \quad \text{with } f: \mathbb{R}^k \times \mathbb{R}^n \to \mathbb{R}^n$$

and a point $(\bar{p}, \bar{z})$ satisfying (7.9). We say that (7.9) defines a locally single-valued and Lipschitz continuous implicit function around $(\bar{p}, \bar{z})$ if there exist neighborhoods $U$ of $\bar{p}$ and $V$ of $\bar{z}$ as well as a Lipschitz continuous function $\bar{z}: U \to V$ such that $\bar{z}(p)$ is a unique solution to equation (7.9) for each $p \in U$. 
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(so \( \hat{z}(\bar{p}) = \zeta \)). This means that the generalized equation (5.1) with \( Q(z) = 0 \) has the locally single-valued and Lipschitz continuous solution map around \((\bar{p}, \zeta)\). Therefore, one can employ the results in this section for obtaining some generalizations of the classical implicit function theorem. Observe that the multifunction \( Q(z) = 0 \) is positive and negative monotone simultaneously.

**Corollary 7.13.** Let \( f \) be continuous in \((p, z)\) and locally Lipschitzian in \( z \) uniformly in \( p \) around the point \((\bar{p}, \zeta)\) and let \( f \) admit either a positive monotone or negative monotone strong approximation in \( z \) at this point. Then equation (7.9) defines a locally single-valued and Lipschitz continuous implicit function if condition (6.30) is fulfilled. If, in particular, \( f(\bar{p}, \cdot) \) is Lipschitzian around \( \zeta \), then the sufficient condition (6.30) is equivalent to (6.31).

**Proof.** This follows from Theorem 7.1 when \( Q(z) = 0 \); cf. Corollary 6.12. \( \square \)

**Remark 7.14.** According to (6.2) and Corollary 3.8(i), condition (6.30) is necessary and sufficient for any strong approximation \( g \) of the function \( f \) in \( z \) at the point \((\bar{p}, \zeta)\) to have the pseudo-Lipschitzian inverse \( g^{-1} \) around \((g(\zeta), \zeta)\). The monotonicity assumption in Corollary 7.13 ensures that \( g^{-1} \) is actually single-valued around \( g(\zeta) \). Instead of the monotonicity, we can just assume that, in addition to (6.30), \( f \) admits a strong approximation in \( z \) at \((\bar{p}, \zeta)\) with the (locally) single-valued inverse. Then Theorem 3.2 in Robinson [31] guarantees the existence of a locally single-valued and Lipschitz continuous implicit function (7.9) around \((\bar{p}, \zeta)\). It happens, in particular, when \( f(\bar{p}, \cdot) \) is Lipschitzian around \( \zeta \) and (6.32) holds with \( m = n \); see also Remark 6.13.
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