HILBERT 90 THEOREMS OVER DIVISION RINGS

T. Y. LAM AND A. LEROY

Abstract. Hilbert's Satz 90 is well-known for cyclic extensions of fields, but attempts at generalizations to the case of division rings have only been partly successful. Jacobson's criterion for logarithmic derivatives for fields equipped with derivations is formally an analogue of Satz 90, but the exact relationship between the two was apparently not known. In this paper, we study triples $(K, S, D)$ where $S$ is an endomorphism of the division ring $K$, and $D$ is an $S$-derivation. Using the technique of Ore extensions $K[t, S, D]$, we characterize the notion of $(S, D)$-algebraicity for elements $a \in K$, and give an effective criterion for two elements $a, b \in K$ to be $(S, D)$-conjugate, in the case when the $(S, D)$-conjugacy class of $a$ is algebraic. This criterion amounts to a general Hilbert 90 Theorem for division rings in the $(K, S, D)$-setting, subsuming and extending all known forms of Hilbert 90 in the literature, including the aforementioned Jacobson Criterion. Two of the working tools used in the paper, the Conjugation Theorem (2.2) and the Composite Function Theorem (2.3), are of independent interest in the theory of Ore extensions.

1. Introduction

Few theorems in mathematics are universally known by a number: Hilbert's celebrated Theorem 90 enjoys this almost unique distinction. "90", however, is a pure numerological accident, for Hilbert's theorem on cyclic extensions got its name for no better reason than that it appeared between Satz 89 and Satz 91 in his Zahlbericht [H], a report on the state-of-the-art of algebraic number theory to the Deutsche Mathematikervereinigung, c. 1897. Anyway, the number "90" has since stuck with this little gem of a theorem, which has come to be viewed by many as exemplary of the quality of Hilbert's creative contributions in Zahlbericht (cf. [Re, p. 55]).

For a finite cyclic field extension $K/F$ with Galois group $(S)$, Hilbert's Satz 90 states the following:

(1.1) An element $b \in K$ has norm 1 (with respect to the extension $K/F$) iff $b = S(c)c^{-1}$ for some $c \in K^*$.  

In view of the multiplicativity of the norm, one has also the following equivalent formulation:

(1.2) Two elements $a, b \in K$ have the same norm iff $b = S(c)ac^{-1}$ for some $c \in K^*$. 
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Here, of course, the norm of an element \( b \in K \) is just \( N_{K/F}(b) := S^{k-1}(b) \cdots S(b)b \in F \), where \( k = |\langle S \rangle| = [K : F] \). One usually thinks of (1.1) as giving a characterization of the elements of norm 1 in the field \( K \), but one may equally well think of it as giving a description of the elements in \( K \) expressible in the form \( S(c)c^{-1} \) for some \( c \in K^* \). Similarly, one may interpret (1.2) as giving an effective description, in terms of the norm, of the equivalence relation ~ on \( K \) given by \( a \sim b \Leftrightarrow b = S(c)ac^{-1} \) for some \( c \in K^* \).

Some generalizations and analogues of the Hilbert 90 Theorem are known in the literature. One natural generalization is to try to replace fields by division rings. Consider a division ring \( K \) and an automorphism \( S \) of \( K \) such that \( S^k = I \) and none of \( S, S^2, \ldots, S^{k-1} \) is an inner automorphism of \( K \). Then, for \( F = K^S \) (the division subring consisting of fixed points of \( S \)), \( K/F \) is an “outer cyclic extension” with Galois group \( \langle S \rangle \). In this case, Jacobson has shown \([J_3, \text{Corollary, p. 47}]\) that (1.1) still holds, if we understand by \( N_{K/F}(b) \) the expression \( S^{k-1}(b) \cdots S(b)b \). Since \( K \) need not be commutative, however, the norm function may fail to be multiplicative, so it is no longer possible to derive (1.2) (which we might call the “strong form” of Hilbert 90) from the “weak form” (1.1). The only “strong form” known in the literature seems to be Jacobson’s Theorem 27 in \([J_3] \). But, in proving this “strong form”, Jacobson had to assume that the norm of \( a \) is a central element in \( K \) fixed by \( S \). Also, nothing seems to be known if the automorphism \( S \) has infinite (instead of finite) order.

Another interesting analogue of the Hilbert 90 Theorem in the setting of derivations on fields was obtained by Jacobson in \([J_1] \). Let \( D \) be a derivation on a field \( K \) of characteristic \( p > 0 \), and let \( K_D \) be the subfield of constants of \( D \). It is well-known that \([K : K_D] < \infty \) iff \( D \) is an algebraic derivation, and if this is the case, then the minimal polynomial of \( D \) has the special form \( g(t) = \sum_{i=0}^m d_i t^{p^i} \) where \( d_m = 1 \) and \( d_i \in K_D \). In this setting, Jacobson has obtained an analogue of the Hilbert 90 Theorem by giving a characterization for the set of “logarithmic derivatives” \( \{D(c)c^{-1} : c \in K^* \} \) in \( K \), as follows \([J_1, \text{Theorem 15}], [J_2, \text{p. 191}]\):

\[(1.3) \text{An element } b \in K \text{ is a logarithmic derivative with respect to } D \text{ iff } \sum d_i b^{p^i} = 0, \text{ where}\]
\[b^{p^i} := b^{p^i} + (D^{p-1}(b))^{p^{i-1}} + (D^{p^2-1}(b))^{p^{i-2}} + \cdots + D^{p^{i-1}}(b).\]

For instance, in the simplest case when \( g(t) = t^p \) (i.e. when \( D \) is a nilpotent derivation with index of nilpotency \( p \)), \( b \in K \) is a logarithmic derivative iff \( 0 = b^{p^i} = b^p + D^{p-1}(b) \). Notice that, although the derivation setting here looks different from the cyclic extension setting of (1.1), there are some strong analogies. First, it is known that \( D \) is cyclic as a \( K_D \)-linear operator on \( K \) \([J_1, \text{§3}] \). Secondly, since \( D(a^p) = p a^{p-1} D(a) = 0 \) for every \( a \in K \), we have \( K^p \subseteq K_D \), so \( K/K_D \) is a purely inseparable field extension of exponent \( \leq 1 \). In this case, there exists a good substitute for a Galois theory for \( K/K_D \), in which the role of the Galois group in the classical theory is taken by the restricted Lie algebra of derivations on \( K \) which are constant on \( K_D \) (see \([J_1], [J_2, \text{Chapter 4, §8}] \)). In view of these analogies, it seems reasonable to think of (1.3) as a result of the same genre as (1.1).

In this paper, we seek a uniform generalization of the Hilbert 90 Theorem to
division rings which will, in particular, subsume and strengthen all the versions mentioned above. This generalization is inspired by Ore's formation \([O]\) of the skew polynomial ring (or Ore extension) \(K[t, S, D]\). Here, \(K\) is an arbitrary division ring, \(S\) is an endomorphism of \(K\), and \(D\) is an \(S\)-derivation of \(K\), that is, \(D: K \rightarrow K\) is an additive map such that \(D(ab) = S(a)D(b) + D(a)b\) for all \(a, b \in K\). By definition, \(K[t, S, D]\) consists of left polynomials \(\sum b_i t^i\) \((b_i \in K)\) which are added in the usual way and multiplied according to the rule \(ta = S(a)t + D(a)\) for all \(a \in K\). By working with the polynomials in the ring \(R := K[t, S, D]\), we have an effective means of analyzing the triple \((K, S, D)\).

In particular, when \(D = 0\), we will be dealing with the pair \((K, S)\), and when \(S = I\), we will be dealing with the pair \((K, D)\).

Given the triple \((K, S, D)\), there is a natural notion of \((S, D)\)-conjugacy, defined as follows. For \(a \in K\) and \(c \in K^*\), we write \(a^c := S(c)a^{-1} + D(c)c^{-1}\), and we say that \(b \in K\) is \((S, D)\)-conjugate to \(a\) if \(b = a^c\) for some \(c \in K^*\). A direct calculation shows that \((a^c)^d = a^{cd}\), and this implies easily that \((S, D)\)-conjugacy is an equivalence relation on \(K\). More conceptually, one can check that \(b\) is \((S, D)\)-conjugate to \(a\) iff the left \(R\)-modules \(R/R(t - a)\) and \(R/R(t - b)\) are isomorphic. Assuming this, of course, the fact that \((S, D)\)-conjugacy is an equivalence relation becomes obvious. In this general context, a Hilbert 90 Theorem (in the "strong form") will be simply any effective criterion for the \((S, D)\)-conjugacy of a pair of elements \(a, b \in K\). In this paper, we shall formulate such a theorem, in the case when the \((S, D)\)-conjugacy class \(\Delta^S,D(a) := \{a^c : c \in K^*\}\) is algebraic, in a sense to be explained below.

In our earlier work \([L_1]\), we have introduced the basic technique of "evaluating" a skew polynomial \(f(t) = \sum b_i t^i \in R\) at the constants \(a \in K\). Conceptually, \(f(a)\) is the unique constant ("remainder") \(r \in K\) such that \(f(t) = q(t)(t - a) + r\) for some \(q(t) \in K[t, S, D]\). Computationally, \(f(a)\) is given by \(\sum b_i N_i(a)\), where the "power functions" \(N_i\) are defined inductively as follows: \(N_0(a) = 1\), \(N_{i+1}(a) = S(N_i(a))a + D(N_i(a))\). With these definitions of \(f(a)\), we can define the notion of algebraic subsets of \(K\) \([L_2]\): a set \(\Delta \subseteq K\) is said to be \((S, D)\)-algebraic if \(f(\Delta) = 0\) for some nonzero \(f \in K[t, S, D]\). In this case the monic \(f\) of the least degree with \(f(\Delta) = 0\) is called the minimal polynomial of \(\Delta\), and \(\deg f\) is called the rank of \(\Delta\). The most important case for studying the notion of algebraicity is the case when \(\Delta\) is the \((S, D)\)-conjugacy class \(\Delta^S,D(a)\) of some element \(a \in K\). In the classical case when \(S = I\) and \(D = 0\), \(\Delta^S,D(a)\) is just the usual conjugacy class \(\{ac^{-1} : c \in K^*\}\) of \(a\), and, as is well-known (see e.g. \([La, p. 207]\)), this is \((I, 0)\)-algebraic in the above sense iff \(a\) is an algebraic element over \(Z(K)\), the center of \(K\). Therefore, the notion of algebraicity of \(\Delta^S,D(a)\) is in direct generalization of the notion of algebraic elements over the center of a division ring.

Another tool needed from our recent work \([L_4]\) is the notion of a "change-of-variable" polynomial (or a cv-polynomial for short). Let \(R = K[t, S, D]\) and \(R' = K[t', S', D']\) be two Ore extensions of \(K\). By definition, \(p(t) \in R\) is a cv-polynomial with respect to \((S', D')\) if \(p(t)a = S'(a)p(t) + D'(a)\) for every \(a \in K\). Such a polynomial \(p(t)\) determines a unique \(K\)-homomorphism \(\phi: R' \rightarrow R\) by \(\phi(t') = p(t)\). For \(g(t') = \sum c_i t'^i \in R'\), the image \(\phi(g) = \sum c_i p(t)^i \in R\) is the "composite function" \(g(p(t))\), which will also be denoted by \((g \circ p)(t)\). Following \([L_4]\), we shall say that \(p(t) \in R\) is a cv-polynomial if
it is a cv-polynomial with respect to some pair \( (S', D') \). The basic theory of cv-polynomials and their applications to the study of homomorphisms between Ore extensions are given in \([L_4]\). We shall not need the deeper results of \([L_4]\) here; however, the idea of using a change of variables to "transfer" information from one Ore extension to another turns out to be crucial for this work.

Let us now give a summary of the results in this paper. In \( \S 2 \), we prove two basic formulas for cv-polynomials, in the form of the "Conjugation Theorem" and the "Composite Function Theorem". The detailed statements are given in (2.2) and (2.3) below. These theorems are easy to prove once they are put in the right context, and they provide the computational basis for the rest of this work. In \( \S 3 \), we study the "\( \lambda \)-transform" associated to a polynomial \( h(t) \in R \) and an element \( a \in K \). This is a self-map \( \lambda_{h,a} \) from \( K \) to \( K \) defined by:

\[
\lambda_{h,a}(0) = 0 \quad \text{and} \quad \lambda_{h,a}(c) = h(ac)c \quad \text{for} \quad c \in K^*.
\]

The significance of \( \lambda_{h,a} \) lies in the fact that it amounts to the action of a certain "differential operator" on \( K \). In \( \S 3 \), we study the "exponential space" \( E(h, a) \) and the "co-exponential space" \( \overline{E}(h, a) \), and the relationship between these. This gives information on the solutions of both polynomial equations and differential equations on \( K \), continuing the earlier work of Amitsur \([A_1]\). In general, \( E(h, a) \) is a right vector space over the \((S, D)\)-centralizer \( C^{S, D}(a) := \{0\} \cup \{c \in K^*: ac = a\} \), of dimension \( \leq \deg h(t) \). One of the main results in \( \S 3 \) is (3.19) which characterizes the polynomials \( h(t) \) for which the upper bound above becomes an actual equality. Aside from their applications to the rest of the paper, the results in \( \S 3 \) should be of interest in their own right in the study of polynomial and differential equations over division rings.

With the tools developed in \( \S 2 \)–\( \S 3 \) at our disposal, we proceed in \( \S 4 \) to study the behavior of algebraic sets and conjugacy classes under a change of variables. This study results in certain general transfer principles relating \((S, D)\)-algebraicity and conjugacy to \((S', D')\)-algebraicity and conjugacy, as follows. Let \( p(t) \) be a nonconstant cv-polynomial with respect to \((S', D')\) and let \( \phi: K[t', S', D'] \rightarrow K[t, S, D] \) be the \( K \)-homomorphism associated with \( p(t) \) (defined by \( \phi(t') = p(t) \)). Then we have:

\begin{enumerate}
  \item[(1.4)] A subset \( \Delta \subseteq K \) is \((S, D)\)-algebraic iff \( p(\Delta) \) is \((S', D')\)-algebraic.
  \item[(1.5)] Let \( \Delta^{S,D}(a) \) be an algebraic class, and assume that its minimal polynomial lies in \( \text{im}(\phi) \). Then an element \( b \in K \) is \((S, D)\)-conjugate to \( a \) iff \( p(b) \) is \((S', D')\)-conjugate to \( p(a) \).
\end{enumerate}

All of the above results come to a head in \( \S 5 \), where we try to find the general criterion for \((S, D)\)-algebraicity and \((S, D)\)-conjugacy. To accomplish this goal, we just need one more idea from the standard theory of division rings, namely, the criterion for usual conjugacy and the algebraicity of an ordinary conjugacy class, as given in the classical Wedderburn-Dickson Theorem. According to this theorem (see, e.g. \([L_a, p. 207]\)), a class \( \Delta(a) = \{cac^{-1}: c \in K^*\} \) is algebraic iff \( a \) is algebraic over \( Z(K) \) (the center of \( K \)), and in this case, \( b \in K \) is conjugate to \( a \) iff \( a, b \) have the same minimal polynomial over \( Z(K) \). In the case of a general triple \((K, S, D)\), we proceed as follows. First we can easily dispose of the case when no (positive) power of \( S \) is an inner automorphism: in this case there is at most one \((S, D)\)-algebraic class, and this class is easily described (see (5.3)). The more interesting case is then when
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S has finite “inner order” (i.e. some power of S is an inner automorphism). Also, we may restrict ourselves to the case when \( R = K[t, S, D] \) is not a simple ring (for otherwise there will not be any algebraic classes). Under these assumptions, it is easy to see that \( R \) has nonconstant polynomials commuting with all scalars, i.e. cv-polynomials with respect to \( (I, 0) \). By choosing such a polynomial \( p(t) \) suitably, we can then apply the general results (1.4), (1.5) with \( (S', D') = (I, 0) \). The net effect of this is that we can transfer questions concerning \( (S, D) \)-algebraicity and \( (S, D) \)-conjugacy back to similar questions in the classical case. By applying the Wedderburn-Dickson Theorem in the classical case, we then obtain the Hilbert 90 Theorem we want, with the polynomial \( p(t) \) mentioned above playing the role of the “norm”. The detailed statement of this theorem is given in (5.4).

In the final section (§6) of the paper, we make the necessary notational translations to show that the general Hilbert 90 Theorem derived in (5.4) subsumes (and extends) all known forms of the theorem in the literature. For instance, in the case \( D = 0 \), we obtain a strengthening of the aforementioned Theorem 27 of Jacobson [J3, p. 47], with considerably relaxed hypotheses on the elements \( a, b \) and on the automorphism \( S \) (see (6.2)(B)). Similarly, Jacobson’s “Hilbert 90” results in [J1, Theorem 15], [J2, p. 191] are extended from usual derivations to \( S \)-derivations, and from fields to division rings. Note, however, that the criterion given for \( (S, D) \)-conjugacy in (5.4) is valid only for an algebraic \( (S, D) \)-class. Counterexamples are given in §6 to show that this criterion may fail to guarantee \( (S, D) \)-conjugacy in general.

Throughout this paper, the notations and terminology introduced above will remain in force. At this point, let us also recall a few other standard notations. If \( D = 0 \), we write \( K[t, S] \) for \( K[t, S, 0] \), and if \( S = I \), we write \( K[t, D] \) for \( K[t, I, D] \). The same conventions shall be used for \( (S, D) \)-conjugacy classes and \( (S, D) \)-centralizers. For \( u \in K^* \), \( I_u \) denotes the inner automorphism of \( K \) associated with \( u \), defined by \( I_u(x) = u x u^{-1} \). An \( S \)-derivation \( D \) is said to be \( S \)-inner if \( D = D_{c,S} \) for some \( c \in K \), where \( D_{c,S}(x) := c x - S(x)c \) for all \( x \in K \). On the other hand, \( D \) is said to be algebraic if \( g(D) = 0 \) for some nonzero polynomial \( g(t) = \sum d_i t^i \in K[t, S, D] \). (Note that, although the evaluation of \( g(t) \) at elements of \( K \) has to be defined in a nontrivial way, \( g(D) \) here is simply defined to be the differential operator \( \sum d_i D^i \).) For an algebraic \( S \)-derivation \( D \), the minimal polynomial of \( D \) is the monic polynomial \( g(t) \) of the least degree such that \( g(D) = 0 \). In the same vein, an endomorphism \( S \) of \( K \) is said to be algebraic if \( g(S) = 0 \) for some nonzero polynomial \( g \), and the minimal polynomial of \( S \) is defined accordingly. A polynomial \( f(t) \in K[t, S, D] \) is said to be right invariant\(^1\) if \( f(t) K[t, S, D] \subseteq K[t, S, D] f(t) \), and right-semi-invariant\(^2\) if \( f(t) K \subseteq K f(t) \). These polynomials arise naturally in the study of the ideals of \( K[t, S, D] \), the minimal polynomials of \( (S, D) \)-conjugacy classes of \( K \), and the algebraicity of \( D \) and \( S \) (see [A2, Ca, Le, L2 and L3]). (Note that semi-invariant polynomials are exactly the cv-polynomials with respect to \( (S', 0) \) for some \( S' \).) Other standard ring-theoretic notations and terminology follow [Co, Mc and Ro].

\(^1\)To simplify language, we shall suppress the adjective “right” in the following and simply speak of invariant and semi-invariant polynomials.

\(^2\)See footnote 1.
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2. The main formulas

The two main results in this section are: the Conjugation Theorem (2.2) and the Composite Function Theorem (2.3). Before we come to these theorems, let us first recall a key fact from [Li] about the evaluation of a product of two (skew) polynomials. Throughout this paper, $R$ denotes the Ore extension $K[t, S, D]$, and $R'$ denotes another Ore extension $K[t', S', D']$.

**Product Theorem 2.1.** Let $f(t), g(t) \in R$ and $a \in K$. If $g(a) = 0$, then $(fg)(a) = 0$. If $g(a) \neq 0$, then $(fg)(a) = f(a^g(a))g(a)$.

Here, "exponentiation" is the notation used for $(S, D)$-conjugacy: for $a \in K$ and $c \in K^*$, the $(S, D)$-conjugate of $a$ by $c$ is by definition $a^c := S(c)ac^{-1} + D(c)c^{-1}$. Note that, with this notation, $(ac)d = adc$ for any $a \in K$ and $c, d \in K^*$. In this case when we are dealing with two pairs $(S, D)$ and $(S', D')$ simultaneously, we have to be a bit careful in using the exponential notation, since it could mean $(S', D')$-conjugation as well as $(S, D)$-conjugation. We would need to specify which conjugation is intended if this is not entirely clear from the context.

Concerning the evaluation of skew polynomials, we should also make the following remark on the composite function notation. For any homomorphism $\phi: R' = K[t', S', D'] \to R = K[t, S, D]$ defined by the cv-polynomial $\phi(t') = p(t) \in R$, we have agreed to write $g(p(t))$ (or $(g \circ p)(t)$) for the image of $g \in R'$ under the map $\phi$. In the special case when $p(t)$ is actually a constant, say $a$, we need to be a little careful with this notation, since $g(a)$ has already a meaning, namely, the evaluation of the $(S', D')$-polynomial $g(t')$ at $a \in K$. Fortunately, there is no conflict between the two notations. To see this, we need to verify that, if $p(t) = a \in K$, then for any $g(t') = \sum b_it'^i \in R'$, $\phi(g)$ is indeed $g(a)$. Now $\phi(g) = \phi(\sum b_it'^i) = \sum b_i\phi(t')^i = \sum b_i a^i$. Therefore, it suffices to show that $N_i'(a) = a^i$, where $N_i'$ is the $i$th power function with respect to $(S', D')$, for then $\phi(g) = \sum b_i N_i'(a) = g(a)$. To see this, we induct on $i$, the case $i = 1$ being automatic. Assume that $N_i'(a) = a^i$. Then, since $p(t) = a$ is a cv-polynomial with respect to $(S', D')$, we have $ac = S'(c)a + D'(c)$ for all $c$. For $c = N_i'(a) = a^i$, we have in particular $a^{i+1} = S'(N_i'(a))a + D'(N_i'(a)) = N_{i+1}'(a)$, as desired.

**Conjugation Theorem 2.2.** Let $p(t) \in R = K[t, S, D]$ be a cv-polynomial with respect to $(S', D')$. Then, for any $a \in K$ and $c \in K^*$, we have $p(a^c) = p(a)^c$. Here, on the LHS, the conjugation of $a$ by $c$ is with respect to $(S, D)$, while on the RHS, the conjugation of $p(a)$ by $c$ is with respect to $(S', D')$. In other words, the following diagram commutes:

$$
\begin{array}{ccc}
K & \xrightarrow{(S, D)-\text{conjug. by } c} & K \\
p & \downarrow & p \\
K & \xrightarrow{(S', D')-\text{conjug. by } c} & K
\end{array}
$$
where the two vertical maps are given by evaluation of the polynomial $p(t)$.

Proof. Since $p(t)$ is a cv-polynomial with respect to $(S', D')$, we have $p(t)c = S'(c)p(t) + D'(c)$ for every $c \in K$. Evaluating the two sides of this equation on $a$ and applying the Product Theorem, we get $p(ac)c = S'(c)p(a) + D'(c)c^{-1} = p(a)'((S', D')-conjugation), as desired. Q.E.D.

Composite Function Theorem 23. Let $p(t) \in R$ be a cv-polynomial with respect to $(S', D')$. For any polynomial $g(t') \in R' = K[t', S', D']$ and any $a \in K$, we have $(g \circ p)(a) = g(p(a))$. (Here, the LHS denotes the evaluation of the composite polynomial $g \circ p \in R$ on $a$, while the RHS denotes the evaluation of the $(S', D')$-polynomial $g(t')$ on $p(a)$.) In other words, the following diagram commutes:

\[
\begin{array}{ccc}
R' & \xrightarrow{E_{p(a)}} & R \\
\Downarrow{E_a} & & \Downarrow{E_a} \\
K
\end{array}
\]

where the horizontal map is the $K$-homomorphism defined by $t' \mapsto p(t)$, and $E_{p(a)}$ and $E_a$ are the evaluation maps at $p(a)$ and $a$ respectively.

Proof. There are two possible ways of proving this fundamental result. The first way is to prove, by induction on $i$ (and using (2.1), (2.2)), that the evaluation of $p(t)^i$ at $a$ is given by $N_i'(p(a))$, where $N_i'$ denotes the $i$th power function with respect to $(S', D')$. This implies that, if $g(t') = \sum b_i t'^i$, then $(g \circ p)(a) = \sum b_i N_i'(p(a)) = g(p(a))$. We shall leave the details of this inductive proof to the reader, and present instead a more conceptual proof based on the characterization of the evaluation of a polynomial at $a$ as the remainder of its division by $t - a$ (see [L1, (2.4)]). Using this characterization, we can write $p(t) = q_1(t)(t - a) + p(a)$ for some $q_1(t) \in R$ and $g(t') = q_2(t')(t' - p(a)) + g(p(a))$ for some $q_2(t') \in R'$. Applying to the latter the $K$-homomorphism $\phi : R' \to R$ defined by $\phi(t') = p(t)$, we have

\[
(g \circ p)(t) = q_2(p(t))(p(t) - p(a)) + g(p(a))
\]

This implies immediately that $(g \circ p)(a) = g(p(a)).$ Q.E.D.

At this point, it is convenient to recall a result from [L2] relating the evaluation of polynomials at constants and evaluation of polynomials at derivations. Let $g(t')$ be any polynomial in $R' = K[t', S', D']$, and $b \in K$ be any constant. Under the isomorphism $R' \to K[t, S', D' - D_b, S']$ defined by $t' \mapsto t + b$, $g$ maps to the polynomial $\tilde{g}(\tilde{t}) := g(t + b)$. According to [L2, (5.8)], we have the relation

\[
\tilde{g}(D' - D_b, S')(c) = g(b)^c c \quad (\forall c \in K^*),
\]

where $b^c$ denotes (of course) $(S', D')$-conjugation. It turns out that we can combine the three basic formulas (2.2), (2.3) and (2.4) into a single formula. For, if $p(t) \in R$ is any cv-polynomial with respect to $(S', D')$, then, letting $b = p(a)$, the RHS of (2.4) is $g(p(a))^c c = g(p(a)^c)c$ by (2.2), and this is in turn $(g \circ p)(a^c)c$ by (2.3). Therefore, we have proved $(\forall a \in K)$:

\[
\tilde{g}(D' - D_{p(a)}, S')(c) = (g \circ p)(a^c)c,
\]
where $ac$ denotes $(S, D)$-conjugation. Conversely, it can be seen easily that (2.5) subsumes the three formulas (2.2), (2.3) and (2.4). In fact:

1. Letting $p(t) = t$, we get back (2.4).
2. Letting $c = 1$, we get back (2.3), since in this case $g(D' - D_{p(a)}, \cdot')(c)$ is just $g(0) = g(p(a))$.
3. Letting $g(f) = t'$, we get back (2.2), since in this case $g(D' - D_{p(a)}, \cdot')(c) + p(a)c = D'(c) + S'(c)p(a) = p(a)c$.

In passing, it is worth observing a special case of (2.5) which is much easier to remember. Namely, if we assume that $p(a) = 0$, then $g$ is just the same polynomial as $g$, and (2.5) takes on the much simpler form:

$$g(D'(c) = (g \circ p)(ac)c \quad (\forall a \in K, \ c \in K^*)$$

3. The $\lambda$-transform and exponential spaces

In this section, we shall focus our attention on a single $(S, D)$-conjugacy class $\Delta_S^D(a) = \{ac: c \in K^*\}$, where $a$ is a fixed element of $K$. In order to study the set of roots of a polynomial $h(t) \in R = K[t, S, D]$ in $\Delta_S^D(a)$, we introduce the following important self-map of $K$ called the $\lambda$-transform (associated with the pair $(h, a)$).

**Definition 3.1.** For $h \in R$ and $a \in K$, we define $\lambda_h, a: K \to K$ by: $\lambda_h, a(0) = 0$, and $\lambda_h, a(c) = h(ac)c$ for every $c \in K^*$.

Using the formula (2.4) (in the $(S, D)$-setting), we see that $\lambda_h, a$ may be thought of as a “differential operator” on $K$, namely, $\dot{h}(D - D_a, \cdot)\overline{s}$, where $\dot{h} \in K[t, S, D - D_a]$ is defined by $\dot{h}(\overline{t}) = h(\overline{t} + a)$. (For instance, $\lambda_h, 0$ is just the operator $h(D)$. In particular, $\lambda_h, a$ is an additive endomorphism of $K$. The zeros of the differential operator constitute exactly the kernel of $\lambda_h, a$, which we shall denote by

$$E(h, a) := \{0\} \cup \{c \in K^*: h(ac) = 0\}.$$

This has been called the “exponential space” in our earlier work [L1, (4.2)]; [L2, (4.1)]. The cokernel of $\lambda_h, a$ is also of interest; we shall call it the co-exponential space, and denote it by $\overline{E}(h, a)$.

Recall that $C^{S, D}(a) := \{0\} \cup \{c \in K^*: a^c = a\}$ is a subdivision ring of $K$. (For instance, $C^{S, D}(0)$ is just $K_D$, the subdivision ring of constants of the derivation $D$. If $(S, D) = (I, 0)$, $C^{S, D}(a)$ is just the usual centralizer $C_k(a)$ of $a$.) For any $c \in K^*$ and any nonzero $c_0 \in C^{S, D}(a)$, we have

$$\lambda_h, a(c_0c) = h(ac_0)c_0 = h((a^c)^c)c_0 = h(ac)c_0 = \lambda_h, a(c)c_0,$$

so $\lambda_h, a$ is a right $C^{S, D}(a)$-vector space endomorphism of $K$. In particular, $E(h, a)$ and $\overline{E}(h, a)$ are both right vector spaces over $C^{S, D}(a)$.

**Examples 3.3.** (1) In the classical case when $(S, D) = (I, 0)$, for the polynomial $h(t) = \sum b_i t^i$, $\lambda_h, a$ is simply the map $c \mapsto \sum b_i c a^i$. The fact that $\lambda_h, a$ is right linear over $C_k(a)$ is particularly clear from this representation.

3 The additivity of $\lambda_h, a$ can also be seen more directly by using the formula (2.9)(1) from [L1].
(2) If \( h \) is a constant polynomial \( h(t) = b \), \( \lambda_{h,a} \) is just left multiplication by \( b \) (independently of \( a \)). If \( b \neq 0 \), then \( \lambda_{h,a} \) is an isomorphism, so \( E(h, a) = \overline{E}(h, a) = 0 \).

(3) If \( h(t) = t - b \), the map \( \lambda_{h,a} \) sends \( c \) to \( D(c) + S(c)a - bc \). If \( b \not\in D(a) \), then \( E(h, a) = 0 \); if \( b \in D(a) \), say \( b = a^d \), then \( E(h, a) = d \cdot C^{S,D}(a) \).

(4) In general, \( \lambda_{h,a} \) is injective iff \( h(t) \) has no root in \( D(a) \).

(5) In the case when \( D = 0 \), there is also another interpretation of \( \lambda_{h,a} \). In fact, if we let \( S' := I_{a-1} \circ S \), and \( h'(t') := h(at') \in K[t', S'] \), then, according to [L2, (5.16)], \( \lambda_{h,a}(c) = h(a^c)c = h'(S')(c) \) for every \( c \in K^* \), so \( \lambda_{h,a} \) is given by the operator \( h'(S') \). In particular, in the case \( a = 1 \), \( \lambda_{h,1} \) is just the operator \( h(S) \).

If \( h(t) \in R \) happens to be a cv-polynomial with respect to \( (S', D') \), then using the conventions of (2.2) we have \( h(a^c)c = h(a)c = S'(c)h(a) + D'(c) \) (\( \forall c \in K^* \)), so \( \lambda_{h,a} \) has the explicit form: \( \lambda_{h,a}(c) = S'(c)h(a) + D'(c) \) for every \( c \in K \). In particular, if \( h(t) \) is a semi-invariant polynomial, we have the following interpretation for the exponential and co-exponential spaces to be zero.

**Proposition 3.4.** Let \( h(t) \) be a semi-invariant polynomial with degree \( n \geq 1 \) and let \( a \in K \). Then \( E(h, a) = 0 \) iff \( h(a) \neq 0 \), and \( \overline{E}(h, a) = 0 \) iff \( h(a) \neq 0 \) and \( S \) is an automorphism.

**Proof.** Let \( b \) be the leading coefficient of \( h \). Then \( h \) is a cv-polynomial with respect to \( (S', 0) \) where \( S'(c) = bS^n(c)b^{-1} \) for every \( c \in K \). By the remark preceding the proposition, we have then \( \lambda_{h,a}(c) = bS^n(c)b^{-1}h(a) \) for every \( c \). If \( h(a) = 0 \), \( \lambda_{h,a} \) is the zero map, and therefore neither injective nor surjective. If \( h(a) \neq 0 \), then \( \lambda_{h,a} \) is clearly injective, and is surjective iff \( S \) is surjective. Q.E.D.

Some more properties of the maps \( \lambda_{h,a} \) are obtained in the theorem below. The properties in (2) are especially crucial in understanding the behavior of the exponential and co-exponential spaces.

**Theorem 3.5.** (1) \( \rho_d \circ \lambda_{h,a} = \lambda_{h,a} \circ \rho_d \), where \( \rho_d \) denotes right multiplication by \( d \) on \( K \). In particular, for any \( d \in K^* \), \( \rho_d \) induces additive group isomorphisms \( E(h, a^d) \cong E(h, a) \), and \( \overline{E}(h, a^d) \cong \overline{E}(h, a) \).

(2) For any \( h, h' \in R \), we have \( \lambda_{h'h,a} = \lambda_{h,a} \circ \lambda_{h',a} \), and there is a long exact sequence of right vector spaces over the division ring \( C := C^{S,D}(a) \):

\[
0 \to E(h, a) \to E(h'h, a) \to E(h', a) \to \overline{E}(h, a) \to \overline{E}(h'h, a) \to \overline{E}(h', a) \to 0.
\]

In particular, we have the following cardinal inequalities for the right dimensions:

\[
(3.6) \quad [E(h'h, a) : C] \leq [E(h', a) : C] + [E(h, a) : C];
\]

\[
(3.7) \quad [\overline{E}(h'h, a) : C] \leq [\overline{E}(h', a) : C] + [\overline{E}(h, a) : C].
\]

**Proof.** (1) For any \( c \in K^* \), we have

\[
(\rho_d \circ \lambda_{h,a})(c) = \rho_d(h((a^d)c)) = h(a^cd)c = \lambda_{h,a}(cd) = \lambda_{h,a}(c).
\]

This proves the first equation in (1). From the commutative diagram of additive endomorphisms of \( K \) associated with this equation, it follows that \( \rho_d \)
induces additive isomorphisms from $E(h, a^d)$ to $E(h, a)$, and from $\overline{E}(h, a^d)$ to $\overline{E}(h, a)$.

(2) It suffices to show that $\lambda_{h', a}(c) = \lambda_{h', a}(\lambda_{h, a}(c))$ for every $c \in K^*$. We may assume that $h(a^c) \neq 0$, for otherwise both sides are zero. Under this assumption, we have by the Product Theorem (2.1):

$$\lambda_{h', a}(c) = (h')h(c)c = h'((c)h(a^c))h(a^c)c = h'(a^h(a^c)c = \lambda_{h', a}(h(a^c)c) = \lambda_{h', a}(\lambda_{h, a}(c)),$$

as desired. Now from the commutative triangle:

we derive by a standard argument the kernel-cokernel exact sequence for the three maps $\lambda_{h', a}$, $\lambda_{h', a}$ and $\lambda_{h, a}$ [Ba, p. 25], and this translates into the long exact sequence in (2). The two cardinal inequalities (3.6), (3.7) now follow immediately from this long exact sequence. Q.E.D.

Remark 3.8. If the calculation in the proof of (2) above looks a bit mysterious, we can give a perfectly good explanation for its raison d'être. For a given $a \in K$, consider the left simple $R$-module $M = R/R \cdot (t - a)$, which we shall identify with $K$ using the correspondence $f(t) \mapsto f(a)$. Under this identification, the action of a polynomial $h(t) \in R$ on an element $c \in K^*$ is given by $h(t)c = h(a^c)c$ (see [L2, (5.21)]). Therefore, the map $\lambda_{h, a} : K \to K$ is exactly the action of $h(t)$ on the $R$-module $M = K$ (and $E(h, a)$ is just the annihilator of $h(t)$ on this module). From this perspective, the calculation in (2) above simply amounts to the module law $(h')h(c) = h'(h(a^c)c)$ in $M = K$. Note that since $\lambda_{h, a}$ is right $C$-linear for any $h$, $M = K$ is an ($R$, $C$)-bimodule. In particular, the $R$-action on the left of $M = K$ gives a ring homomorphism from $R$ to $\text{End}(K_C)$ sending each $h \in R$ to $\lambda_{h, a}$.

Corollary 3.9. (1) If $\lambda_{h, a}$ is an isomorphism, then $E(h'h, a) \cong E(h', a)$. (2) If $\lambda_{h', a}$ is an isomorphism, then $E(h', a) \cong E(h, a)$. (3) If $\lambda_{h', a}$ is an isomorphism, then $E(h, a) \cong E(h'h, a)$.

For the rest of this section, we shall continue to write $C = C^{S, D}(a)$, for a fixed element $a \in K$.

Corollary 3.10. Suppose $h(t)$ has no root in $\Delta^{S, D}(a)$. Then $f(t) := (t - a)h(t)$ has at most one root in $\Delta^{S, D}(a)$.

Proof. By (3.6), (3.3)(3) and (3.3)(4), we have

$$\dim_C E(f, a) \leq \dim_C E(t - a, a) + \dim_C E(h, a) = 1.$$

Let $a^d, a^{d'}$ be roots of $f(t)$ in $\Delta^{S, D}(a)$. Then $d, d' \in E(f, a) \setminus \{0\}$, so we must have $d' = dc$ for some nonzero $c \in C$. But then $a^{d'} = a^{dc} = (a^c)^d = a^d$. Q.E.D.

In fact, as we have pointed out in the paragraph after [L2, (5.23)], $C$ is naturally isomorphic to $\text{End}_R M$. Here, $R$-homomorphisms of $M$ are composed on the right.

For instance, this conclusion would hold if $S$ is an automorphism and $h$ is a semi-invariant polynomial not vanishing on $a$ (see (3.4)). Similar remarks can be made about cases (2) and (3).
Theorem 3.11. For any nonzero \( h \in R \), \([E(h, a) : C]_r \leq \deg h(t)\). If the class \( \Delta^{S, D}(a) \) is \((S, D)\)-algebraic with minimal polynomial \( f(t) \), then \([E(h, a) : C]_r = [E(h, a) : C]_r \leq \deg h_0(t)\), where \( h_0(t) \) is the remainder of \( h(t) \) upon right division by \( f(t) \).

Proof. The first part of the theorem has appeared before in [L1, (4.2)]. Here we offer a shorter, and perhaps also more natural proof, by induction on \( \deg h(t) \). If this degree is zero, the desired conclusion follows from (3.3)(2). In the general case, we may assume the existence of a nonzero element \( d \in E(h, a) \) (for otherwise \([E(h, a) : C]_r = 0\)). Then \( h(ad) = 0 \), so we have a factorization \( h(t) = q(t)(t-ad) \), where \( q(t) \in R \) has degree \( = \deg h(t)-1 \). By (3.6), (3.3)(3) and the inductive hypothesis (in that order), we have

\[
[E(h, a) : C]_r < [E(t -0a, a) : C]_r + [E(q, a) : C]_r
= 1 + [E(q, a) : C]_r
\leq 1 + \deg q(t)
= \deg h(t),
\]

as desired. If \( \Delta^{S, D}(a) \) happens to be algebraic, then \( K \) is finite dimensional as a right \( C \)-vector space [L2, (5.10)]. Taking \( C \)-dimensions of the spaces in the exact sequence

\[0 \to E(h, a) \to K \to K \to E(h, a) \to 0,\]

we see immediately that \( [E(h, a) : C]_r = [E(h, a) : C]_r \). Since any left multiple of \( f(t) \) vanishes on \( \Delta^{S, D}(a) \), we have \( h(ac) = h_0(ac) \) for any \( c \in K^* \), and hence \( \lambda_{h, a} = \lambda_{h_0, a} \). From this, it follows that

\([E(h, a) : C]_r = [E(h_0, a) : C]_r \leq \deg h_0(t)\). Q.E.D.

To illustrate the meaning of the second part of the theorem, let us re-state it in more explicit terms in the special case when \( h(t) \) is a linear polynomial \( t - b \). Using the computation of \( E(h, a) \) in (3.3)(3) in this case, we arrive at the following statement:

Corollary 3.12. Let \( \Delta^{S, D}(a) \) be an algebraic class, and let \( b \in K \).

(1) If \( b \notin \Delta^{S, D}(a) \), then the additive endomorphism of \( K \) sending \( c \in K \) to \( D(c) + S(c)a - bc \in K \) is an isomorphism. In other words, for every \( d \in K \), there exists a unique \( c \in K \) solving the equation \( D(c) + S(c)a - bc = d \).

(2) If \( b \in \Delta^{S, D}(a) \), then the image of the above additive endomorphism of \( K \) is a right \( C^{S, D}(a) \)-subspace of codimension 1 in \( K \).

In the classical case when \((S, D) = (I, 0)\), for instance, (1) above says the following: If \( a \in K \) is algebraic over the center of \( K \), and \( b \) is not a conjugate of \( a \), then for any \( d \in K \), there is a unique \( c \in K \) solving the equation \( ca - bc = d \). But if \( b \) is conjugate to \( a \), then there exists \( d \in K \) for which \( ca - bc = d \) is unsolvable in \( K \). These statements are to be compared with similar ones made by P. M. Cohn in [Co, p. 222].

Some more useful consequences of (3.5) and (3.11) are noted below.

Corollary 3.13. Let \( \Delta^{S, D}(a) \) be an algebraic conjugacy class, and let \( h, h' \in R \). If \( h \) has no root in \( \Delta^{S, D}(a) \), then \( \lambda_{h, a} \) is an isomorphism, and \( \dim_C E(h'h, a) \)
= \dim_C E(h', a)'s. (Similar statements can be made in the cases when \( h' \) or \( h'h \)
has no root in \( \Delta^{S,D}(a) \); see (3.9).)

Proof. The assumption on \( h \) means that \( E(h, a) = 0 \), and by (3.11) this
implies that \( \overline{E}(h, a) = 0 \), so \( \lambda_{h,a} \) is an isomorphism. From (3.9)(1), we
deduce that \( E(h'h, a) \cong E(h', a) \), so these spaces have the same dimension
over \( C \).  Q.E.D.

Corollary 3.14. Suppose \( S \) is not an automorphism, and \( \Delta^{S,D}(a) \) is an algebraic
class. Then every nonconstant semi-invariant polynomial \( h(t) \in R \) vanishes on
\( \Delta^{S,D}(a) \).

Proof. Since \( \Delta^{S,D}(a^d) = \Delta^{S,D}(a) \), it is sufficient to show that \( h(a) = 0 \).
But if \( h(a) \neq 0 \), then \( E(h, a) = 0 \) by (3.4), and so \( \overline{E}(h, a) = 0 \) by (3.11).
By (3.4) again, \( S \) must be an automorphism, contradicting the hypothesis.  Q.E.D.

Although we have used parallel notation for the exponential and co-exponential
spaces, in general they have considerably different behavior. For instance,
unlike \( E(h, a), \overline{E}(h, a) \) may have infinite right dimension over \( C = C^{S,D}(a) \)
(necessarily in the case when \( \Delta^{S,D}(a) \) is not algebraic). We shall give two ex-
amples below in which \( \dim_C E(h, a) \leq 1 \), but \( \dim_C \overline{E}(h, a) = \infty \). In both
examples, \( K \) is a field and \( D = 0 \); in such a situation, the \textit{a priori} condition that
\( \Delta^{S,D}(a) \) is not algebraic boils down simply to \( S \) not being an algebraic endo-
morphism, independently of \( a \) (see [L2, (5.17)]). In fact, the endomorphisms
\( S \) used below are among the simplest examples of nonalgebraic endomorphisms
of fields.

Examples 3.15. (A) Let \( K \) be a rational function field \( k(x) \) over a field \( k \), \( D = 0 \),
and \( S \) be the \( k \)-endomorphism of \( K \) with \( S(x) = x^2 \). For \( a := x \), it is easy to see that
\( C := C^S(a) = k \). For the invariant polynomial \( h(t) := t \), we have
\( \lambda_{h,a}(c) = S(c)a \) for every \( c \in K \), so \( E(h, a) = 0 \); however, \( \overline{E}(h, a) =
K/S(K)a = k(x)/k(x^2)x \equiv k(x^2) \) is clearly infinite dimensional over \( C = k \).

(B) One might think that the above example is pathological since \( S \) there
is not an automorphism of \( K \). However, a slight variation of the construction
will yield a new example in which \( S \) is an automorphism. Let \( K = k(x) \)
as before, where \( k \) is a field of characteristic zero; let \( D = 0 \), and let \( S \) be the
\( k \)-endomorphism of \( K \) defined by \( S(x) = x + 1 \). Here, we let \( a := 1 \),
and \( h(t) = t - 1 \). For these choices, \( C := C^S(a) \) is the fixed field \( K^S = k \),
and by (3.3)(5), \( \lambda_{h,a} = h(S) = S - I \). Therefore, \( E(h, a) = K^S \) has
\( C \)-dimension 1, and \( \text{im} \lambda_{h,a} \) consists of functions \( f(x + 1) - f(x) \), where \( f \)
ranges over \( k(x) \). Using the unique factorization of polynomials in \( k[x] \),
and the fact that \( \text{char} k = 0 \), it is not difficult to show that no nontrivial
\( k \)-linear combination of \( \{x^{-1}, x^{-2}, \ldots \} \) can be expressed in the form
\( f(x + 1) - f(x) \). This shows that the set \( \{x^{-1}, x^{-2}, \ldots \} \) is \( k \)-linearly
independent over \( \text{im} \lambda_{h,a} \), and therefore \( \dim_C \overline{E}(h, a) = \infty \).\(^6\) Note that the
assumption \( \text{char} k = 0 \) is essential for this example, for if \( \text{char} k = p > 0 \),
then \( S^p = I \), so \( S \) is an algebraic automorphism. In the case, \( K \) is a cyclic
extension of degree \( p \) over \( C := C^S(1) = K^S = k(x^p - x) \), and Theorem
3.11 would apply to show that \( \text{im} \lambda_{h,1} = \{f(x + 1) - f(x): f \in k(x)\} \) has
\( C \)-codimension 1 in \( K \).

\(^6\) This is all the more remarkable in view of the (easily established) fact that the restriction
\( \lambda_{h,1} : k[x] \to k[x] \) is actually onto.
Concerning the question of finite dimensionality of $\text{E}(h, a)$, we can only offer some partial results, because of the difficulties suggested by the above examples. First of all, for a product of two polynomials, we do have the following:

\[(3.16) \quad \dim_C \text{E}(h'h, a) < \infty \iff \dim_C \text{E}(h, a) < \infty \text{ and } \dim_C \text{E}(h', a) < \infty.\]

To obtain a more quantitative result, we shall need more assumptions.

**Proposition 3.17.** Assume that $S$ is an automorphism, and that $f = h'h$ is a nonconstant semi-invariant polynomial. Then $\dim_C \text{E}(h, a)$ and $\text{E}(h', a)$ are both bounded by $m := \max\{\deg g(t), \deg h'(t)\}$. If, moreover, $h'h = hh'$, then $\dim_C \text{E}(h, a) \leq \deg h(t)$, and $\dim_C \text{E}(h', a) \leq \deg h'(t)$.

**Proof.** We go into the following two cases.

**Case (i).** $f(a) = 0$. By the proof of (3.4), we have in fact $f(\Delta^{S, D}(a)) = 0$, so $\Delta^{S, D}(a)$ is algebraic. In this case, (3.11) gives $\dim_C \text{E}(g, a) = \dim_C \text{E}(g, a) \leq \deg g(t)$ for every $g(t)$, so all desired conclusions follow.

**Case (ii).** $f(a) \neq 0$. Since $S$ is an automorphism, (3.4) implies that $\lambda_{f, a}$ is an isomorphism. By (3.9)(2), we have $\text{E}(h', a) \cong \text{E}(h, a)$, so $\dim_C \text{E}(h', a) \leq \deg h'(t) \leq m$. Also, by (3.5) there is a surjection from $\text{E}(f, a)$ to $\text{E}(h', a)$, so we have $\text{E}(h', a) = 0$ in this case. If $h'h = hh'$, then we will have $\text{E}(h, a) = 0$ as well. Q.E.D.

Now let us return to the study of exponential spaces. In general, the inequality $[\text{E}(h, a) : C]_r \leq \deg h(t)$ in (3.11) may be strict, so it is useful to introduce the following definition: We say that a nonzero polynomial $h(t) \in R$ is full at $a \in K$ if $[\text{E}(h, a) : C]_r = \deg h(t)$. For instance, if $\Delta^{S, D}(a)$ happens to be $(S, D)$-algebraic, then its minimal polynomial (the monic polynomial in $R$ of the least degree vanishing on $\Delta^{S, D}(a)$) is full at $a$ [L2, §4]. An interesting consequence of (3.6) is the following:

**Proposition 3.18.** Let $f = h'h \in R$. If $f$ is full at $a$, then $h'$ and $h$ are both full at $a$.

**Proof.** By the fullness of $f$ at $a$ and by (3.6), we have

\[
\deg f = [\text{E}(f, a) : C]_r = [\text{E}(h'h, a) : C]_r \\
\leq [\text{E}(h', a) : C]_r + [\text{E}(h, a) : C]_r \\
\leq \deg h' + \deg h \\
= \deg f.
\]

Therefore, we must have $[\text{E}(h', a) : C]_r = \deg h'$, and $[\text{E}(h, a) : C]_r = \deg h$. Q.E.D.

With the help of this corollary, some alternative characterizations of the fullness property are given in the proposition below.

**Proposition 3.19.** Let $\Delta = \Delta^{S, D}(a)$ and let $h$ be a nonconstant polynomial in $R$. Then the following are equivalent:

1. $h(t)$ is full at $a$;
2. $h(t)$ is, up to a left scalar multiple, the minimal polynomial of some $(S, D)$-algebraic subset $\Delta_0$ of $\Delta$.
If \( \Delta \) is \((S, D)\)-algebraic, these conditions are also equivalent to:

(3) \( h(t) \) is a right divisor of \( f_\Delta \), the minimal polynomial of \( \Delta \).

**Proof.** To facilitate the proof, we shall use freely the basic properties of \( P \)-dependence, \( P \)-basic, rank and minimal polynomial of \((S, D)\)-algebraic sets, as developed in [La] and [L1]. Let \( n := \deg h(t) \). If \( h(t) \) is full at \( a \), let \( \{c_1, \ldots, c_n\} \) be a right \( C \)-basis for \( E(h, a) \). By [L2, §4], \( \Delta_0 := \{a^{c_1}, \ldots, a^{c_n}\} \) are \( P \)-independent in \( \Delta \), so \( \rank \Delta_0 = n \). Since \( h(t) \) vanishes on \( \Delta_0 \), and \( \deg h(t) = \rank \Delta_0 \), \( h(t) \) must be, up to a left \( K \)-multiple, the minimal polynomial of \( \Delta_0 \). Conversely, suppose \( h(t) \) is a left \( K \)-multiple of the minimal polynomial of an \((S, D)\)-algebraic subset \( \Delta_0 \subseteq \Delta \). Then \( \rank \Delta_0 = \deg h(t) = n \), so \( \Delta_0 \) has a \( P \)-basis of \( n \) elements, say \( \{a^{c_1}, \ldots, a^{c_n}\} \). By [L2, §4], \( \{c_1, \ldots, c_n\} \subseteq E(h, a) \) are right linearly independent over \( C \). Since \( [E(h, a) : C] \leq \deg h(t) = n \), it follows that \( \{c_1, \ldots, c_n\} \) form a \( C \)-basis for \( E(h, a) \), so \( h(t) \) is full at \( a \). We have now completed the proof of (1) \( \iff \) (2).

Now suppose \( \Delta \) is \((S, D)\)-algebraic, with minimal polynomial \( f_\Delta \). If \( h(t) = b \cdot h_0(t) \) where \( h_0 \) is the minimal polynomial of some \((S, D)\)-algebraic subset \( \Delta_0 \subseteq \Delta \), then, since \( f_\Delta \) vanishes on \( \Delta_0 \), it is a left multiple of \( h_0 \), and hence also of \( h \). Conversely, if \( f_\Delta \) is a left multiple of \( h \), then, since \( f_\Delta \) is full at \( a \), (3.18) implies that \( h \) is also full at \( a \). Q.E.D.

Now let us consider two Ore extensions

\[ R = K[t, S, D] \quad \text{and} \quad R' = K[t', S', D'], \]

connected by a \( K \)-homomorphism \( \phi: R' \rightarrow R \). The map \( \phi \) is determined by \( p(t) := \phi(t') \), which is a \( cv \)-polynomial in \( R \) with respect to \((S', D')\). For a polynomial \( g(t') \in K[t', S', D'] \) and any \( b \in K \), let us denote the associated \( \lambda \)-transform on \( K \) by \( \lambda_{g, b} \), and the corresponding exponential and co-exponential spaces by \( E'(g, b) \) and \( \overline{E}'(g, b) \). As a natural consequence of the Conjugation Theorem and the Composite Function Theorem, we have the following result.

**Proposition 3.20.** For any \( g(t') \in R' \) and any \( a \in K \), we have \( \lambda_{gop, a} = \lambda_{g, p(a)}' \). In particular, \( E(g \circ p, a) = E'(g, p(a)) \) and \( \overline{E}(g \circ p, a) = \overline{E}'(g, p(a)) \).

**Proof.** For any \( c \in K^* \), (2.2) and (2.3) give the following

\[ \lambda_{gop, a}(c) = (g \circ p)(a^c)c = g(p(a^c))c = g(p(a)^c)c = \lambda_{g, p(a)}'(c), \]

where the conjugation notations follow the conventions in (2.2). This gives the equation for the \( \lambda \)-transforms, and the rest follows by taking kernels and cokernels of these. Q.E.D.

In the above proposition, of course, \( \lambda_{gop, a} \) is linear over \( C^S, D(a) \), while \( \lambda_{g, p(a)}' \) is linear over \( C^{S', D'}(p(a)) \). This fact is reconciled by (1) in the proposition below.

**Proposition 3.21.** For the \( cv \)-polynomial \( p(t) \) as above, and for any \( a \in K \), we have:

1. \( C^S, D(a) \subseteq C^{S', D'}(p(a)) \);
2. \( C^{S', D'}(p(a)) = E(p - p(a), a) \);
(3) The right dimension \([C^{S', D'}(p(a)) : C^{S, D}(a)]_r\) is bounded by \(\text{deg } p(t)\).

Proof. (1) Let \(c \in C^{S', D'}(a) \setminus \{0\}\). Then \(a^c = a\), and hence \(p(a) = p(a^c) = p(a)^c\) (using the conventions in (2.2)). Since the last conjugation here is an \((S', D')\)-conjugation, we see that \(c \in C^{S', D'}(p(a))\). For (2), note that \(c\) belongs to \(E(p - p(a), a) \setminus \{0\}\) iff \(0 = (p - p(a))(a^c) = p(a^c) - p(a)\). By (2.2), this means that \(p(a)^c = p(a)\), i.e. \(c \in C^{S', D'}(p(a))\). This proves (2). Using this, it follows that \([C^{S', D'}(p(a)) : C^{S, D}(a)]_r\) is the right \(C^{S, D}(a)\)-dimension of \(E(p - p(a), a)\), so by (3.11) it is bounded by \(\text{deg } (p(t) - p(a)) = \text{deg } p(t)\). Q.E.D.

The above proposition leads to some special properties of the exponential spaces of cv-polynomials. We record these properties in the following corollary.

Corollary 3.22. Let \(a \in K\), and \(p(t)\) be a cv-polynomial as above.

1. If \(E(p, a) \neq \{0\}\), then it is a one-dimensional left vector space over \(K_{D'}\), the subdivision ring of constants of the derivation \(D'\).

2. If \(E(p, a_1) \cap E(p, a_2) \neq \{0\}\), then \(E(p, a_1) = E(p, a_2)\).

3. For any nonzero \(d \in E(p, a)\), we have \(dC^{S, D}(a)d^{-1} \subseteq K_{D'}\).

Proof. Fix a nonzero element \(d \in E(p, a)\), so \(p(a^d) = 0\). Replacing \(a\) in (3.21)(2) by \(a^d\), we get \(C^{S', D'}(0) = E(p, a^d)\). By (3.5)(1), this gives \(K_{D'} = E(p, a) \cdot d^{-1}\). Therefore, \(E(p, a) = K_{D'} \cdot d\). This proves (1), and (2) follows immediately from (1). For (3), we use the fact that \(E(p, a)\) is a right vector space over \(C^{S, D}(a)\). For any nonzero \(d\) as above, we have \(dC^{S, D}(a) \subseteq E(p, a) = K_{D'} \cdot d\), so \(dC^{S, D}(a)d^{-1} \subseteq K_{D'}\). Q.E.D.

Lastly, putting our results together, we derive a characterization for a composite function to be full at a given point.

Proposition 3.23. Let \(p(t)\) be as above, \(a \in K\), and \(g(t') \in R'\). Then \(g \circ p\) is full at \(a\) iff \(p - p(a)\) is full at \(a\) and \(g\) is full at \(p(a)\).

Proof. We start with the formula \(E(g \circ p, a) = E'(g, p(a))\) in (3.20), and let \(C = C^{S, D}(a)\), \(C' = C^{S', D'}(p(a))\). Taking right dimensions and using the transitivity formula, we have

\[
[E(g \circ p, a) : C]_r = [E'(g, p(a)) : C]'_r \cdot [C' : C]_r
\]

\[
= [E'(g, p(a)) : C']_r \cdot [E(p - p(a), a) : C]_r
\]

\[
\leq \text{deg } g(t') \cdot \text{deg } p(t)
\]

\[
= \text{deg } (g \circ p).
\]

Now, \(g \circ p\) is full at \(a\) iff we have equality above, and this can happen iff \(p - p(a)\) is full at \(a\) and \(g\) is full at \(p(a)\). Q.E.D.

4. Preservation of algebraic subsets

In this section, we shall apply the results obtained in §2 and §3 to the study of self-maps on \(K\) induced by cv-polynomials. The first part of this section (all material before (4.10)) is independent of §3, and can therefore be read immediately after §2. Again, the notations \(R = K[t, S, D]\) and \(R' = K[t', S', D']\) will remain in force.
Proposition 4.1. Let \( p(t) \in R \) be a \( cv \)-polynomial with respect to \( (S', D') \). If \( a \in K \) is \( P \)-dependent on a set \( \Delta \subseteq K \) with respect to \( (S, D) \), then \( p(a) \) is \( P \)-dependent on \( p(\Delta) \) with respect to \( (S', D') \).

Proof. For any polynomial \( g(t') \in R' \) such that \( g(p(\Delta)) = 0 \), we must show that \( g(p(a)) = 0 \). By (2.3) (the Composite Function Theorem), \( g(p(\Delta)) = 0 \) implies that \( (g \circ p)(\Delta) = 0 \). Since \( a \) is \( P \)-dependent on \( \Delta \) with respect to \( (S, D) \), the latter implies that \( (g \circ p)(a) = 0 \). Applying the Composite Function Theorem one more time, we conclude that \( g(p(a)) = 0 \). Q.E.D.

The converse of this proposition is, of course, not true in general. For instance, in the case when \( (S, D) = (I, 0) \), \( \{1\} \) is \( P \)-dependent on \( \{0\} \); yet for the \( cv \)-polynomial \( p(t) = t(t - 1) \), we have \( p(1) = p(0) = 0 \), so \( \{p(1)\} \) is \( P \)-dependent on \( \{p(0)\} \). Nevertheless we have in general the following result on the preservation of algebraic sets under the map \( a \mapsto p(a) \) for any (nonconstant) \( cv \)-polynomial \( p(t) \).

Theorem 4.2. Let \( p(t) \in R \) be a nonconstant \( cv \)-polynomial with respect to \( (S', D') \), and let \( \Delta \subseteq K \). Then \( \Delta \) is \( (S, D) \)-algebraic iff \( p(\Delta) \) is \( (S', D') \)-algebraic. Moreover, in this case,

\[
\text{rank } p(\Delta) \leq \text{rank } \Delta \leq \deg p(t) \cdot \text{rank } p(\Delta).
\]

The second inequality here is an equality iff \( f_\Delta \) (the minimal polynomial of \( \Delta \)) belongs to \( K[p(t)] \) (the subring of \( R \) generated by \( p(t) \) over \( K \)).

Proof. Step I. First assume that \( \Delta \) is \( (S, D) \)-algebraic. We fix a finite \( P \)-basis for \( \Delta \), say \( \{a_1, \ldots, a_n\} \). By [L1, (2.10)], we know there exists a nonzero polynomial \( q(t') \in K[t', S', D'] \) vanishing on \( \{p(a_1), \ldots, p(a_n)\} \), with \( \deg q(t') \leq n \). Then, by (2.3), \( (q \circ p)(a_i) = q(p(a_i)) = 0 \) for \( i = 1, \ldots, n \). Since \( \{a_1, \ldots, a_n\} \) form a \( P \)-basis for \( \Delta \), this implies that \( q \circ p \) vanishes on \( \Delta \). By (2.3) again, we see that \( q(p(\Delta)) = 0 \), so \( p(\Delta) \) is \( (S', D') \)-algebraic, with \( \text{rank } p(\Delta) \leq \deg q(t') \leq n = \text{rank } \Delta \).

Step II. Next, assume that \( p(\Delta) \) is \( (S', D') \)-algebraic, and let \( g(t') \in R' \) be its (monic) minimal polynomial. Then \( g(p(a)) = 0 \) for every \( a \in \Delta \), and so by (2.3) \( g \circ p \) vanishes on \( \Delta \). Since \( g \circ p \neq 0 \) (the fact that \( p(t) \) is nonconstant is needed here), this implies that \( \Delta \) is \( (S, D) \)-algebraic, with

\[
\text{rank } \Delta = \deg(g \circ p)(t) = \deg p(t) \cdot \deg g(t') = \deg p(t) \cdot \text{rank } p(\Delta).
\]

Step III. If \( \text{rank } \Delta = \deg p(t) \cdot \text{rank } p(\Delta) \), then, in Step II above, \( g \circ p \) must already be a left \( K \)-multiple of the minimal polynomial \( f_\Delta \) of \( \Delta \). Therefore, \( f_\Delta \in K \cdot g(p(t)) \subseteq K[p(t)] \).

Step IV. Assume that \( f_\Delta \in K[p(t)] \), say \( f_\Delta = h(p(t)) \), where \( h(t') \in R' \). Arguing by the Composite Function Theorem as before, we see that \( h(t') \) vanishes on \( p(\Delta) \), so \( \deg h(t') \geq \text{rank } p(\Delta) \). Then we have

\[
\text{rank } \Delta = \deg f_\Delta = \deg p(t) \cdot \deg h(t') \geq \deg p(t) \cdot \text{rank } p(\Delta).
\]

Combining this with (4.4), we must have equality in (4.5). Q.E.D.

In some cases, the condition that \( f_\Delta \in K[p(t)] \) may hold automatically. In such a situation, we will always get equality in (4.5). To be more specific, we record the following corollary of (4.2).
Corollary 4.6. Assume that \( K[p(t)] \) above is the largest Ore subextension of \( R \) in the sense of \([L_4, \text{Definition 5.15}]\), and that \( \Delta \subseteq K \) is a nonsingleton \((S, D)\)-algebraic set closed under \((S, D)\)-conjugation. Then \( p(\Delta) \) is \((S', D')\)-algebraic, and \( \text{rank} \Delta = \text{deg} p(t) \cdot \text{rank} p(\Delta) \). (In particular, \( \text{rank} \Delta \) must be divisible by \( \text{deg} p(t) \).)

Proof. By \([L_2, (5.2)]\), \( f_\Delta \) is an invariant polynomial; in particular, it is a cv-polynomial. Since \( \Delta \) is not a singleton set, we have \( \text{deg} f_\Delta \geq 2 \). The fact that \( K[p(t)] \) is the largest Ore subextension of \( R \) then implies that \( f_\Delta \in K[p(t)] \). Therefore, the last part of the above theorem applies. Q.E.D.

In general, of course, the equality \( \text{rank} \Delta = \text{deg} p(t) \cdot \text{rank} p(\Delta) \) need not hold. In fact, we may not even have the divisibility relation \( \text{rank} p(\Delta) | \text{rank} \Delta \) or \( \text{deg} p(t) | \text{rank} \Delta \). For instance, again in the simple case when \((S, D) = (I, 0)\), if \( K \) is a field with three different elements \( a, b, c \), then \( \Delta = \{a, b, c\} \) has rank 3, but for the quadratic cv-polynomial \( p(t) = (t - a)(t - b) \), \( p(\Delta) = \{0, (c - a)(c - b)\} \) has rank 2. In this example, both of the inequalities in (4.3) are strict inequalities. We shall see, however, that the divisibility relation \( \text{rank} p(\Delta) | \text{rank} \Delta \) does hold in a special case, namely, when \( \Delta \) is a single \((S, D)\)-conjugacy class \( \Delta^S.D(a) \) of some element \( a \in K \) (cf. (4.10) below). Let us now specialize to this important case.

Theorem 4.7. Let \( p(t) \) be as in (4.2). For any \( a \in K \), we have \( p(\Delta^S.D(a)) = \Delta^{S', D'}(p(a)) \), and the following statements are equivalent:

1. \( \Delta^S.D(a) \) is \((S, D)\)-algebraic;
2. The \( S \)-derivation \( D - D_{a,S} \) is algebraic;
3. \( \Delta^{S', D'}(p(a)) \) is \((S', D')\)-algebraic;
4. The \( S' \)-derivation \( D' - D_{p(a),S'} \) is algebraic.

If any of these conditions holds, then we have

\[
\text{rank} \Delta^{S', D'}(p(a)) \leq \text{rank} \Delta^S.D(a) \leq \text{deg}(t) \cdot \text{rank} \Delta^{S', D'}(p(a)).
\]

Proof. Let \( \Delta = \Delta^S.D(a) \). Then \( p(\Delta) \) consists of \( p(a^c) \), where \( c \) ranges over \( K^* \). Since \( p(a^c) = p(a)^c \) (in the sense of (2.2)), we see that \( p(\Delta) \) consists of all \((S', D')\)-conjugates of \( p(a) \), that is, \( p(\Delta^S.D(a)) = \Delta^{S', D'}(p(a)) \). In view of this equation, (1) \( \iff \) (3) follows from (4.2), and (1) \( \iff \) (2) and (3) \( \iff \) (4) both follow from (2.4). Finally, (4.8) follows from (4.3). Q.E.D.

Remark 4.9. The equivalences (1) \( \iff \) (2) and (3) \( \iff \) (4) have appeared before in \([L_2, (5.10)]\), with essentially the same proofs (using the identity (2.4)). (2) \( \iff \) (4) has also appeared in \([L_4, (5.13)]\); however, the proof given here is substantially different from that in \([L_4]\).

Next, we shall bring to bear the basic results on exponential spaces obtained in §3. These results lead to a much more precise version of (4.2) in the case when \( \Delta \) is a single algebraic \((S, D)\)-conjugacy class.

Theorem 4.10. Let \( p(t) \in R \) be any nonconstant cv-polynomial with respect to \( (S', D') \). Let \( \Delta := \Delta^S.D(a) \) be an algebraic \((S, D)\)-conjugacy class in \( K \), and let \( \Delta' := p(\Delta) = \Delta^{S', D'}(p(a)) \). Then \( \text{rank} p(\Delta) \) divides \( \text{rank} \Delta \), and the following statements are equivalent:

1. \( \text{rank} \Delta = \text{deg} p(t) \cdot \text{rank} p(\Delta) \);
2. The polynomial \( p - p(a) \) is full at \( a \);
(3) The minimal polynomial $f_\Delta$ of $\Delta$ belongs to $K[p(t)]$;
(4) $p - p(a)$ is a right divisor of $f_\Delta$ in $R$;
(5) $p - p(a)$ is, up to a left $K$-multiple, the minimal polynomial of some subset $\Delta_0$ of $\Delta$.

Proof. Let $C := C^{S', D'}(a)$ and $C' := C^{S', D'}(p(a))$. Then, by [L2, (5.10)], $[K : C]_r = \text{rank}_\Delta$, and $[K : C']_r = \text{rank}_{\Delta'}$. But by (3.21)(1), we have $C \subseteq C'$, so the transitivity formula for vector space dimensions gives $[K : C]_r = [K : C']_r \cdot [C' : C]_r$. This implies that $\text{rank}_{\Delta'} \leq \text{rank}_\Delta$. Furthermore, by (3.21)(2),

$$\frac{\text{rank}_\Delta}{\text{rank}_{\Delta'}} = [C' : C]_r = [E(p - p(a), a) : C]_r \leq \text{deg}(p - p(a)) = \text{deg}_p(t).$$

This gives another proof for the second inequality in (4.8), and from this new argument, we see immediately that (1) $\iff$ (2). The equivalence of (1) and (3) follows from (4.2), and finally, the equivalences of (2), (4) and (5) follow by applying (3.19) to the polynomial $p - p(a)$ (independently of the fact that $p(t)$ is a cv-polynomial). Q.E.D.

Example 4.12. We give here a simple example in the classical case $(S, D) = (1, 0)$ in which the conditions (1) through (5) in the above theorem are not satisfied. Let $A$ be a central $k$-division algebra with a maximal subfield $L = k(a)$ of odd dimension $n$ over $k$, and take $p(t)$ to be the central quadratic polynomial $t^2$. Here, $\Delta := \text{conjugacy class of } a$ and $\Delta' := \text{conjugacy class of } p(a) = a^2$ both have rank $n$ (since $L = k(a) = k(a^2)$), so the divisibility relation $\text{rank}_{p(\Delta)} \leq \text{rank}_\Delta$ holds, but (1) in the theorem does not. The exponential space $E(p - p(a), a)$ here is $C_K(a^2) = L$ which is $1$-dimensional over $C := C_K(a) = L$, so $p - p(a)$ is not full at $a$. Lastly, $f_\Delta$ is the minimal polynomial of $a$ over $k$; since this polynomial has odd degree $n$, it clearly cannot belong to $K[p(t)] = K[t^2]$.

We now finish this section by pointing out what is perhaps the most useful consequence of the condition that $f_\Delta \in K[p(t)]$. Recall from [L2, §4] that an $(S, D)$-algebraic set $\Delta$ is said to be full if every root of its minimal polynomial $f_\Delta$ belongs to $\Delta$.

Theorem 4.13. Let $\Delta$ be a full $(S, D)$-algebraic set, and assume that $f_\Delta \in K[p(t)]$, where $p(t)$ is a nonconstant cv-polynomial as above. Then for any $b \in K$, we have $b \in \Delta \iff p(b) \in p(\Delta)$.

Proof. ($\implies$) Let $g(t')$ be the minimal polynomial for $p(\Delta)$. The given hypothesis implies that $g \circ p = d \cdot f_\Delta$ for some scalar $d \in K^*$ (cf. Step III in the proof of (4.2)). Suppose $p(b) \in p(\Delta)$. Then $(g \circ p)(b) = g(p(b)) = 0$ since $g$ vanishes on $p(\Delta)$. But then we have $f_\Delta(b) = 0$, and the fullness of $\Delta$ implies that $b \in \Delta$. Q.E.D.

Since $p(\Delta^{S', D'}(a)) = \Delta^{S', D'}(p(a))$, and $\Delta^{S', D'}(a)$ is full if it is algebraic, we have in particular:

Corollary 4.14. Let $\Delta = \Delta^{S', D'}(a)$ be an algebraic class, and assume that its minimal polynomial $f_\Delta$ belongs to $K[p(t)]$, where $p(t)$ is a nonconstant cv-polynomial. Then for any $b \in K$, $b$ is $(S, D)$-conjugate to $a$ iff $p(b)$ is $(S', D')$-conjugate to $p(a)$. 
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It is easy to see, by an example, that the hypothesis \( f_{\alpha} \in K[p(t)] \) in this corollary cannot be omitted. For instance, let \( K \) be the division ring of the real quaternions with \((S, D) = (I, 0)\), and let \( p(t) \) be the central polynomial \( t^2 \) in \( K[t] \), so \( p(t) \) is a cv-polynomial with respect to \((S', D') = (I, 0)\). For \( a = i+1 \) and \( b = -(i+1) \), we have \( p(a) = a^2 = b^2 = p(b) \), but the minimal polynomials of \( a \) and \( b \) over \( Z(K) = \mathbb{R} \) are, respectively, \( t^2 - 2t + 2 \) and \( t^2 + 2t + 2 \), so \( a \) and \( b \) are not conjugate in \( K \). Corollary (4.14) does not apply in this situation since the above minimal polynomials are not polynomials in \( t^2 \). In §6, an example will also be given (see (6.7)) to show that the hypothesis on the algebraicity of \( \Delta \) is crucial for both (4.13) and (4.14).

5. Criterion for \((S, D)\)-algebraicity and \((S, D)\)-conjugacy

In this section, we shall apply the tools developed in the earlier sections to derive a general criterion for an \((S, D)\)-conjugacy class \( \Delta^S,D(a) \) to be algebraic; then we prove the promised Hilbert 90 Theorem for an element \( b \in K \) to belong to such an algebraic class \( \Delta^S,D(a) \). Basically, our technique is to translate properties involving \((S, D)\) into analogous properties in the classical case when \((S, D) = (I, 0)\); the material in §2–§4 provides the necessary theoretical framework for such a transfer procedure. Once we are reduced to the case when \((S, D) = (I, 0)\), we can use freely the following classical results of Wedderburn and Dickson mentioned in the Introduction:

(5.1) A conjugacy class \( \Delta(a) = \{cac^{-1} : c \in K^*\} \) is algebraic iff \( a \) is algebraic over \( Z(K) \) (the center of \( K \));

(5.2) An element \( b \in K \) belongs to an algebraic conjugacy class \( \Delta(a) \) iff \( a \) and \( b \) have the same minimal polynomial over \( Z(K) \).

To begin our discussion, we first observe that a necessary condition for \( R = K[t, S, D] \) to have an algebraic conjugacy class is that \( R \) not be a simple ring. In fact, if \( \Delta^S,D(a) \) is an algebraic class, then the minimal polynomial of \( \Delta^S,D(a) \) is a nonconstant invariant polynomial which generates a nonzero proper ideal in \( R \). Since we are interested only in algebraic conjugacy classes in this section, we shall henceforth assume that \( R \) is a nonsimple ring. In particular, \( R \) has a monic nonconstant semi-invariant polynomial of minimal degree. We shall fix such a polynomial \( p(t) \) in this section, and denote its degree by \( n \geq 1 \).

Our first step is to dispose of the case when \( S \) has infinite inner order. Recall from [L4] that the inner order of \( S \), denoted by \( o(S) \), is the smallest positive integer \( k \) such that \( S^k \) is an inner automorphism of \( K \); if no such \( k \) exists, \( o(S) \) is taken to be \( \infty \). In particular, if \( S \) is not an automorphism, \( o(S) \) is \( \infty \) according to this definition.

**Proposition 5.3.** Suppose \( o(S) = \infty \).

(1) If \( p(t) \) has no root in \( K \), then \( K \) has no algebraic \((S, D)\)-conjugacy classes.

(2) If \( p(t) \) has a root in \( K \), then the roots of \( p(t) \) constitute the one and only algebraic \((S, D)\)-conjugacy class in \( K \), and \( p(t) \) is its minimal polynomial. In particular, \( p(t) \) is invariant. If, in addition, \( S \) is an automorphism, then in fact every semi-invariant polynomial in \( R \) is invariant.

**Proof.** (1) Assume \( p(t) \) has no root in \( K \). Since \( p(t)c = S^a(c)p(t) \) for every \( c \in K \), \( p(t) \) is a cv-polynomial in \( R \) with respect to \((S^n, 0)\). If there exists
an algebraic class \( \Delta^{S,D}(a) \), then by (4.7) \( \Delta^{S^n}(p(a)) \) is \((S^n, 0)\)-algebraic. Since \( p(a) \neq 0 \), an argument involving the nonzero constant term of the minimal polynomial of \( \Delta^{S^n}(p(a)) \) shows that \( o(S^n) < \infty \). (See [L2, (5.17)] for the details.) But then we also have \( o(S) < \infty \), a contradiction.

(2) Suppose now that \( p(t) \) has a root \( a \in K \). Applying the Conjugation Theorem (2.2) to \( p(t) \) (or by [L2, (5.1)]), we see that \( p(\Delta^{S,D}(a)) = 0 \). Therefore, \( \Delta^{S,D}(a) \) is an algebraic class, and \( p(t) \) is a left multiple of the minimal polynomial of \( \Delta^{S,D}(a) \). Since \( n = \deg p(t) \) is chosen minimal, \( p(t) \) is exactly the minimal polynomial of \( \Delta^{S,D}(a) \). In particular, \( p(t) \) is invariant, and \( \Delta^{S,D}(a) \) consists of all of its roots in \( K \). The fact that \( \Delta^{S,D}(a) \) must be the unique \((S, D)\)-algebraic conjugacy class has been shown earlier in [L2, (5.25)]. (Briefly, an algebraic conjugacy class must have minimal polynomial equal to \( p(t) \) by an application of Cauchon’s structure theory of invariant polynomials [Ca], since the assumption that \( o(S) = \infty \) implies that \( R \) has no nonconstant central polynomials.) Finally, assume that \( S \) is an automorphism. Then, by [L2, (2.11)(1)], every semi-invariant polynomial is a left scalar multiple of a power of \( p(t) \), and is therefore an invariant polynomial. Q.E.D.

Since the result above settles all questions concerning algebraic conjugacy classes in the case when \( o(S) = \infty \), we shall now work in the situation \( o(S) < \infty \). This assumption implies in particular that \( S \) is an automorphism of \( K \), and by [L2, (2.11)(1)], all semi-invariant polynomials of \( R \) belong to \( K[p(t)] \). Now we are ready to state and prove the main result of this paper.

(5.4) Hilbert 90 Theorem for \((K, S, D)\). Let \( R = K[t, S, D] \) where \( o(S) < \infty \), and let \( p(t) \) be a monic semi-invariant polynomial of minimal degree \( n \geq 1 \) in \( R \) (we are assuming that such a polynomial exists). Let \( k = o(S^n) = o(S)/(n, o(S)) \), say \( (S^n)k = I_u \) (\( = \)inner automorphism sending \( c \) to \( ucu^{-1} \)). Then:

(A) A conjugacy class \( \Delta^{S,D}(a) \) is \((S, D)\)-algebraic iff \( u^{-1}N_{k,S^n}(p(a)) \) is algebraic over \( Z(K) \), the center of \( K \). Here, \( N_{k,S^n} \) denotes the \( k \)th power function with respect to \((S^n, 0)\), that is, \( N_{k,S^n}(c) = S^{n(k-1)}(c)S^{n(k-2)}(c)\ldots S^n(c)c \) for every \( c \in K \).

(B) If \( \Delta^{S,D}(a) \) is an algebraic class, then for any \( b \in K \) the following are equivalent:

1. \( b \) is \((S, D)\)-conjugate to \( a \);
2. \( p(b) \) is \( S^n \)-conjugate to \( p(a) \);
3. \( u^{-1}N_{k,S^n}(p(b)) \) is conjugate (in the classical sense) to \( u^{-1}N_{k,S^n}(p(a)) \);
4. \( u^{-1}N_{k,S^n}(p(b)) \) is algebraic over \( Z(K) \) and has the same minimal polynomial over \( Z(K) \) as \( u^{-1}N_{k,S^n}(p(a)) \).

Proof. (A) Since \( p(t)c = S^n(c)p(t) \) for every \( c \in K \) and \( S^{nk} = I_u \), we get \( u^{-1}p(t)k = c \) for every \( c \in K \). Thus, \( u^{-1}p(t)k \) commutes with all scalars, i.e. it is a cv-polynomial with respect to \((I, 0)\). Applying Theorem 4.7, we see that \( \Delta^{S,D}(a) \) is \((S, D)\)-algebraic iff

\[
\{(u^{-1}p^k)(\Delta^{S,D}(a)) = \Delta^{S,D}(a) : b \in K^*\}
\]

is \((I, 0)\)-algebraic, i.e. \( u^{-1}(p^k)(a) \) is algebraic over \( Z(K) \) (by (5.1)). It now remains to calculate \( (p^k)(a) \). Thinking of \( p(t)k \) as \( g \circ p \) where \( g(t') = t^k \in \)
K[t', S^n], we see by the Composite Function Theorem 2.3 that (p^k)(a) is the evaluation of t^k \in K[t', S^n] at p(a), that is, N_k.s^t(p(a)). This proves (A).

To prove (B), let us now assume that \Delta_s^d(a) is algebraic, and let b \in K. Noting that (3) \iff (4) follows form (5.2), we need only prove the equivalence of (1), (2) and (3). Since the minimal polynomial of \Delta_s^d(a) is invariant, it belongs to K[p(t)] by [L_2, (2.9)], so we are in a position to apply Corollary 4.14. This gives immediately the equivalence (1) \iff (2). The proof of (2) \iff (3) is done similarly, by making a transfer from R' = K[t', S^n] to R'' = K[t''], using the cv-polynomial u^{-1}t^k in R' with respect to (I, 0). The S^n-conjugacy class in question is now \Delta_s^d(p(a)). Depending on whether p(a) is zero, it is necessary to go into two cases.

Case (i). p(a) = 0. In this case, p(b) being S^n-conjugate to p(a) simply means that p(b) = 0. But also u^{-1}N_k.s^t(p(b)) being conjugate to

u^{-1}N_k.s^t(p(a)) = 0

amounts to p(b) = 0, since S is injective. Therefore, (2) \iff (3) is clear in this case.

Case (ii). p(a) \neq 0. Let g(t') = \sum_{i=0}^r b_it^i \in R' be the minimal polynomial of \Delta_s^d(p(a)), where r \geq 1, and b_r = 1. We have a complete factorization g(t') = (t' - c_1) \cdots (t' - c_r), where the c_i's are suitable elements in \Delta_s^d(p(a)) (see [La, Lemma 5]). Since p(a) \neq 0, we have c_i \neq 0 for all i, and therefore

(5.5) b_0 = (-1)^r c_1 \cdots c_r \neq 0.

We now make the crucial claim that

(5.6) g(t') \in K[u^{-1}t^k] = K[t^k].

Once we have proved this claim, the transfer argument from K[t', S^n] to K[t''] indicated above will go through, and we will have (2) \iff (3) by (4.14). To prove (5.6), we use the fact that g(t') is (semi-)invariant in K[t', S^n], which gives g(c^t) = (S^n)(c)g(t') for every c \in K. Comparing the left coefficients of t^i, we get b_i(S^n)(c) = (S^n)(c)b_i. Upon replacing c by S^{-n}(c), this transforms into b_i(c = S^{-n}(c)b_i, for every c. Therefore, whenever b_i \neq 0, we have (S^n)(c-r) = b_i; since o(S^n) = k, this implies that k|r - i. In particular, by (5.5), we see that k|r, and consequently, whenever b_i \neq 0, we must have k|i also. This shows that g(t') has the form b_0 + b_1t^k + b_2t^{2k} + \cdots; in other words, g(t') \in K[t^k]. This proves our claim (5.6). Q.E.D.

Remark 5.7. Conceptually, the equivalence (1) \iff (3) amounts essentially to a direct transfer from K[t, S, D] to K[t''] by using the cv-polynomial u^{-1}p(t)^k with respect to (I, 0). However, to justify this transfer procedure, we would need to know that the minimal polynomial of \Delta_s^d(a) belongs to K[u^{-1}p(t)^k] = K[p(t)^k], which is not always true. In the proof given above, we have shown basically that this is true if p(a) \neq 0 (and we provided an easy argument to deal separately with the case p(a) = 0). But, instead of working with the minimal polynomial of \Delta_s^d(a) in K[t, S, D], it is easier and more natural to work with the minimal polynomial of p(a) in K[t', S^n]. Therefore, we have chosen to “break up” the transfer (first from K[t, S, D] to K[t', S^n] and then from K[t', S^n] to K[t'']), and prove (1) \iff (2) \iff (3) instead of proving directly (1) \iff (3).
Remark 5.8. To properly understand (5.4)(B), it is important to say something about the role of the hypothesis that $\Delta^{S,D}(a)$ be an algebraic class. An analysis of the proof of (5.4) shows that, without assuming the algebraicity of $\Delta^{S,D}(a)$, we can still show that (1) in (5.4)(B) implies any of the other conditions. However, the equivalence of all these conditions is, in general, not true without the assumption on the algebraicity of $\Delta^{S,D}(a)$. In the next section, we shall give examples of triples $(K, S, D)$ as in (5.4) for which (3) $\Leftrightarrow$ (1) fails to hold for a (necessarily nonalgebraic) $(S, D)$-conjugacy class $\Delta^{S,D}(a)$. In fact, there exist such counterexamples both of the automorphism type (with $D = 0$) and of the derivation type (with $S = I$), as we shall see in §6.

In §6, we shall also examine in detail the various special forms of the Hilbert 90 Theorem obtained above. Here we close this section by applying the Hilbert 90 Theorem to prove the following refinement of some theorems in [Le1] and [L2]. The point of this result is that it gives many examples of $(K, S, D)$ for which all $(S, D)$-conjugacy classes are algebraic.

Theorem 5.9. Let $R = K[t, S, D]$ be such that $\sigma(S) < \infty$ and $k$ is algebraic over its center. Then the following statements are equivalent:

1. $R$ is nonsimple;
2. $R$ has a nonconstant central polynomial;
3. $D$ is an algebraic derivation;
4. There exists an algebraic $(S, D)$-conjugacy class;
5. Every $(S, D)$-conjugacy class is algebraic;
6. $[A^*_a : C^{S,D}(a)] < \infty$ for every $a \in K$.

Proof. The equivalence of (1), (2) and (3) was proved in [Le1, (2.4)], and (5) $\Leftrightarrow$ (6) was proved in [L2, (5.10)]. (5) $\Rightarrow$ (3) and (3) $\Rightarrow$ (4) are both clear by noting that $D$ is algebraic iff the class $\Delta^{S,D}(0)$ is algebraic [L2, (5.10)]. Thus, the crucial implication we need to prove is (4) $\Rightarrow$ (5). Assume (4). Then $R$ certainly has a nonconstant monic semi-invariant polynomial, and we can fix one, say $p(t)$, with minimal degree $n$. Letting $k := \sigma(S^n) = \sigma(S)/\langle n, \sigma(S) \rangle < \infty$, we can apply the Hilbert 90 Theorem (5.4). Since $K$ is algebraic over its center, it follows from part (A) of this theorem that all $(S, D)$-conjugacy classes in $K$ are algebraic. Q.E.D.

Remark 5.10. If all $(S, D)$-conjugacy classes are algebraic, it can be shown that we must have $\sigma(S) < \infty$. In the case when there are at least two $(S, D)$-conjugacy classes, this follows from [L2, (5.25)]. In the case when $K$ itself constitutes a single $(S, D)$-conjugacy class, we would have a nonzero $(S, D)$-polynomial vanishing on $K$; in this situation, K. H. Leung has shown that $K$ must be a finite field, so of course we will have $\sigma(S) < \infty$. However, Leung’s result is by no means easy to prove!

Corollary 5.11. Suppose $K$ is algebraic over $Z(K)$, and $S$ is an automorphism of $K$ such that $\sigma(S) < \infty$. If $D$ is an algebraic $S$-derivation, then so is $D - D_{a,S}$ for every $a \in K$. In particular (as already noted in [Le2, p. 23, Corollary 7]), every inner $S$-derivation $D_{a,S}$ is algebraic.

Proof. This follows from the theorem, in view of (1) $\Leftrightarrow$ (2) in (4.7). Q.E.D.
6. "HILBERT 90" IN SPECIAL CASES, AND COUNTEREXAMPLES

In this section, we shall interpret our general Hilbert 90 Theorem (5.4) in various special cases, and explain why it covers the different known forms of "Hilbert 90" in the literature. First, to see why the expression $u^{-1}N_{k,S}(p(a))$ comes up in (5.4), it is best to begin with the special case when $S$ and $D$ are both inner.

**Example 6.1.** Suppose $S = I_u$ and $D = D_{d_S}$. Then $t - d$ is easily seen to be an invariant polynomial [L₂, (2.6)]. Using the notation of (5.4), we can choose $p(t) = t - d$ so we have $n = k = 1$ here. The expression $u^{-1}N_{k,S}(p(a))$ is now simply $u^{-1}(a - d)$. Theorem 5.4(A) says in this case that $A_5,_,(z)$ is algebraic iff $u^{-1}(a - d)$ is algebraic over $Z(K)$. (For instance, using (4.7), it follows that $D_{d_S}$ is algebraic iff $u^{-1}d$ is algebraic over $Z(K)$.) If $A_5,_,(a)$ is algebraic, (5.4)(B) says that $b \in K$ is $(S, D)$-conjugate to $a$ iff $u^{-1}(b - d)$ is conjugate (in the classical sense) to $u^{-1}(a - d)$. The latter statement can be checked directly as follows. For $b$ to be in $A_5,_,(a)$, we need the existence of $c \in K^*$ such that

$$b = S(c)ac^{-1} + D(c)c^{-1}$$

$$= uc u^{-1}ac^{-1} + [dc - S(c)d]c^{-1}$$

$$= uc u^{-1}ac^{-1} + d - uc u^{-1}dc^{-1},$$

or equivalently, $u^{-1}(b - d) = c[u^{-1}(a - d)]c^{-1}$. So $b$ is $(S, D)$-conjugate to $a$ iff $u^{-1}(b - d)$ is conjugate (in the classical sense) to $u^{-1}(a - d)$, as predicted by (5.4)(B).

**Example 6.2.** Here we look at the case when $D = 0$ and $\sigma(S) = k < \infty$. Since the polynomial $t$ is obviously invariant, we can choose $p(t) = t$, so $n = 1$, and $(S^n)^k = S^k = I_u$ for some $u \in K^*$. The expression $u^{-1}N_{k,S}(p(a))$ is now $u^{-1}S^{k-1}(a) \cdots S(a)a$. So we get from (5.4):

(6.2)(A) $Δ^S(a)$ is algebraic iff $u^{-1}S^{k-1}(a) \cdots S(a)a$ is algebraic over $Z(K)$.

In particular, letting $a = 1$ and using [L₂, (5.17)], we see that $S$ is algebraic (as an endomorphism of $K$) iff $Δ^S(1)$ is algebraic, iff $u$ is algebraic over $Z(K)$.

(6.2)(B) Assume $Δ^S(a)$ is algebraic. Then $b \in K$ can be written in the form $S(c)ac^{-1}$ for some $c \in K^*$ if and only if $u^{-1}S^{k-1}(b) \cdots S(b)b$ is conjugate (in the classical sense) to $u^{-1}S^{k-1}(a) \cdots S(a)a$. In particular, if $u$ is algebraic over $Z(K)$, then $b \in K$ has the form $S(c)c^{-1}$ for some $c \in K^*$ iff $S^{k-1}(b) \cdots S(b)b$ is a commutator of the form $udu^{-1}d^{-1}$ for some $d \in K^*$.

If $u = 1$ and $K$ is a field, (6.2)(B) gives back the original form of the Hilbert 90 Theorem. If $u = 1$, $K$ is a division ring, and $S^{k-1}(a) \cdots S(a)a$ is assumed to be in $Z(K) \cap K^S$, the first statement of (6.2)(B) was obtained by Jacobson in [J₃, Theorem 27] (see also [Co, p. 68] for the special case $a = 1$). Thus, (6.2)(B) improves Jacobson's Theorem 27 in two ways. First, since $u = 1$ in Jacobson's Theorem, the $S$ there has finite order $k$ in the group of automorphisms of $K$, and it generates the Galois group of the outer cyclic extension $K/K^S$. But in (6.2)(B), $S$ is only assumed to have finite inner order, and it may not have finite order. Secondly, instead of assuming...
\(S^{k-1}(a) \cdots S(a)a \in Z(K) \cap K^S\), we need only assume that \(S^{k-1}(a) \cdots S(a)a\) is algebraic over \(Z(K)\).

Note that the "necessity" part of the main statement in (6.2)(B) can be easily checked directly, without any condition on \(u\). In fact, if \(b\) has the form \(S(c)ac^{-1}\) for some \(c \in K^*\), then

\[
u^{-1}S^{k-1}(b) \cdots S(b)b
= u^{-1}S^{k-1}(S(c)ac^{-1})S^{k-2}(S(c)ac^{-1}) \cdots S(S(c)ac^{-1})S(c)ac^{-1}
= u^{-1}S^k(c)S^{k-1}(a)S^{k-2}(a) \cdots S(a)ac^{-1}
= u^{-1}ucu^{-1}S^{k-1}(a) \cdots S(a)ac^{-1}
= cu^{-1}S^{k-1}(a) \cdots S(a)a\).
\]

However, for the converses of the two statements in (6.2)(B) to be true, the assumption that \(\Delta^S(a)\) is an algebraic class turns out to be essential. To see this, let us first record the following consequence of (6.2)(B) which is a familiar result in the field case.

**Corollary 6.3.** Let \(S\) be an algebraic automorphism of a division ring \(K\) with inner order \(k := o(S) < \infty\). Then, for any \(k\)th root of unity \(\omega \in K\) fixed by \(S\), there exists \(c \in K^*\) such that \(S(c) = \omega c\). In particular, if \(k\) is even, there exists \(c_0 \in K^*\) such that \(S(c_0) = -c_0\).

**Proof.** As we have already pointed out, the algebraicity of \(S\) means that \(\Delta^S(l)\) is an algebraic class. Since \(S^{k-1}(\omega) \cdots S(\omega)\omega = \omega^k = 1\), (6.2)(B) applied to \(a = 1\) implies the existence of \(c \in K^*\) such that \(\omega = S(c)c^{-1}\). In the case when \(k\) is even, the last statement of the corollary follows by applying the above to \(\omega = -1\). Q.E.D.

The assumption that \(S\) is an algebraic automorphism is essential in (6.3). To see this, let us construct a pair \((K, S)\) where \(S\) has inner order \(k = 2\) (but is not algebraic), and \(S(c) \neq -c\) for every \(c \in K^*\). For such a pair \((K, S)\), the element \(\omega = -1\) satisfies \(S(\omega)\omega = 1\), but \(\omega\) cannot be written in the form \(S(c)c^{-1}\) for any \(c \in K^*\), so \(\omega \notin \Delta^S(1)\). This will then provide a counterexample to (6.2)(B) in the case where \(a = 1\) and \(\Delta^S(1)\) is not an algebraic class. The following construction of \((K, S)\) is adapted from the last example given in §5 of [L4]. Let \(L\) be any field of characteristic not two, and let \(F = L((x_i : i \in Z))\). Let \(\sigma\) be the \(L\)-automorphism of \(F\) defined by \(\sigma(x_i) = x_{i+1}\) for any \(i \in Z\). Then let \(K\) be the division ring of twisted Laurent series \(F((u, \sigma^2))\) (in which \(ux_i = \sigma^2(x_i)u = x_{i+2}u\)). We can extend \(\sigma\) to an automorphism \(S\) of \(K\) by defining \(S(u) = u\). Then \(S^2(x_i) = x_{i+2} = ux_iu^{-1}\), and \(S^2(u) = u = uuu^{-1}\). This gives \(S^2 = I_u\), and we have shown in [L4, end of §6] that \(S\) is not inner, so \(k = o(S) = 2\). To show that \(S(c) \neq -c\) for every \(c \in K^*\) is reduced easily to showing that \(\sigma(f) \neq -f\) for every \(f \in F^*\). Since \(\sigma\) shifts the subscripts of all the variables \(\{x_i : i \in Z\}\) by one, clearly \(S(f) = -f\) is possible only when \(f\) is a constant in \(L\). However, \(\sigma\) is the identity on \(L\) and \(\text{char } \not= 2\), so indeed \(S(f) = f \neq -f\) for every \(f \in L^*\). This shows that \(\omega = -1\) cannot be expressed in the form \(S(c)c^{-1}\) for any \(c \in K^*\). Here, the element \(u \in K^*\) is (necessarily) transcendental over \(Z(K) = L\), and so \(S\) is not an algebraic automorphism of \(K\) by (6.2)(A).
Example 6.4. Let us now look at the case when $S = I$. Here we have $k = 1$ and $u = 1$. We still need to assume that $R$ is nonsimple so that the polynomial $p(t)$ in (5.4) exists. The expression $u^{-1}N_{k,s}(p(a))$ now simplifies to $p(a)$, so we have:

(6.4)(A) $\Delta^{D}(a)$ is algebraic iff $p(a)$ is algebraic over $Z(K)$; and

(6.4)(B) If $\Delta^{D}(a)$ is algebraic, then $b \in K$ can be written in the form $cac^{-1} + D(c)c^{-1}$ for some $c \in K^*$ iff $p(b)$ is conjugate (in the classical sense) to $p(a)$.

Recalling that $D$ is algebraic iff $\Delta^{D}(0)$ is algebraic, we have in particular the following special case of (6.4)(A):

(6.4)(A') $D$ is algebraic iff the constant term of $p(t)$ is algebraic over $Z(K)$.

This may seem a little surprising at first sight, but we can "explain" it as follows. Let $p(t) = \sum c_it^i$. The semi-invariance of $p(t)$ means here that $p(tc) = cp(t)$ for every $c \in K$, so we have an operator equation $p(D)\lambda_c = \lambda_c p(D)$, where $\lambda_c$ means left multiplication by $c$ on $K$. Applying this to the element 1, we get $\sum_{i \geq 1} c_id_iD'(c) + c_0c = cc_0$, so $\sum_{i \geq 1} c_id_i = D_{-c_0}$. This shows that $D$ is a quasi-algebraic derivation (see [Le], [L2, §3]), and, from this equation, it is no longer surprising that $D$ is algebraic iff $c_0$ is algebraic over $Z(K)$.

Of course, the particular form of the polynomial $p(t)$ used above will depend on the specific pair $(K, D)$ we are working with. In the case when $\text{char } K = 0$, we know that $p(t)$ must have the form $t - d$ (if it exists), since $R$ can be nonsimple only if $D$ is inner [A2]. This takes us back to the situation of Example (6.1), so we need not consider this case further. Let us now consider the case when $\text{char } K = p > 0$. In this case, we know that, up to an additive constant, $p(t)$ is a so-called $p$-polynomial, i.e. $p(t)$ has the form $\sum_{i=0}^m d_it^i - d$, with $d_m = 1$ (see [L2, (3.11)(2)]). Writing $N_j$ for the $j$th power function with respect to $(I, D)$, (6.4)(B) is then valid with $p(a) = \sum d_iN_p(a) - d$ and $p(b) = \sum d_iN_p(b) - d$. In particular, for $a = 0$, we have the following characterization for the class $\Delta^{D}(0)$ consisting of the so-called logarithmic derivatives $\{D(c)c^{-1}: c \in K^*\}$:

(6.4)(B') For an algebraic derivation $D$, an element $b \in K$ is a logarithmic derivative iff $\sum d_iN_p(b) - d$ is conjugate (in the classical sense) to $-d$.

Note that here the semi-invariant polynomial $p(t)$ may have degree less than that of the minimal polynomial of $D$, so the criterion for the logarithmic derivatives obtained in (6.4)(B') is not the same as that in [Le3, Proposition 1] (or in [L2, (5.11)]). To compare (6.4)(B') with the known results, it is best to assume now that $K$ is a field. In this case, $\sum_{i=0}^m d_iD' = D_{-d}, \quad 0$, so $D$ is automatically an algebraic derivation. In fact, the minimal polynomial $g(t)$ of $D$ is exactly $\sum_{i=0}^m d_it^i$ (see, e.g. [L4, (3.13)]). so (6.4)(B') gives back the characterization in the references cited above:

(6.4)(B'') $b \in K$ is a logarithmic derivative iff $g(b) := \sum_{i=0}^m d_iN_p(b) = 0$.

This turns out to be just the same as Jacobson's characterization of logarithmic derivatives quoted in (1.3), since Jacobson has shown in [J1] that $N_p(b)$ in this case is just $b^{[p]}$ as defined in (1.3). However, this fact does not seem to be well-known, so it behooves us to give a direct explanation here. In [J2,
p. 190], it is shown that, in \( K[t, D] \), one has the following noncommutative analogue of the Frobenius formula:

\[
(t + b)^p = t^p + b^p + D^{p-1}(b) \quad (\forall b \in K).
\]

By a suitable induction (using, for instance, the fact that \( t^p \in K[t, D] \) is a cv-polynomial with respect to \((I, D^p)\)), one can further show that

\[
(t + b)^p = t^p + b|p|^{r-1} + bP_{r-2} + \cdots + D^{p-1}(b).
\]

From this definition and the usual Frobenius formula, it follows that

\[
(b + c)|p| = b|p| + c|p| \quad (\forall b, c \in K);
\]

in particular, one has \((-b)|p| = -b|p|\). Replacing \( b \) by \(-b\) in (6.5), we obtain then

\[
(t - b)^p = t^p + (-b)|p| = t^p - b|p|.
\]

Evaluating this polynomial at \( b \) and transposing, we arrive at the desired explicit computation of the \( p \)'th power functions in this case: \( N_p(b) = b|p|\). Therefore, (6.4)(B’’) boils down to Jacobson’s classical criterion for logarithmic derivatives given in (1.3). Also, since \( b \in D^p(a) \iff (b - a) \in D^p(0) \), and \( g(b - a) = g(b) - g(a) \), (6.4)(B gives nothing more beyond (6.4)(B’’).

We close this example by computing the minimal polynomial of any class \( \Delta^p(a) \quad (a \in K) \). By \([L_2, (5.10)]\), this minimal polynomial is seen to be

\[
g(t - a) = \sum d_i(t - a)^i = \sum d_i(t^i - a|p|) = g(t) - g(a).
\]

In particular, all \( D \)-conjugacy classes have the same rank \( p^m \). For instance, if \( D \) is nilpotent with minimal polynomial \( g(t) = t^m \), then the minimal polynomial of \( \Delta^p(a) \) for any \( a \) is just \( t^m - a|p| = (t - a)^m \). In this case, \( b \) is \( D \)-conjugate to \( a \) iff \( b|p| = a|p| \). If \( m = 1 \), for example, this boils down to \( (b - a)^p + D^{p-1}(b - a) = 0 \).

**Example 6.7.** Still assuming \( S = I \), we shall construct here a concrete example of a division ring \( K \) with an algebraic derivation \( D \) such that the (B) part of the Hilbert 90 Theorem (as well as the result (4.14)) fails for a nonalgebraic \( D \)-conjugacy class. Let \( L \) be a field of characteristic \( p \), and let \( \sigma \) be the \( L \)-endomorphism of \( L(x) \) defined by \( \sigma(x) = x^p \). Then let \( K = L((u, \sigma)) \) be the division ring of twisted Laurent series in \( u \) over \( L((x)) \). It is easy to check that there is a unique (usual) derivation \( D \) on \( K \) such that \( D(L(x)) = 0 \) and \( D(u) = u \). Since \( D(u^m) = mu^{m-1}D(u) = mu^m \) (for all \( m \)), we have \( D^p(u^m) = mp^m u^m = mu^m = D(u^m) \). From this, it is easy to see that \( D \) has minimal equation \( D^p - D = 0 \). Using \([L_4, (3.11)]\), we further see that \( p(t) := t^p - t \) is a (nonconstant) semi-invariant polynomial of the least degree in \( K[t, D] \). Since \( D \) is algebraic, (6.4)(B’’) implies that \( b \in K \) is a logarithmic derivative iff \( N_p(b) = b \). (For instance, any \( m \in \mathbb{F}_p \) satisfies this equation, so \( m \) is a logarithmic derivative; in fact, as we saw above, \( m = D(u^m)(u^m)^{-1} \).) While the class \( \Delta^p(0) \) is algebraic, the classes \( \Delta^p(x + m) \quad (m \in \mathbb{F}_p) \) are not, since

\[
p(x + m) = N_p(x + m) - (x + m) = (x + m)^p - (x + m) = x^p - x.
\]
is obviously not algebraic over $Z(K) = L$ for any $m \in F_p$. While the equation above shows that $p(x) = p(x + 1) = \cdots = p(x + (p - 1))$, we claim that $x, x + 1, \ldots, x + (p - 1)$ determine $p$ distinct $D$-conjugacy classes. Indeed, if $\Delta^D(x + m) = \Delta^D(x + m')$, there would exist an equation $(x + m)c = c(x + m') + D(c)$, where $c = \sum_{i=n}^{\infty} f_i u^i$, with $f_i \in L(x)$, $f_n \neq 0$. Comparing the left coefficients of $u^n$ yields the equation $(x + m)f_n = f_n(x^{p^n} + m' + n)$, which can hold only when $n = 0$ and $m = m' \in F_p$.

Some other interesting remarks may be made about the $D$-conjugacy classes $\{\Delta^D(x + m) : m \in F_p\}$. Since $q(t) := t^p$ is a $cv$-polynomial with respect to $(I, D^p) = (I, D)$ (see [L4, (2.20)]), the Conjugation Theorem (2.2) implies that $a \mapsto q(a) = N_p(a)$ induces a map from $D$-conjugacy classes to $D$-conjugacy classes. As it turns out, this map permutes the $p$ classes $\{\Delta^D(x + m) : m \in F_p\}$ cyclically. In fact, since

$$q(x + m)u = (x + m)^p u = x^p u + mu = u(x + (m - 1)) + Du,$$

we see that $q(x + m)$ is $D$-conjugate to $x + (m - 1)$, so $q(\Delta^D(x + m)) = \Delta^D(x + (m - 1))$ for all $m$. The fact that $x + (m - 1)$ and $x^p + m$ are $D$-conjugate should imply that $p(x + (m - 1))$ and $p(x^p + m)$ are conjugate in the classical sense, since we know that (1) $\Rightarrow$ (2) in (5.4)(B) is true without any condition on the algebraicity of the classes. Indeed, we have here $p(x + (m - 1)) = x^p - x$, $p(x^p + m) = (x^p + m)^p - (x^p + m) = x^{p^2} - x^p$, and these two elements are conjugate in $K$ since $u(x^p - x) = (x^{p^2} - x^p)u$.
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