q-HERMITE POLYNOMIALS, BIORTHOGONAL RATIONAL FUNCTIONS, AND q-BETA INTEGRALS
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ABSTRACT. We characterize the solutions of the indeterminate moment problem associated with the continuous q-Hermite polynomials when q > 1 in terms of their Stieltjes transforms. The extremal measures are found explicitly. An analog of the Askey-Wilson integral is evaluated. It involves integrating a kernel, similar to the Askey-Wilson kernel, against any solution of the q-Hermite moment problem, provided that certain integrability conditions hold. This led to direct evaluation of several q-beta integrals and their discrete analogs as well as a generalization of Bailey’s 6Ψ6 sum containing infinitely many parameters. A system of biorthogonal rational functions is also introduced.

1. Introduction

A basic hypergeometric function, with base q, is

\[ \phi_s \left( \frac{a_1, \ldots, a_r}{b_1, \ldots, b_s}; q, z \right) = \phi_s(a_1, \ldots, a_r; b_1, \ldots, b_s; q, z) \]

(1.1)

\[ := \sum_{n=0}^{\infty} \frac{(a_1, \ldots, a_r)_n z^n}{(q, b_1, \ldots, b_s)_n [(-1)^n q^{n(n-1)/2}]^{1+s-r}}, \]

where the q-shifted factorial is

\[ (c_1, \ldots, c_p)_n = (c_1, \ldots, c_p; q)_n := \prod_{j=1}^{p} \prod_{k=1}^{n} (1 - c_j q^{k-1}), \quad n = 0, 1, \ldots, \]

(1.2)

and as usual empty sums are interpreted as 0, empty products as unity. We will delete " ; q" from the shifted factorial notation (1.2) unless more than one basis is used in the same formula.
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R. Askey and J. Wilson [17] introduced the orthogonal polynomials

\[ p_n(x; a, b, c, d) = 4\phi_3 \left( \frac{q^{-n}, abcdq^{n-1}, az, a/z}{ab, ac, ad} \bigg| q, q \right), \]

with

\[ z := x - \sqrt{x^2 - 1}. \]

The Askey-Wilson polynomials are the most general orthogonal polynomials that share the properties of the more traditional orthogonal polynomials like the Legendre polynomials or the spherical harmonics [50]. They are eigenfunctions of a linear second order divided difference operator reminiscent of Sturm-Liouville operators. The Askey-Wilson polynomials also have a Rodrigues type representation. Their orthogonality relation is [17], [25]

\[
\int_0^\pi p_n(\cos \theta; a_1, a_2, a_3, a_4) p_m(\cos \theta; a_1, a_2, a_3, a_4) \frac{(e^{2i\theta}, e^{-2i\theta})_\infty}{\prod_{j=1}^4 (a_j e^{i\theta}, a_j e^{-i\theta})_\infty} d\theta = \frac{2\pi a_1^{2n}(a_2a_3, a_2a_4, a_3a_4, q)(1 - a_1a_2a_3a_4q^{n-1})}{(a_1a_2, a_1a_3, a_1a_4, a_1a_2a_3a_4)(1 - a_1a_2a_3a_4q^{2n-1})} \times (a_1a_2a_3a_4)^n \delta_{m,n} \prod_{1 \leq j < k \leq 4} (a_ja_k)_\infty,
\]

provided that \(|a_j| < 1, j = 1, 2, 3, 4,\) and \(-1 < q < 1\).

About a hundred years ago L.J. Rogers [8], [44], [45], [46] introduced a very interesting system of polynomials and used it to prove the Rogers-Ramanujan identities. The polynomial system is \( \{C_n(x; \beta | q)\} \)

\[ C_n(\cos \theta, \beta | q) = \sum_{k=0}^n \frac{(\beta)_k(\beta)_n-k}{(q)_k(q)_n-k} e^{i(n-k)\theta}. \]

The above polynomials have the generating function

\[ \sum_{n=0}^\infty C_n(\cos \theta, \beta | q) t^n = (t\beta e^{i\theta}, t\beta e^{-i\theta})_\infty/(te^{i\theta}, te^{-i\theta})_\infty. \]

The \( C_n \)'s are \( q \)-analogs of the ultraspherical polynomials (spherical harmonics) and contain an important special case, \( \beta = 0 \), which is a \( q \)-analog of the Hermite polynomials. For \( 0 < q < 1 \) set

\[ H_n(x | q) := (q)_n C_n(x; 0 | q). \]

Thus

\[ \sum_{n=0}^\infty H_n(\cos \theta | q) \frac{t^n}{(q)_n} = 1/(te^{i\theta}, te^{-i\theta})_\infty, \]

\[ H_n(\cos \theta | q) = \sum_{k=0}^n \frac{(q)_n}{(q)_k(q)_n-k} e^{i(n-k)\theta}. \]
The $C_n$'s are called the continuous $q$-ultraspherical polynomials and the $H_n$'s are called the continuous $q$-Hermite polynomials. The above notation and terminology first appeared in [14], [15] and has become standard since then. The measure that the $C_n$'s are orthogonal with respect to was found in [14], [15] using asymptotic and moment methods and in [17] as the special case $a = -c = \sqrt{\beta}, b = -d = \sqrt{\beta q}$ of the Askey-Wilson polynomials (1.3).

Rogers solved the connection coefficient problem and the problem of linearization of products of continuous $q$-ultraspherical polynomials. He proved

$$C_m(x; \beta | q)C_n(x; \beta | q) = \sum_{k=0}^{m \wedge n} a(k, m, n) C_{m+n-2k}(x; \beta | q),$$

with $m \wedge n = \min(m, n)$ and

$$a(k, m, n) = \frac{(\beta)_{m-k}(\beta)_{n-k}(q)_{m+n-2k}(\beta)_k(\beta^2)_{m+n-k}(1 - q^{m+n-2k})}{(\beta^2)_{m+n-2k}(q)_{m-k}(q)_{n-k}(q)_k(\beta q)_{m+n-k}(1 - \beta)}.$$

In particular,

$$H_m(x | q)H_n(x | q) = \sum_{k=0}^{m \wedge n} \frac{(q)_m(q)_n}{(q)_{m-k}(q)_{n-k}(q)_k} H_{m+n-2k}(x | q).$$

The key step in establishing (1.5) is the evaluation of the Askey-Wilson integral

$$(q)_\infty \int_0^\pi \left[ (e^{2i\theta}, e^{-2i\theta})_\infty / \prod_{1 \leq j \leq 4} (a_j e^{i\theta}, a_j e^{-i\theta})_\infty \right] d\theta$$

$$= 2\pi (a_1 a_2 a_3 a_4)_\infty / \prod_{1 \leq j < k \leq 4} (a_j a_k)_\infty, \quad -1 < q < 1.$$

The continuous $q$-Hermite polynomials are essentially the special case $a = b = c = d = 0$ of the Askey-Wilson polynomials (1.13). This may make it seem like the $H_n$'s are the lowest level in a hierarchy of a four parameter family of polynomials. Ismail and Stanton [30] observed that the Askey-Wilson integral (1.14) actually follows from Rogers's linearization formula (1.13) and the orthogonality of the continuous $q$-Hermite polynomials. The orthogonality of the continuous $q$-Hermite polynomials follows from the Jacobi triple product identity [3], [7] or from a combination of an asymptotic analysis and a theorem of Markov [14]. Ismail, Stanton and Viennot [31] developed a combinatorial theory that leads to combinatorial interpretations of integrals like (1.14) with an arbitrary number of pairs of factors in the denominator of the integrand. Their results also give an evaluation of (1.14).

This paper started from an attempt to understand the structure of the continuous $q$-Hermite polynomials and the Askey-Wilson integral when $q > 1$. The three term recurrence relation satisfied by $H_n(x | q)$ is

$$2x H_n(x | q) = H_{n+1}(x | q) + (1 - q^n) H_{n-1}(x | q), \quad n > 0.$$
When \( q > 1 \) the \( H_n \)'s are orthogonal on the imaginary axis, so we need to renormalize the polynomials in order to make them orthogonal on the real axis. The proper normalization is [12]

\[
h_n(x \mid q) = i^{-n} H_n(ix \mid 1/q)
\]

which gives

\[
h_0(x \mid q) = 1, \quad h_1(x \mid q) = 2x,
\]

\[
h_{n+1}(x \mid q) = 2xh_n(x \mid q) - q^{-n}(1 - q^n)h_{n-1}(x \mid q),
\]

\( n > 0, \quad 0 < q < 1 \).

We shall refer to the polynomials \( h_n(x \mid q) \) as the \( q^{-1} \)-continuous Hermite polynomials, or the \( q^{-1} \)-Hermite polynomials.

The moment problem associated with \( \{h_n(x \mid q)\} \) is indeterminate. To prove this it suffices to show that the corresponding orthonormal polynomial set \( \{\tilde{h}_n(x) = q^{n(n+1)/4}h_n(x \mid q)/\sqrt{(q; q)_n}\} \) is square summable (see [1, Theorem 1.3.1]). This easily follows from the asymptotics established in (2.9) of Section 2 which yields \( |\tilde{h}_n(x)|^2 \leq \text{const.} \cdot |q|^n/2 \). Thus the \( h_n \)'s are orthogonal with respect to infinitely many probability measures [1], [12], [47]. Among these measures there is a family of extremal measures \( \{d\psi(x, \sigma)\} \) indexed by a parameter \( \sigma \) for every real \( \sigma \) including \( \sigma = \pm \infty \). For every \( \sigma \in [-\infty, \infty] \), the polynomials are complete in \( L^2(d\psi(\sigma, x)) \). In Section 6 we shall compute the Stieltjes transforms \( \int_{-\infty}^{\infty} \frac{d\psi(t, \sigma)}{z-t} \) of all extremal measures with respect to which the \( h_n \)'s are orthogonal. The identification of such Stieltjes transforms involves finding four entire functions \( A(z), B(z), C(z), D(z) \), so that

\[
A(z) - \sigma(z)C(z)
B(z) - \sigma(z)D(z)
\]

\[
= \int_{-\infty}^{\infty} \frac{d\psi(t; \sigma)}{z-t}.
\]

For extremal measures \( \sigma(z) \) is a real constant. Akhiezer [1] uses \( N \)-extremal to describe what Shohat and Tamarkin [47] refer to as extremal measures. We decided to follow the notation of Shohat and Tamarkin [47] throughout this work.

In Section 5 we compute \( A(z), B(z), C(z), D(z) \). By computing each of the functions \( A(z), B(z), C(z), D(z) \) in two different ways we are led to two known quartic transformations for theta functions, see (5.37) and (5.38), and to two new quartic transformations for \( 2\phi_1 \) functions. The new quartic transformations are stated in (5.46) and (5.47). In Section 6 we invert the Stieltjes transform (1.17) and find the one parameter family of extremal measures. The inversion uses properties of theta functions because \( B(z) \) and \( D(z) \) are theta functions. The key idea is a representation of \( \sigma \) as a quotient of two theta functions of a parameter \( \eta \), say. This enables us to find all zeros of \( B(z) - \sigma D(z) \) using addition theorems and product formulas for theta functions. This is reminiscent of the case of trigonometric functions when \( \sigma = \cot z \) identifies the zeros of \( \cos \phi - \sigma \sin \phi \) with the zeros of \( \sin(z - \phi) \). In general \( \sigma(z) \) in (1.17) is a function analytic in the open upper half plane and maps this region into the closed lower half plane.
We shall also evaluate the following analog of the Askey-Wilson integral

\[
I(t_1, t_2, t_3, t_4) = \int_{-\infty}^{\infty} \prod_{j=1}^{4} (-t_j(\sqrt{x^2 + 1} + x), t_j(\sqrt{x^2 + 1} - x))_\infty \, d\psi(x).
\]

This will be done in Section 3. It is interesting to note that our derivation uses only the integrability of the integrand in (1.18) with respect to \(d\psi\) and the fact that the \(h_n\)'s are orthogonal with respect to \(d\psi\).

The measures \(\{d\psi\}\) are normalized to have total mass = 1. The extremal measures are purely discrete. For extremal measures the normalization \(\int_{-\infty}^{\infty} d\psi(x; \sigma) = 1\) implies the Jacobi triple product identity, while the evaluation (3.8) of \(I(t_1, t_2, t_3, t_4)\) of (1.18) is Bailey's \(6\psi_6\) sum. This will also be discussed in Section 3. Askey [12] proved that the \(h_n\)'s are orthogonal on \((-\infty, \infty)\) with respect to the measure

\[
\left\{ \sqrt{1 + x^2} \prod_{n=0}^{\infty} [1 + 2(2x^2 + 1)q^{n+1} + q^{2n+2}] \right\}^{-1} \, dx.
\]

Later Askey [10] evaluated the integral \(I\) in (1.18) when \(d\psi(x)/dx\) is his weight function. Our analysis gives Askey's second integral from his earlier weight function. This will be done in Section 7. We shall also consider the measures \(d\psi\) corresponding to the choice

\[
\sigma(z) = c, \quad \Im z > 0, \quad \text{with} \quad \overline{\sigma(z)} = \sigma(\overline{z}),
\]

where \(c\) is a nonreal constant. The above measures are, in some sense, close to being extremal. When such measures were inserted in (1.18) we were led to new \(q\)-beta integrals.

In Section 3 the integrals (1.18) are used to introduce rational functions \(\{\varphi_n\}\) biorthogonal with respect to \(w(x; t_1, t_2, t_3, t_4) d\psi(x)\),

\[
w(x) = w(x; t_1, t_2, t_3, t_4) := \prod_{j=1}^{4} (-t_j(x + \sqrt{x^2 + 1}), t_j(\sqrt{x^2 + 1} - x))_\infty.
\]

The biorthogonal rational functions are

\[
\varphi_n(\sinh \xi; t_1, t_2, t_3, t_4) = 4\phi_3 \left( q^{-n}, -t_1t_2q^{n-2}, -t_1t_3/q, -t_1t_4/q \right| \begin{array}{c} q, q \end{array} \right).
\]

They satisfy the orthogonality relation

\[
\int_{-\infty}^{\infty} \varphi_m(x; t_1, t_2, t_3, t_4) \varphi_n(x; t_2, t_1, t_3, t_4) w(x) \, d\psi(x) = g_n \delta_{m,n},
\]
where \( \psi \) is the probability measure with respect to which the \( h_n \)'s are orthogonal, \( w(x) \) is as in (1.19), and \( g_n \) is

\[
g_n = \frac{1 + t_1 t_2 q^{n-2}}{1 + t_1 t_2 q^{2n-2}} \begin{vmatrix} (t_1 t_2 t_3 t_4 q^{-3})^n(q, -q^2/t_3 t_4) \end{vmatrix} \begin{vmatrix} (t_1 t_2 t_3 t_4 q^{-3})_n \\ (-t_1 t_3/q, -t_1 t_4/q, -t_2 t_3/q, -t_2 t_4/q, -t_3 t_4/q) \end{vmatrix} \begin{vmatrix} (t_1 t_2 t_3 t_4 q^{-3})_\infty \end{vmatrix}.
\]

After we showed this work to Mizan Rahman, he kindly pointed out that he [43] discovered the orthogonality relation (1.21) in the special case when \( d\psi \) is the above-mentioned absolutely continuous measure given by Askey in [12]. For a general setting and applications of biorthogonality we refer the interested reader to the recent book [19].

The spectral theory of orthogonal polynomials is essentially the spectral theory of symmetric second order difference operators or infinite symmetric Jacobi matrices [51]. The Jacobi matrix associated with (1.16) is

\[
J = (a_{mn}), \quad a_{m,m+1} = a_{m+1,m} = \frac{1}{2} \sqrt{q^{-m-1} - 1}, \\
otherwise a_{m,n} = 0, \quad m, n \geq 0.
\]

The operator \( J \) is unbounded and closed on \( l^2 \) but does not have a unique selfadjoint extension. The extremal measures are precisely the spectral measures corresponding to orthogonal spectral resolutions of the identity [1]. The operator \( J \) is a Schrödinger operator and our analysis seems to the first complete analysis of an unbounded Schrödinger operator not possessing a unique self-adjoint extension.

In Section 2 we find the Poisson kernel of the \( h_n \)'s. We can obtain additional generating functions using a technique similar to what Ismail and Stanton used in [30] and was also used by Al-Salam and Ismail in the later work [4].

In Section 4 we indicate how the pointwise asymptotics of rational functions may give a clue about a possible measure with respect to which they are biorthogonal. This point of view is illustrated by two examples. The first is a system of biorthogonal rational functions introduced in [6] and the second is the system \( \{\varphi_n(x; t_1, t_2, t_3, t_4)\} \) of (1.20). In the case of the \( \varphi_n \)'s this leads to a discrete biorthogonality relation, see (4.22), different from the biorthogonality relation (1.21). Although several explicit biorthogonal systems of biorthogonal functions are known there is no general theory available for such systems. For recent biorthogonal systems we refer the interested reader to [5], [41], and [42].

Section 7 contains various applications of the main results of the paper. For example we combine general results from the theory of the Hamburger moment problem with our evaluation of the integral in (1.18) to obtain a generalization of Bailey's \( \psi \) sum. This generalization is stated as Theorem 7.5. In addition we find explicitly a spectral measure \( d\psi \) for the continuous \( q^{-1}\)-Hermite polynomials with an absolutely continuous component supported on \( (-\infty, 0] \) and an infinite discrete part with masses located in \( [0, \infty) \). With this measure the evaluation of \( I(t_1, t_2, t_3, t_4) \) gives an identity involving a sum and an integral. We also discuss other identities.
Section 8 is devoted to a generalization of the $\psi_6$ to finitely and infinitely many parameters. These results are our Theorems 8.1 and 8.2. Chapter 9 contains an alternate derivation of the extremal measures of the $q^{-1}$-Hermite polynomials which uses only the quasiperiodicity of the theta functions. In Section 9 we introduce the Askey-Wilson operator whose action lowers the degree of a $q^{-1}$-Hermite polynomial by 1 and we also evaluate a new $q$-beta integral. We also discover two quadratic transformations for theta functions, see (9.28) and (9.29).

This work is the first where an indeterminate moment problem is solved completely and all extremal measures are computed explicitly. Other recent works dealing with specific indeterminate moment problems are [37], [18] and [22]. We were fortunate to study the $q^{-1}$-Hermite moment problem because the $B$ and $D$ functions in (1.17) were theta functions and we were able to take advantage of the rich theory of theta functions including addition and product formulas. Indeed theta functions saved the day.

Some of the results of this work were announced in [29].

2. Generating functions

The main results of this section are formulas (2.4), (2.8), which are the building blocks of the rest of this work.

It is easy to see that

$$
(1/q ; 1/q)_j = (q ; q)_j(-1)^j q^{-j(j+1)/2}.
$$

Substitute from (2.1) into (1.10) and then apply (1.15) to obtain the explicit representation

$$
h_n(x | q) = \sum_{k=0}^{n} \frac{(q)_n}{(q)_k (q)_{n-k}} (-1)^k q^{k(k-n)} (x + \sqrt{x^2 + 1})^{n-2k}.
$$

To derive a generating function for $\{h_n(x | q)\}$ multiply (2.2) by $t^n q^{n^2/2}/(q)_n$ and add for $n \geq 0$. The result after replacing $n$ by $n + k$ is

$$
\sum_{n=0}^{\infty} t^n q^{n^2/2}/(q)_n h_n(x | q) = \sum_{n, k=0}^{\infty} \frac{t^{n+k} q^{(n^2+k^2)/2}(-1)^k}{(q)_k (q)_n} (x + \sqrt{x^2 + 1})^{n-k}.
$$

The right-hand side can now be summed by Euler’s formula

$$
\sum_{n=0}^{\infty} q^{n(n-1)/2} \frac{(-z)^n}{(q)_n} = (z)_{\infty}.
$$

Thus we have established the generating function

$$
\sum_{n=0}^{\infty} t^n q^{n(n-1)/2}/(q)_n h_n(x | q) = (-t(x + \sqrt{x^2 + 1}), t(\sqrt{x^2 + 1} - x))_{\infty},
$$

since $1/(\sqrt{x^2 + 1} + x) = \sqrt{x^2 + 1} - x$.

We now derive a Poisson kernel for $\{h_n(x | q)\}$ from Rogers’s linearization formula a la Ismail and Stanton [30]. Another derivation is in [2]. Replace $x$
by $ix$ and $q$ by $1/q$ in (1.13) and use (2.1) and (1.15). The result is
\[
q^{(n)}_m(x | q) q^{(n)}_n(x | q) = \sum_{k=0}^{m+n} \frac{q^{m-n-m+(k+1)+m^{-k+1}}}{(q)_k(q)_m(q)_n} h_{m+n+k}(x | q).
\]

Multiply (2.5) by $st^n$ and sum over $m$ and $n$ for $m \geq 0$, $n \geq 0$. Using (2.4) we see that the left side sums to
\[
(-s(x + \sqrt{x^2 + 1}), s(\sqrt{x^2 + 1} - x), -t(x + \sqrt{x^2 + 1}), t(\sqrt{x^2 + 1} - x))_\infty.
\]

On the other hand, the right side, after interchanging the $m$ and $n$ sums with the $k$ sum, then replacing $m$ and $n$ by $m + k$ and $n + k$, respectively, becomes
\[
\sum_{m, n=0}^{\infty} \frac{s^m t^n}{(q)_m(q)_n} q^{(n)}_m(x | q) \sum_{k=0}^{\infty} \frac{(st)_k(q)_k}{(q)_k} h_{m+n}(x | q)\sum_{k=0}^{\infty} \frac{(st)^k q^{(n)}_k}{(q)_k}.
\]

Now (2.3) and rearrangement of series reduce the above expression to
\[
(-st/q)_\infty \sum_{j=0}^{\infty} h_j(x | q) \sum_{n=0}^{j} \frac{s^{j-n} t^n}{(q)_n(q)_j} q^{(n)}_j(q^n).
\]

At this stage we found it more convenient to set
\[
s = R(y + \sqrt{y^2 + 1}), \quad t = -R(\sqrt{y^2 + 1} - y),
\]
and
\[
x = \sinh \xi, \quad y = \sinh \eta.
\]

The above calculations lead to
\[
(-Re^{\xi+\eta}, Re^{\xi-\eta}, Re^{\eta-\xi}, -Re^{\eta+\xi})_\infty/(R^2/q)_\infty
\]
\[
= \sum_{j=0}^{\infty} h_j(\sinh \eta | q) R^j q^{j(j-1)/2} \sum_{n=0}^{j} \frac{q^n(q^{n-j})(-1)^n e^{j-2n} \xi}{(q)_n(q)_j-n}.
\]

This establishes the following theorem.

**Theorem 2.1.** The Poisson kernel (or the $q$-Mehler formula) for the continuous $q^{-1}$-Hermite polynomials is
\[
\sum_{n=0}^{\infty} h_n(\sinh \xi | q) h_n(\sinh \eta | q) q^{n(n-1)/2} (q)_n
\]
\[
= (-Re^{\xi+\eta}, -Re^{\xi-\eta}, Re^{\xi-\eta}, Re^{\eta+\xi})_\infty/(R^2/q)_\infty.
\]

The Poisson kernel is the left-hand side of (2.8) with $R$ replaced by $qR$, but we rescaled it to make the result nicer. We can obtain additional generating functions using a technique similar to what Ismail and Stanton used in [30] and was also used by Al-Salam and Ismail in the later work [4]. These generating functions are $q$-analogs of what typically follows from the Kibble-Slepian formula, [23], [33], [36], [48]. Louck [36] pointed out that the Kibble-Slepian
formula follows from the invariance of the Laplacian under the orthogonal group while Slepian [48] used the Fourier transform to prove the same result. Neither technique has been developed yet for $q$-series. In the absence of a $q$-Kibble-Slepian formula the multilinear generating functions may be of some interest in themselves and may point out where to look for a $q$-analog of the Kibble-Slepian formula. The details will appear elsewhere.

The bilinear generating function (2.8) can be used to determine the large $n$ asymptotics of $h_n(x|q)$. To see this let $\xi = \eta$ and apply Darboux's asymptotic method. The result is

\begin{equation}
q^{-n/2}h_n^2(\sinh \xi|q)q^{n(n-1)/2} \approx \frac{q^{-n/2}}{2} \left[ (-\sqrt{q}, e^{2\xi}, -\sqrt{q}, e^{-2\xi}, \sqrt{q}, \sqrt{q}; q)_{\infty}
+ (-1)^n(\sqrt{q}, e^{2\xi}, \sqrt{q}, e^{-2\xi}, -\sqrt{q}, -\sqrt{q}; q)_{\infty}. \right]
\end{equation}

Thus

\begin{equation}
q^{-n^2}h_{2n}^2(\sinh \xi|q) \approx \frac{q^{-2n^2}}{2} \left[ (-\sqrt{q}, e^{2\xi}, -\sqrt{q}, e^{-2\xi}, \sqrt{q}, \sqrt{q}; q)_{\infty}
+ (\sqrt{q}, e^{2\xi}, \sqrt{q}, e^{-2\xi}, -\sqrt{q}, -\sqrt{q}; q)_{\infty}. \right]
\end{equation}

and

\begin{equation}
q^{-(2n+1)^2/2}h_{2n+1}^2(\sinh \xi|q) \approx \frac{q^{-(2n+1)^2/2}}{2} \left[ (-\sqrt{q}, e^{2\xi}, -\sqrt{q}, e^{-2\xi}, \sqrt{q}, \sqrt{q}; q)_{\infty}
- (\sqrt{q}, e^{2\xi}, \sqrt{q}, e^{-2\xi}, -\sqrt{q}, -\sqrt{q}; q)_{\infty}. \right]
\end{equation}

We shall comment on (2.10) and (2.11) in Section 9.

Another application of (2.8) is to compute the discrete masses of the extremal measures from the knowledge of their spectrum. The details follow (6.29).

3. Some biorthogonal rational functions

As we pointed out in the introduction the orthogonality of the Askey-Wilson polynomials (1.3) easily follows from the evaluation of the Askey-Wilson integral (1.14). To prove the biorthogonality of the rational functions (1.19), we first evaluate the integral (1.18), namely

\begin{equation}
I = I(t_1, t_2, t_3, t_4)
\end{equation}

\begin{equation}
\begin{aligned}
&:= \int_{-\infty}^{\infty} \prod_{j=1}^{4} (-t_j(x + \sqrt{x^2 + 1}), t_j(\sqrt{x^2 + 1} - x))_{\infty} d\psi(x),
\end{aligned}
\end{equation}

where the $h_n$'s are orthogonal with respect to $d\psi$, provided that the integral in (3.1) exists. One such $\psi$ is a jump function $\mu$ of Section 6 with jumps at $\pm x_n$,

\begin{equation}
x_n = \frac{1}{\pi} \left[ q^{-n-1/2} - q^{n+1/2} \right], \quad n = 0, 1, \ldots,
\end{equation}
with masses

(3.3)

\[ \mu(\pm x_n + 0^+) - \mu(\pm x_n - 0^+) = \frac{(q^2)^{\infty}}{2(q^2)^{\infty}(1 + q^{2n+1})q^{2n^2+n}}, \]

\[ n = 0, 1, \ldots. \]

The value of \( I \) is given in (3.8). The orthogonality relation for \( \{h_n(x \mid q)\} \) is

(3.4)

\[ \int_{-\infty}^{\infty} h_m(x \mid q)h_n(x \mid q) d\psi(x) = q^{-n(n+1)/2}(q)_n\delta_{m,n}. \]

In Section 6, we shall prove that \( d\mu \) is an extremal measure for \( \{h_n(x \mid q)\} \).

**Theorem 3.1.** The integral \( I(t_1, t_2, t_3, t_4) \) of (3.1) is given by (3.8).

**Proof.** From (2.5) we obtain

\[ q^{(\frac{j}{2})+(\frac{m}{2})+(\frac{s}{2})+(\frac{n}{2})+(\frac{r}{2})} \]

\[ \sum_{k=0}^{m+n} q^{-k+(\frac{m}{2})+(\frac{n}{2})-(\frac{r}{2})} \]

\[ \sum_{j=0}^{s+(m-n-2k)} \frac{q^{-j+(\frac{j}{2})+(\frac{s}{2})+(\frac{m-n-2k}{2})}}{(q)_j(q)_{s-j}(q)_{m-n-2k-j}} h_{m+n+k-2k-j}(x \mid q). \]

Multiply both sides by \( t_{1,2,3,4}^r q^{(\frac{j}{2})} h_r(x)/(q)_r \), integrate with respect to \( d\psi(x) \), then add the results for all \( m, n, r, s \geq 0 \). The orthogonality relation (3.4) forces \( m + n + s - 2k - 2j \) to equal \( r \) and all the other terms contribute zeros to the sum. Thus \( j = -k + (m + n + s - r)/2 \). The sums of integrals of the left sides is \( I(t_1, t_2, t_3, t_4) \) as can be seen from (2.4) and the Lebesgue convergence theorem. Therefore we have

\[ I = \sum_{k,m,n,r,s=0}^{\infty} \frac{q^{(\frac{j}{2})+(\frac{m}{2})+(\frac{n}{2})-(\frac{r}{2})+(\frac{m+n+s-r}{2})}}{(q)_k(q)_{m-k}(q)_{n-k}(q)_{k+(m+n+s-r)/2}} \]

\[ \times \frac{q^{(k+s+r-m-n)/2}+(\frac{m+n+s-r}{2})+k-(r+m+n+s)/2}{(q)_k+(s+r-m-n)/2(q)_{k+(m+n+s-r)/2}} \]

\[ \times (q)_{m+n-2k} q^{-(m+n+r+s)/2} t_{1,2,3,4}^r. \]

Replace \( m \) and \( n \) by \( m + k \) and \( n + k \), respectively, to get

\[ I = \sum_{k,m,n,r,s=0}^{\infty} \frac{q^{(\frac{j}{2})+(\frac{m+n+s-r}{2})+(\frac{r+s-m-n}{2})+(\frac{m+n+s-r}{2})}}{(q)_k(q)_{m} q(n(q)_{m+n+s-r}/2(q)_{r+s-m-n}/2)} \]

\[ \times \frac{(q)_{m+n} q^{-(m+n+k-r)(m+n+s-r)/2}}{(q)_{m+n+k} q^{-(m+n+k-r)(m+n+s-r)/2}} t_{1,2,3,4}^r. \]
The above multisums can be greatly simplified by the introduction of the new summation indices

\[(3.5)\]
\[
\begin{align*}
\alpha := (m + n + s - r)/2, \quad \beta := (m + n + r - s)/2, \quad \gamma := (r + s - m - n)/2
\end{align*}
\]

instead of \(n, r, s\), so our new summation indices are \(k, m, \alpha, \beta, \gamma\). Clearly

\[(3.6)\]
\[
\begin{align*}
r = \beta + \gamma, \quad s = \alpha + \gamma, \quad n = \alpha + \beta - m.
\end{align*}
\]

Thus

\[
I = \sum_{k, m, \alpha, \beta, \gamma=0}^{\infty} \frac{q^{(\frac{\gamma}{2})} + \frac{\gamma}{2} + \frac{\gamma}{2} + \frac{m - \alpha - \beta - k - \alpha - \beta - \gamma}{2}}{(q)_k (q)_m (q)_{\alpha + \beta - m} (q)_{\alpha} (q)_{\beta}} \times (q)_{\alpha + \beta + \gamma} t_1^{\alpha + \gamma} t_2^{\beta + \gamma} t_3^{m + k} t_4^{\alpha + \beta + k - m}.
\]

The \(\gamma\) sum is \((-t_1 t_2/q)_\infty\) while the \(k\) sum is \((-t_3 t_4/q)_\infty\). This follows from (2.3). This reduces \(I\) to a triple sum. Now replace \(\alpha + \beta\) by \(p\) to express \(I\) as

\[
I/(-t_1 t_2/q, -t_3 t_4/q)_\infty = \sum_{p=0}^{\infty} \frac{(t_1 t_4/q)^p}{(q)_p} q^{(\frac{\gamma}{2})} \sum_{m=0}^{p} \frac{(q)_p (t_3 t_4)^m}{(q)_m (q)_{p - m} q^{m(p - m)}}
\]

\[
\times \sum_{\alpha=0}^{p} \frac{(q)_p (t_2 t_1)^{\alpha}}{(q)_\alpha (q)_{p - \alpha} q^{\alpha(p - \alpha)}}.
\]

To evaluate the above triple sum we need to identify it with a Poisson kernel for \(\{h_n(x | q)\}\). This identification can be achieved by setting

\[(3.7)\]
\[
\begin{align*}
t_1 = \sqrt{q} Te^\xi, \quad t_2 = -\sqrt{q} Te^{-\xi}, \quad t_3 = -R\sqrt{q} e^{-\eta}, \quad t_4 = R\sqrt{q} e^\eta.
\end{align*}
\]

This leads to

\[
I/(-t_1 t_2/q, -t_3 t_4/q)_\infty = \sum_{p=0}^{\infty} \frac{(RT)^p q^{(\frac{\gamma}{2})}}{(q)_p} h_p(\sinh \xi | q) h_p(\sinh \eta | q)
\]

\[
= \frac{(-RT e^{\xi + \eta}, -RT e^{-\xi - \eta}, RT e^{\xi - \eta}, RT e^{\eta - \xi})_\infty}{(R^2 T^2/q)_\infty}
\]

\[
= \frac{(-t_1 t_4/q, -t_2 t_3/q, -t_1 t_3/q, -t_2 t_4/q)_\infty}{(t_1 t_2 t_3 t_4/q^3)_\infty}.
\]

Therefore

\[(3.8)\]
\[
I(t_1, t_2, t_3, t_4) = \left[ \prod_{1 \leq j < k \leq 4} (-t_j t_k/q)_\infty \right] / \left( t_1 t_2 t_3 t_4 q^3 \right)_\infty.
\]

This completes the evaluation of (3.1) and the proof of Theorem 3.1 is complete.

It is clear that (3.8) gives a summation theorem for a combination of basic hypergeometric functions. To identify the functions involved we expand the
right side of (3.1) using (3.2) and (3.3). The result is
\[
2(q^2; q^2)_\infty I(t_1, t_2, t_3, t_4)/(q; q^2)_\infty = \sum_{n=0}^{\infty} \prod_{j=1}^{4} (-t_j q^{-n-1/2}, t_j q^{n+1/2})_\infty q^{2n^2+n} (1 + q^{2n+1})
\]
+ a similar term with \((t_1, t_2, t_3, t_4)\) replaced by \((-t_1, -t_2, -t_3, -t_4)\).
\[
= \prod_{j=1}^{4} (-t_j q^{-1/2}, t_j q^{1/2})_\infty \sum_{n=0}^{\infty} \prod_{j=1}^{4} \left( -\frac{q^{3/2}/t_j}{(t_j q^{1/2})_n} \right) (t_1 t_2 t_3 t_4/q^3)_n (1 + q^{2n+1})
\]
+ a similar term with \((t_1, t_2, t_3, t_4)\) replaced by \((-t_1, -t_2, -t_3, -t_4)\).

Therefore
\[
\frac{2(q^4; q^2)_\infty}{(q^3; q^2)_\infty} I(t_1, t_2, t_3, t_4) = \prod_{j=1}^{4} (-t_j q^{-1/2}, t_j q^{1/2})_\infty \times \phi_7 \left( -q, iq^{3/2}, -iq^{3/2}, -q^{3/2}/t_1, -q^{3/2}/t_2, -q^{3/2}/t_3, -q^{3/2}/t_4, q; q, t_1 t_2 t_3 t_4 q^{-3} \right)
\]
+ interchange \(t_j\) with \(-t_j\), \(1 \leq j \leq 4\).

This gives the summation formula
\[
(3.9) \quad \prod_{j=1}^{4} (-t_j q^{-1/2}, t_j q^{1/2})_\infty \times \phi_7 \left( -q, iq^{3/2}, -iq^{3/2}, -q^{3/2}/t_1, -q^{3/2}/t_2, -q^{3/2}/t_3, -q^{3/2}/t_4, q; q, t_1 t_2 t_3 t_4 q^{-3} \right)
\]
+ a similar term with \(t_j\) replaced by \(-t_j\), \(1 \leq j \leq 4\).

We shall discuss other summation theorems that arise from (3.8) in Sections 7 and 8. See also (3.18).

We now prove the biorthogonality of the rational functions (1.20). Recall that
\[
(3.10) \quad \varphi_n(\sinh \xi; t_1, t_2, t_3, t_4) = 4\phi_3 \left( q^{-n}, -t_1 t_2 q^{-n-2}, -t_1 t_3/q, -t_1 t_4/q \mid q, q \right).
\]
Theorem 3.2. The functions \( \{\varphi_n\} \) satisfy the biorthogonality relation (1.21) with \( g_n \) as in (1.22).

Proof. Consider the integrals

\[
J_{m,n} := \int_{-\infty}^{\infty} \frac{\varphi_n(x; t_1, t_2, t_3, t_4)}{(-t_2(x + \sqrt{x^2 + 1}), t_2(\sqrt{x^2 + 1} - x))_m} \\
\times \prod_{j=1}^{4} (-t_j(x + \sqrt{x^2 + 1}), t_j(\sqrt{x^2 + 1} - x))_\infty \, d\psi(x).
\]

(3.11)

We have

\[
J_{m,n} = \sum_{k=0}^{n} \frac{(q^{-n}, -t_1 t_2 q^{n-2}, -t_1 t_3/q, -t_1 t_4/q)_k}{(q, t_1 t_2 t_3 t_4 q^{-3})_k} q^k I(t_1 q^k, t_2 q^m, t_3, t_4) \\
= \frac{(-t_3 t_4/q, -t_2 t_3 q^{m-1}, -t_2 t_4 q^{m-1}, -t_1 t_2 q^{m-1}, -t_1 t_3/q, -t_1 t_4/q)_\infty}{(t_1 t_2 t_3 t_4 q^{-3})_\infty} \\
\times \ {}_3\phi_2 \left( \begin{array}{c}
q^{-n}, -t_1 t_2 q^{n-2}, t_1 t_2 t_3 t_4 q^{-3}, -t_1 t_2 q^{m-1} \\
q, q
\end{array} \left| q, q \right. \right).
\]

The \( q \)-analog of the Pfaff-Saalschiitz theorem is [25, (II.12)],

\[
(3.12) \quad \ {}_3\phi_2 \left( \begin{array}{c}
q^{-n}, a, b \\
c, abcq^{1-n}/c
\end{array} \left| q, q \right. \right) = \frac{(c/a, c/b)_n}{(c, c/ab)_n}.
\]

Therefore \( J_{m,n} \) can be summed. The answer is

\[
J_{m,n} = \frac{(-t_1 t_3/q, -t_1 t_4/q, -t_3 t_4/q, -t_1 t_2 q^{m-1}, -t_2 t_3 q^{m-1}, -t_2 t_4 q^{m-1})_\infty}{(t_1 t_2 t_3 t_4 q^{-3})_\infty} \\
\times \frac{(-t_3 t_4 q^{-n-1}, q^{-m})_n}{(t_1 t_2 t_3 t_4 q^{-3}, -q^{2-m-n}/t_1 t_2)_n}.
\]

Clearly \( J_{m,n} = 0 \) if \( m < n \) and

\[
J_{n,n} = \frac{(-t_1 t_3/q, -t_1 t_4/q, -t_3 t_4/q, -t_1 t_2 q^{n-1}, -t_2 t_3 q^{n-1}, -t_2 t_4 q^{n-1})_\infty}{(t_1 t_2 t_3 t_4 q^{-3})_\infty} \\
\times \frac{(-q^2/t_3 t_4, q)_n q^{n(n-7)/2}}{(-t_1 t_2 q^{n-1})_n}.
\]

Therefore

\[
\int_{-\infty}^{\infty} \varphi_m(x; t_1, t_2, t_3, t_4) \varphi_n(x; t_2, t_1, t_3, t_4) w(x) \psi(x) \\
= \frac{(-t_1 t_2 q^{n-2}, q^{-n}, -t_2 t_3/q, -t_2 t_4/q)_n q^n J_{n,n} \delta_m,n}{(q, t_1 t_2 t_3 t_4 q^{-3})_n},
\]

where

\[
(3.13)
\]

\[
w(x) = w(x; t_1, t_2, t_3, t_4) = \prod_{j=1}^{4} (-t_j(x + \sqrt{x^2 + 1}), t_j(\sqrt{x^2 + 1} - x))_\infty.
\]

Using the \( J_{m,n} \), we establish the biorthogonality relation (1.21).
In Section 6 we shall prove that the $h_n$'s are also orthogonal with respect to probability measures $d\psi(x;\sigma)$ with masses

$$\psi(x_n + 0^+, \sigma) - \psi(x_n - 0^+, \sigma) = a^{4n}q^{n(2n-1)}(1 + a^2q^{2n})/(-a^2, -q/a^2, q; q)_{\infty}, \quad n = 0, \pm 1, \ldots.$$  

where, see (6.26) and (6.30),

$$x_n = \frac{1}{2}(q^{-n}/a - aq^n), \quad n = 0, 1, 2, \ldots.$$  

Since the evaluation of $I$ in (3.1) only used the integrability of the integrand with respect to a measure that the $h_n$'s are orthogonal with respect to, we can then replace $d\psi$ in (3.1) and (1.21) with $d\psi$ of (3.14) and (3.15). A straightforward calculation shows that (3.8) is equivalent to

$$\prod_{j=1}^{4}(at_j, -t_j/a)_{\infty}$$  

$$\times \sum_{-\infty}^{\infty} \frac{(-qa/t_1, -qa/t_2, -qa/t_3, -qa/t_4; q)_n}{(at_1, at_2, at_3, at_4; q)_n} \frac{1 + a^2q^{2n}}{1 + a^2(t_1t_2t_3t_4q^{-3})^n}$$  

$$= \frac{1}{(t_1t_2t_3t_4q^{-3}; q)_{\infty}} \prod_{1 \leq j < k \leq 4} (-t_jt_k/q; q)_{\infty}.$$  

The above identity is precisely the $6\psi_6$ summation formula of Bailey, formula (II.33) in [25].

$$6\psi_6\left(\frac{qa^{1/2}, -qa^{1/2}, b, c, d, e}{a^{1/2}, -a^{1/2}, aq/b, aq/c, aq/d, aq/e; q; qa^2/bcde}\right)$$  

$$= \frac{(aq/b), aq/c, aq/d, aq/e, q/b, q/c, q/d, q/e, qa^2/bcde)_{\infty}}{(aq/b), aq/c, aq/d, aq/e, q/b, q/c, q/d, q/e, qa^2/bcde)_{\infty}}.$$  

The $r\psi_r$ function is

$$r\psi_r\left(\frac{a_1, \ldots, a_r}{b_1, \ldots, b_r}; q, z\right) = \sum_{-\infty}^{\infty} z^n \prod_{j=1}^{r} \frac{(a_j; q)_n}{(b_j; q)_n},$$  

with the shifted factorial defined for all $n$ by

$$(a; q)_n = (a; q)_{\infty}/(aq^n; q)_{\infty}.$$
4. Symmetries and asymptotics

Recall the Sears transformation for a terminating balanced $\phi_3$ [25], formula (III.15),

$$
\phi_3 \left( q^{-n}, A, B, C \left| q, q \right. \right)
\left( E/A, F/A \right)_n A^n \phi_3 \left( q^{-n}, A, D/B, D/C \left| q, q \right. \right),
$$

provided that $ABCq^{1-n} = DEF$. We now apply the transformation (4.1) to (3.10) with $A = -t_1t_2q^{n-2}$ and $D = t_1t_2t_3t_4q^{-3}$ and find the alternate representation

$$
\varphi_n(\sinh \xi; t_1, t_2, t_3, t_4) = \left( \frac{-q^{2-n}e^{-\xi}/t_2, q^{2-n}e^{\xi}/t_2}{t_1e^{-\xi}, -t_1e^{\xi}} \right)_n
\phi_3 \left( q^{-n}, -t_1t_2q^{n-2}, -t_2t_3q^{-2}, -t_2t_4q^{-2} \left| q, q \right. \right)
\times \varphi_n(\sinh \xi; t_2q^{-1}, t_1q, t_3, t_4).
$$

In terms of the functions

$$
\psi_n(\sinh \xi; t_1, t_2, t_3, t_4) := t_1^{-n}(t_1e^{-\xi}, -t_1e^{\xi})_n \varphi_n(\sinh \xi; t_1, t_2, t_3, t_4)
$$

the above symmetry relation is

$$
\psi_n(\sinh \xi; t_1, t_2, t_3, t_4) = \psi_n(\sinh \xi; t_2/q, t_1q, t_3, t_4).
$$

Ismail and Wilson [32] established the generating function

$$
\sum_{n=0}^{\infty} \frac{(ac, ad)_n}{(cd, q)_n} t^n p_n(x; a, b, c, d)
= 2\phi_1 \left( a/z, b/z \left| q, a z/t \right. \right) 2\phi_1 \left( cz, dz \left| q, a t/z \right. \right).
$$

Now choose the parameters $a, b, c, d$ in (4.4) as

$$
a = t_1q^{-1}\sqrt{t_3t_4}, \quad b = q^{-2}t_2\sqrt{t_3t_4}, \quad c = e^{-\xi}/\sqrt{t_3t_4},
$$

$$
d = -e^{\xi}/\sqrt{t_3t_4}, \quad z = -\sqrt{t_3/t_4}.
$$
This transforms (4.4) to the generating function

\[
\sum_{n=0}^{\infty} \frac{(t_1 e^{-\xi}, -t_1 e^{\xi})_n}{(q, -q^2/t_3 t_4)_n} \varphi_n(\sinh \xi; t_1, t_2, t_3, t_4) t^n
\]

(4.6)

\[
= 2\varphi_1 \left( \frac{-t_1 t_4/q, -t_2 t_4/q^2}{t_1 t_2 t_3 t_4 q^{-3}} \bigg| q, -t_1 t_3 t/q \right) \\
\times 2\varphi_1 \left( \frac{-q e^{-\xi}/t_4, q e^{\xi}/t_4}{-q^2/t_3 t_4} \bigg| q, -t_1 t_4 t/q \right).
\]

Observe that the symmetry relation (4.3) also follows from (4.6).

In [32], Ismail and Wilson derived the asymptotic formula

(4.7) \quad p_n(x; a, b, c, d) \approx \left( \frac{a z}{z^2, ab, ac, ad} \right)^n, \quad |z| < 1,

where \( z = x - \sqrt{x^2 - 1} \), \( x \notin [-1, 1] \). With the parameter identification (4.5), we obtain from (4.7)

\[
\varphi_n(\sinh \xi; t_1, t_2, t_3, t_4)
\]

(4.8) \quad \approx \left( \frac{-t_1 t_4/q, -t_2 t_3/q^2, -q e^{-\xi}/t_4, q e^{\xi}/t_4}{(t_3/t_4, t_1 t_2 t_3 t_4 q^{-3}, t_1 e^{-\xi}, -t_1 e^{\xi})} \right)_n,

valid for \( |t_3| < |t_4| \).

The asymptotics of polynomials orthogonal on a compact set contain a wealth of spectral information on the spectrum and the spectral measures of the polynomials. For example, under certain conditions, see Freud [24], Nevai [38], Szegő [50], Grenander and Szegő [26], a polynomial system \( \{p_n(x)\} \) orthonormal on \([-1, 1]\) will have the asymptotic development

(4.9) \quad s_n(x) \approx z^{-n}/D(z), \quad x \in \mathbb{C}/[-1, 1],

\[
z := x - \sqrt{x^2 - 1}, \quad \text{as } n \to \infty.
\]

The weight function \( w(x) \) is given by

(4.10) \quad w(x) = (1 - x^2)^{-1/2} \lim_{r \to 1} D(re^{i\theta})D(re^{-i\theta}).

There is little hope in having results as precise as (4.9) and (4.10) in the case of biorthogonal rational functions. One reason is that the measure that the functions are orthogonal with respect to is not unique. However the asymptotics of biorthogonal rational functions may still provide a glimpse of a measure with respect to which they are biorthogonal. One good example to illustrate this point is the biorthogonal rational functions \( \{R_n(x; \alpha, \beta, \gamma, \delta; q)\} \) of Al-Salam and Verma [6],

(4.11) \quad R_n(x; \alpha, \beta, \gamma, \delta; q) = \rho_2 \left( \frac{\beta, \alpha \gamma/\delta, q^{-n}}{\beta \gamma/\delta, qg^{-n} \alpha x} \bigg| q, q \right).
Al-Salam and Verma [6] proved the biorthogonality relation

\[(4.12)\]

\[
\int_{\infty}^{\infty} w(x)R_n(x; \alpha, \beta, \gamma, \delta; q)R_m(x; \delta, \gamma, \alpha; q) d_qx = K \frac{(\beta \gamma/q)_n^m}{(\beta \gamma/q)_n^{m+n}},
\]

where \( K \) is a certain constant [28], p. 226, and

\[(4.13)\]

\[
w(x) = (axq, \delta xq)_\infty/(qax/\beta, q\delta x/\gamma)_\infty.
\]

The integral in (4.12) is the bilateral \( q \)-integral

\[(4.14)\]

\[
\int_{\infty}^{\infty} f(x) d_qx := (1-q) \sum_{n=\infty}^{\infty} q^n [f(q^n) + f(-q^n)].
\]

The form of \( w(x) \) given in [6] contains obvious misprints corrected in (4.13). We shall first determine the asymptotic behavior of the \( R_n \)'s and indicate how the biorthogonality relation (4.12) could have been suggested by the asymptotics of the \( R_n \)'s.

To determine the large \( n \) behavior of \( R_n \) we identify \( R_n \) as a special Askey-Wilson polynomial. Choose

\[(4.15)\]

\[
a = \sqrt{\alpha \beta \gamma / \delta}, \quad z = \sqrt{\beta \delta / \alpha \gamma}, \quad b = 0, \quad c = q^{-1} \sqrt{\beta \gamma \delta / \alpha}, \quad d = qx \sqrt{\alpha \delta / \beta \gamma},
\]

in (1.3). Now (4.7) yields

\[(4.16)\]

\[
R_n(x; \alpha, \beta, \gamma, \delta; q) \approx \left( \frac{\alpha \gamma}{\beta} \right)^n \left( \frac{\beta \delta}{\alpha q}, \frac{\beta \gamma}{\alpha xq} \right)_\infty / \left( \frac{\beta \delta}{\alpha \gamma}, \frac{\beta \gamma}{q}, \alpha xq \right)_\infty,
\]

as \( n \to \infty \), provided that \( |\beta \delta| < |\alpha \gamma| \) (that is \( |z| < 1 \)). If \( |\beta \delta| > |\alpha \gamma| \) we replace \( z \) in (4.15) by \( \sqrt{\alpha \gamma / \beta \delta} \) and obtain

\[(4.17)\]

\[
R_n(x; \alpha, \beta, \gamma, \delta; q) \approx \beta^n \left( \frac{\alpha \gamma}{\beta}, \frac{\gamma}{q}, \alpha q \right)_\infty / \left( \frac{\alpha \gamma}{\beta \delta}, \frac{\beta \gamma}{q}, \alpha xq \right)_\infty,
\]

as \( n \to \infty \) if \( |\beta \delta| > |\alpha \gamma| \).

It is clear that the asymptotic relations (4.16) and (4.17) suggest the weight function (4.13).

We now consider the functions \( \{\varphi_n\} \). The asymptotic formula (4.8) suggests the weight function

\[(4.18)\]

\[
\omega(\sinh \xi) = \omega(\sinh \xi; t_1, t_2, t_3, t_4) \quad := \frac{(t_1 e^{-\xi}, -t_1 e^{\xi}, t_2 e^{-\xi}, -t_2 e^{\xi})_\infty}{(q e^{\xi}/t_3, -q e^{-\xi}/t_3, q e^{\xi}/t_4, -q e^{-\xi}/t_4)_\infty}.
\]

With proper interpretation this does turn out to be a weight function. Since the corresponding measure is discrete it must be related to \( \omega(x) \, dx \). Let \( \alpha(x) \) be
a jump function with jumps

\( \alpha(x_n(a) + 0^+) - \alpha(x_n(a) - 0^+) = 2a \frac{\cosh(\xi_n(a))}{(q, -qa^2, -q/a^2)_\infty}, \)

at \( x = x_n(a) \) where

\( x_n(a) = \frac{1}{2}(q^{-n}/a - aq^n), \quad x_n(a) = \sinh(\xi_n(a)). \)

The \( x_n(a) \)'s are the same as the spectral points of the \( q^{-1} \)-Hermite polynomials, see (6.27). The term \( \cosh(\xi_n(a)) \) is a constant multiple of \( \frac{dx_n(a)}{da} \).

Before we prove the biorthogonality of the \( \phi_n \)'s we need to evaluate the total \( \omega \) mass.

**Theorem 4.1.** We have the evaluation

\( J(t_1, t_2, t_3, t_4) := \int_{-\infty}^\infty \omega(x) \, d\alpha(x) = \frac{\prod_{1 \leq j < k \leq 4} (-t_j t_k/q)_{\infty}}{(t_1 t_2 t_3 t_4/q^3)_{\infty} \prod_{j=1}^4 (at_j, -t_j/a)_\infty}. \)

**Proof.** It is clear from (4.20) that \( e^{\xi_n(a)} = q^{-n}/a \). Hence

\( (q, -qa^2, -q/a^2)_\infty J(t_1, t_2, t_3, t_4) \)

\[ \begin{aligned} &\sum \frac{(a^2 q^n + q^{-n})(aq^n t_1, -t_1 q^{-n}/a, aq^n t_2, -t_2 q^{-n}/a)_\infty}{(q^{-n}/at_3, -aq^{n+1}/t_3, q^{-n}/at_4, -aq^{n+1}/t_4)_\infty} \\ &\quad = \frac{(at_1, -t_1/a, at_2, -t_2/a)_\infty}{(q/at_3, -aq/t_3, q/at_4, -aq/t_4)_\infty} \\ &\quad \times 6 \psi_6 \left( ia, -ia, -aq/t_1, -aq/t_2, -aq/t_3, -aq/t_4 \middle| q, \frac{t_1 t_2 t_3 t_4}{q^3} \right). \end{aligned} \]

We now apply the \( 6 \psi_6 \) sum (3.17) and establish (4.21).

**Theorem 4.2.** The rational functions \( \{\phi_n\} \) satisfy the biorthogonality relation

\( \int_{-\infty}^\infty \phi_m(x; t_1, t_2, t_3, t_4) \phi_n(x; t_2, t_1, t_3, t_4) \omega(x) \, d\alpha(x) = g_{n,m}, \)

where \( \omega(x), \alpha, \) and \( g_n \) are as in (4.18), (4.19)-(4.20), and (1.22), respectively.

**Proof.** As we did in Section 3, consider the integrals

\[ J_{m,n} := \int_{-\infty}^\infty \frac{\phi_n(x; \sinh \xi; t_1, t_2, t_3, t_4)}{(-t_2 e^{\xi}, -t_2 e^{-\xi})_m} \omega(\sinh \xi) \, d\alpha(\xi). \]

From this, (1.22), and (4.20) it follows that

\[ J_{m,n} = \sum_{k=0}^n \frac{(q^{-n}, -t_1 t_2 q^{n-2}, -t_1 t_3/q, -t_1 t_4/q)_k}{(q, t_1 t_2 t_3 t_4 q^{-3})_k} q^k J(t_1 q^k, t_2 q^m, t_3, t_4) \]

\[ \quad \begin{aligned} &\times \left( -t_3 t_4/q, -t_3 t_3 q^{m-1}, -t_2 t_4 q^{m-1}, -t_1 t_2 a^{m-1}, -t_1 t_3/q, -t_1 t_4/q \right)_{\infty} \\ &\quad \times 3 \psi_2 \left( q^{-n}, -t_1 t_2 q^{n-2}, t_1 t_2 t_3 t_4 q^{-3} \middle| q, q \right). \end{aligned} \]
Again we sum the $3\phi_2$ by the $q$-analog of the Pfaff-Saalschütz theorem (3.12). The rest of the proof parallels the proof of Theorem 3.2 and will be omitted.

Al-Salam and Ismail [5] proved that the rational functions $R_n$ and $S_n$,

$$R_n(z; a, b, t_1, t_2) := \frac{1}{4\phi_3^3} \left( q^{-n}, q^{-1/2}t_1z, t_1, abt_1t_2q^{n-1} \right| \left| q, q \right),$$

(4.23)

$$S_n(z; a, b, t_1, t_2) := R_n(z; b, a, t_2, t_1)$$

satisfy the biorthogonality relation

$$\frac{1}{2\pi} \int_{|z|=1} K(z) R_n(z) \overline{S_m(z)} \frac{dz}{z} = \frac{(abq, abt_1t_2q^{n-1}, q)_n}{(abt_1t_2)_{2n}(t_1t_2q^{-1})_n} (t_1t_2q^{-1})^n \delta_{n,m}$$

(4.25)

where the weight function $K(z)$ is

$$K(z) = \frac{1}{(aq^{1/2}z, bq^{1/2}z, q^{-1/2}t_1z, q^{-1/2}t_2z, q^{-1/2}t_1/z, t_1, t_2, aq, bq, abt_1t_2; q)_\infty}.$$

(4.26)

If $r_n(z)$ and $s_n(z)$ denote the biorthonormal functions then, as was observed in [5], (4.7) shows that $z^{-n} r_n(z)$ and $z^{-m} s_n(z)$ converge uniformly on compact subsets of $\{z : |z| > q^{1/2}\}$ to $\rho(z)$ and $\sigma(z)$, respectively. Furthermore

$$\lim_{r \to 1} \rho(re^{i\theta}) \sigma(re^{i\theta}) = 1/K(e^{i\theta}).$$

This is the exact analog of (4.9) and (4.10).

5. Computation of entire functions

Following the notation in [47] we consider polynomial solutions of a three term recurrence relation

$$\omega_{n+1}(z) = (z - \alpha_{n+1})\omega_n(z) - \beta_n \omega_{n-1}(z), \quad n > 0.$$  

(5.1)

Two linear independent solutions $\{P_n(z)\}$ and $\{Q_n(z)\}$ can be generated using (5.1) from the initial conditions

$$Q_0(z) = 1, \quad Q_1(z) = z - \alpha_1, \quad P_0(z) = 0, \quad P_1(z) = \beta_0.$$  

(5.2)

It is assumed that

$$\alpha_n \text{ is real,} \quad n > 0, \quad \beta_n > 0, \quad n \geq 0.$$  

(5.3)

Starting with the polynomials $\{Q_n(z)\}$ such that (5.3) holds we can define a positive linear functional $L$ on the space of polynomials by $L(Q_n) = \delta_{n,0}$. The functional $L$ can be represented as an integral with respect to a positive measure, normalized to have a total mass 1, since $Q_0 = 1$. This measure will be unique if and only if the corresponding moment problem has a unique solution, that is when we have a determinate moment problem. In the indeterminate case the totality of probability measures $\{d\psi(t; \sigma)\}$ that solve the moment problem can be indexed by functions $\phi(z)$ analytic in the upper half plane $\Im z > 0$ and
satisfying $\Re \sigma(z) \leq 0$ for $\Re z > 0$. Furthermore, there exist entire functions $A(z), B(z), C(z), D(z)$, such that
\begin{equation}
\frac{A(z) - \sigma(z) C(z)}{B(z) - \sigma(z) D(z)} = \int_{-\infty}^{\infty} \frac{d\psi(t; \sigma)}{z - t}.
\end{equation}
In fact $A(z), B(z), C(z), D(z)$ are uniform limits, on compact subsets of $C$, of $A_n(z), B_n(z), C_n(z), D_n(z)$, respectively, where
\begin{align}
A_{n+1}(z) &= [P_{n+1}(z)P_n(0) - P_{n+1}(0)P_n(z)](\beta_0 \beta_1 \cdots \beta_n)^{-1}, \\
B_{n+1}(z) &= [Q_{n+1}(z)P_n(0) - Q_{n+1}(0)P_n(z)](\beta_0 \beta_1 \cdots \beta_n)^{-1}, \\
C_{n+1}(z) &= [P_{n+1}(z)Q_n(0) - Q_{n+1}(0)P_n(z)](\beta_0 \beta_1 \cdots \beta_n)^{-1}, \\
D_{n+1}(z) &= [Q_{n+1}(z)Q_n(0) - Q_{n+1}(0)Q_n(z)](\beta_0 \beta_1 \cdots \beta_n)^{-1}.
\end{align}

The purpose of this section is to construct the entire functions $A(z), B(z), C(z)$ and $D(z)$ explicitly in the case of the $q^{-1}$-Hermite polynomials $\{h_n(x | q)\}$. This is achieved by determining the large $n$ behavior of $P_n(z)$ and $Q_n(z)$ and then use it to compute the limits of $A_n(z), B_n(z), C_n(z), D_n(z)$.

We first need to put the recurrence relation in (1.16) in monic form. Set
\begin{equation}
Q_n(x) = 2^{-n} h_n(x | q).
\end{equation}
The $Q_n$'s satisfy (5.2) and (5.3) with
\begin{equation}
\alpha_n = 0, \quad \beta_n = \frac{1}{4} q^{-n} (1 - q^n), \quad n > 0, \quad 0 < q < 1, \quad \beta_0 = 1.
\end{equation}
It is easy to see that when $\alpha_n = 0$ for all $n$ then (5.1) and (5.2) imply
\begin{align}
Q_{2n+1}(0) &= 0, \quad P_{2n}(0) = 0, \\
Q_{2n}(0) &= (-1)^n \beta_1 \beta_3 \cdots \beta_{2n-1}, \quad P_{2n+1}(0) = (-1)^n \beta_0 \beta_2 \cdots \beta_{2n}.
\end{align}
Hence
\begin{align}
A_{2n+1}(z) &= A_{2n}(z) = (-1)^{n-1} P_{2n}(z) / [\beta_1 \beta_3 \cdots \beta_{2n-1}], \\
B_{2n+1}(z) &= B_{2n}(z) = (-1)^{n-1} Q_{2n}(z) / [\beta_1 \beta_3 \cdots \beta_{2n-1}], \\
C_{2n+1}(z) &= C_{2n+2}(z) = (-1)^n P_{2n+1}(z) / [\beta_0 \beta_2 \cdots \beta_{2n}], \\
D_{2n+1}(z) &= D_{2n+2}(z) = (-1)^n Q_{2n+1}(z) / [\beta_0 \beta_2 \cdots \beta_{2n}].
\end{align}
In the case of $\{h_n(x | q)\}$ we have, in view of (5.9),
\begin{align}
A_{2n}(z) &= \frac{(-1)^{n-1} 4^n q^n}{(q; q^2)_n} P_{2n}(z), \quad C_{2n}(z) = \frac{(-1)^{n-1} 4^{n-1} q^{n(n-1)}}{(q^2; q^2)_{n-1}} P_{2n-1}(z), \\
B_{2n}(z) &= \frac{(-1)^{n-1} q^n}{(q; q^2)_n} h_{2n}(z | q), \quad D_{2n}(z) = \frac{(-1)^{n-1} q^{n(n-1)}}{2(q^2; q^2)_{n-1}} h_{2n-1}(z | q).
\end{align}

We now compute the strong asymptotics of $\{h_n(x | q)\}$ using Darboux's method, [50], [39]. The application of the method of Darboux requires a generating function having singularities in the finite complex plane. The generating
function (2.4) is entire so we need to find a generating function suitable for the application of Darboux's method. To do so, set

\[(5.19)\quad h_n(x \mid q) = q^{-n^2/4}(\sqrt{q} ; \sqrt{q})_n s_n(x).\]

In terms of the \(s_n\)'s, the recurrence relation in (1.16) becomes

\[(5.20)\quad (1 - q^{(n+1)/2})s_{n+1}(x) = 2x q^{(n+1)/2} s_n(x) - (1 + q^{n/2})s_{n-1}(x).\]

Therefore, the generating function

\[G(x, t) := \sum_{0}^{\infty} s_n(x) t^n\]

transforms (5.20) to the \(q\)-difference equation

\[\frac{G(x, t)}{1 + 2x q^{1/4} - t^2 q^{1/2}} = G(x, \sqrt{q} t).\]

By iterating the above functional equation we find

\[G(x, t) = \frac{(t\alpha, t\beta; \sqrt{q})_n}{(-t^2; q)_n} G(x, q^{n/2} t).\]

Since \(G(x, t) \to 1\) as \(t \to 0\) we let \(n \to \infty\) in the above functional equation. This establishes the generating function

\[(5.21)\quad \sum_{0}^{\infty} s_n(x) t^n = \frac{(t\alpha, t\beta; \sqrt{q})_\infty}{(-t^2; q)_\infty},\]

where

\[\alpha = -(x + \sqrt{x^2 + 1}) q^{1/4} = -q^{1/4} e^x, \quad \beta = (\sqrt{x^2 + 1} - x) q^{1/4} = q^{1/4} e^{-x}.\]

The \(t\) singularities with smallest absolute value of the right side of (5.21) are \(t = \pm i\). Thus Darboux's method gives

\[(5.23)\quad s_n(x) \approx \frac{(i\alpha, i\beta; \sqrt{q})_\infty}{2(q; q)_\infty} (-i)^n + \frac{(-i\alpha, -i\beta; \sqrt{q})_\infty}{2(q; q)_\infty} i^n.\]

Therefore

\[(5.24)\quad h_{2n}(x \mid q) \approx q^{n^2} (\sqrt{q}; \sqrt{q})_\infty (-1)^n [(i\alpha, i\beta; \sqrt{q})_\infty + (-i\alpha, -i\beta; \sqrt{q})_\infty], \]

\[h_{2n+1}(x \mid q) \approx i q^{n^2} q^{-n-1/4} (\sqrt{q}; \sqrt{q})_\infty (-1)^{n+1} \times [(i\alpha, i\beta; \sqrt{q})_\infty - (-i\alpha, -i\beta; \sqrt{q})_\infty].\]

It is now clear that the functions \(B(z)\) and \(D(z)\) can be found from (5.18) and (5.25). This provides a representation of \(B(z)\) and \(D(z)\) as sums of two terms. The two term sums in \(B(z)\) and \(D(z)\) can be simplified to single terms using quartic transformations. Next we shall give direct proofs of this simplification and discuss the connection with quartic transformations at the end of this section.
Observe that the three term recurrence relation in (1.16) implies
\begin{equation}
4x^2h_n(x \mid q) = h_{n+2}(x \mid q) + [q^{-n-1}(1 + q) - 2]h_n(x \mid q)
+ q^{1-2n}(1 - q^n)(1 - q^{n-1})h_{n-2}(x \mid q).
\end{equation}

Askey and Ismail [16] studied the polynomials \(\{v_n(z ; p ; a, b, c)\}\), or simply \(\{v_n\}\), generated by
\begin{align}
(5.27) & \quad v_0 = 1, \quad v_1 = (a - z)/(1 - p), \\
(5.28) & \quad (1 - p^{n+1})v_{n+1} = (a - z p^n)v_n - (b - c p^{n-1})v_{n-1}, \quad n > 0, \quad 0 < p < 1.
\end{align}

The \(v_n\)'s are Al-Salam-Chihara polynomials when \(q > 1\) [22]. It is easy to see from (5.26), (5.27), and (5.28) that the polynomials \(\{r_n(y)\}\),
\[
 r_n(y) := h_{2n}(x \mid q)q^n(n-1/2)(-1)^n/(q^2; q^2)_n, \quad y := (4x^2 + 2)^{1/2},
\]
satisfy (5.28) with \(z = y\), \(p = q^2\), \(b = 1\), \(c = q\), \(a = (1 + q)/\sqrt{q}\). Askey and Ismail [16] established the generating function
\begin{equation}
\sum_{n=0}^{\infty} v_n(z ; p ; a, b, c)t^n = \prod_{n=0}^{\infty} \left[ \frac{1 - ztp^n + ct^2p^{2n}}{1 - atp^n + bt^2p^{2n}} \right].
\end{equation}

Therefore we obtain the generating function
\begin{equation}
\sum_{n=0}^{\infty} h_{2n}(x \mid q)(-t)^n q^{n(1/2)} = \prod_{n=0}^{\infty} \left[ \frac{1 - (4x^2 + 2)q^{2n+1/2} + t^2q^{4n+1}}{1 - (1 + q)q^{2n-1/2} + t^2q^{4n}} \right].
\end{equation}

Applying Darboux's method to (5.30) we establish the alternate asymptotic relationship
\begin{equation}
(5.31) \quad h_{2n}(x \mid q) \approx \frac{(-1)^n q^{-n^2}}{(q_1 ; q_2)_{\infty}} \prod_{n=0}^{\infty} [1 - (4x^2 + 2)q^{2n+1} + q^{4n+2}] \prod_{n=0}^{\infty} [1 - (4x^2 + 2)q^{2n+1} + q^{4n+2}].
\end{equation}

This yields
\begin{align}
B(x) &= - (q ; q^2)_{\infty}^{-2} \prod_{n=0}^{\infty} [1 - (4x^2 + 2)q^{2n+1} + q^{4n+2}] \\
&= - (q ; q^2)_{\infty}^{-2} (q^2 ; q^2)_n (q^2 ; q^2)_n (2x)(q^2 ; q^2)_n h_{2n+1}(x \mid q) \\
&= - (q ; q^2)_{\infty}^{-2} (q^2 ; q^2)_n (q^2 ; q^2)_n (2x)(q^2 ; q^2)_n h_{2n+1}(x \mid q).
\end{align}

Similarly we can use (5.26), (5.27) and (5.28) together with (1.16) to prove that
\begin{equation}
(5.33) \quad v_n(q^{3/2}(4x^2 + 2) ; q^2 ; q^{1/2} + q^{-1/2} , 1 , q^3) = \frac{(-1)^n q^{n(n+1/2)}}{(2x)(q^2 ; q^2)_n} h_{2n+1}(x \mid q).
\end{equation}

Now (5.29) gives
\begin{equation}
(5.34) \quad \sum_{n=0}^{\infty} \frac{h_{2n+1}(x \mid q)}{(q^2 ; q^2)_n} (-t)^n q^{n(n+1/2)} = 2x \prod_{n=0}^{\infty} \frac{1 - (4x^2 + 2)q^{2n+3/2} + t^2q^{4n+3}}{1 - (1 + q)q^{2n-1/2} + t^2q^{4n}}.
\end{equation}
Finally we apply Darboux's method to (5.34) and derive the asymptotic formula

\[(5.35)\quad h_{2n+1}(x \mid q) \approx \left(\frac{-1}{n} q^{-n(n+1)/2x}\right) \prod_{n=0}^{\infty} \[1 - (4x^2 + 2)q^{-2n+2} + q^{4n+4}\].\]

Formula (5.35) is just what we need to combine with (5.18) in order to find \(D(z)\). The answer is

\[(5.36)\quad D(x) = \left(\frac{x}{q; q_0} \prod_{n=0}^{\infty} \[1 - (4x^2 + 2)q^{-2n+2} + q^{4n+4}\]
= \left(\frac{x}{q; q_0}\right) (q^2 e^{2z}, q^2 e^{-2z}; q^2)_\infty.\]

Note that the orthonormal polynomials are \(\{h_n(x \mid q) q^n(n+1)/4\sqrt{(q; q)_n}\}.\) From (5.31) and (5.35) it is now clear that the sum of squares of absolute values of the orthonormal \(h_n\)'s converges for every \(x\) in the complex plane. This confirms the indeterminacy of the moment problem, [47], Corollary 2.7, p. 50. Observe that (5.25) and (5.35) lead to the identity

\[(5.37)\quad (\sqrt{q}; q)_\infty [(iq^{1/4}e^\xi, -iq^{1/4}e^{-\xi}; \sqrt{q})_\infty + (-iq^{1/4}e^\xi, iq^{1/4}e^{-\xi}; \sqrt{q})_\infty]
= 2(qe^{2z}, qe^{-2z}; q^2)_\infty/(q; q^2).\]

Similarly (5.24) and (5.25) imply

\[(5.38)\quad (\sqrt{q}; q)_\infty [(iq^{1/4}e^\xi, -iq^{1/4}e^{-\xi}; \sqrt{q})_\infty - (-iq^{1/4}e^\xi, iq^{1/4}e^{-\xi}; \sqrt{q})_\infty]
= -4i q^{1/4} \sinh \xi (q^2 e^{2z}, q^2 e^{-2z}; q^2)_\infty/(q; q^2)_\infty.\]

The identities (5.37) and (5.38) give explicitly the real and imaginary parts of the function \((iq^{1/4}e^\xi, -iq^{1/4}e^{-\xi}; \sqrt{q})_\infty\) and are instances of quartic transformations. When (5.37) and (5.38) are expressed in terms of theta functions, see (6.20) and (6.21), they give the formulas in Example 1, p. 464 in [52].

Next we determine the large \(n\) asymptotics of \(P_n(x)\). Following the notation in [16], the numerator polynomials \(\{h_n(x \mid q)\}\) satisfies the difference equation in (1.16) and the initial conditions

\[(5.39)\quad h_0(x \mid q) = 0, \quad h_1(x \mid q) = 2.\]

We then have

\[(5.40)\quad P_n(x) = 2^{-n} h_n(x \mid q).\]

In order to find a generating function for \(\{h_n(x \mid q)\}\) we mimic the renormalization (5.19) and let

\[(5.41)\quad h_n(x \mid q) = q^{-n^2/4}(\sqrt{q}; \sqrt{q})_n s_n(x).\]
The \( s^*_n \)'s also satisfy (5.20) but \( s^*_0(x) = 0, s^*_1(x) = 2q^{1/4} / (1 - \sqrt{q}) \). The generating function

\[
G^*(x, t) = \sum_{n=0}^{\infty} s^*_n(x) t^n
\]

transforms the recurrence relation (5.20) to

\[
G^*(x, t) = \frac{1 + 2x q^{1/4} t - t^2 q^{1/2}}{1 + t^2} G^*(x, \sqrt{q} t) + \frac{2q^{1/4} t}{1 + t^2}.
\]

The solution to the above \( q \)-difference equation with \( G^*(x, 0) = 0 \),

\[
\left. \frac{\partial G^*}{\partial t} (x, t) \right|_{t=0} = s^*_1(x)
\]
is

\[
\sum_{n=0}^{\infty} s^*_n(x) t^n = 2q^{1/4} t \sum_{n=0}^{\infty} \frac{(t\alpha, t\beta; \sqrt{q})_n}{(-t^2; q)_{n+1}} q^{n/2}.
\]

Now Darboux's method gives

\[
h^*_n(x | q) \approx -q^{(1-n^2)/4} (\sqrt{q}; \sqrt{q})_\infty \frac{t^{n+1}}{t} \times [\phi_1(-i\alpha \sqrt{q}, -i\beta \sqrt{q}; -\sqrt{q}; \sqrt{q}, \sqrt{q})
\]

\[
+ (-1)^{n+1} \phi_1(i\alpha \sqrt{q}, i\beta \sqrt{q}; -\sqrt{q}; \sqrt{q}, \sqrt{q})].
\]

In order to simplify the right side we need to go back to the recurrence relation in (1.16) and obtain separate generating functions for \( \{h^*_n(x | q)\} \) and \( \{h^*_{2n+1}(x | q)\} \) as we did for the \( h_n \)'s. Then \( h^*_n \)'s will satisfy (5.26). The \( r_n \)'s defined above (5.29) satisfy

\[
(1 - q^{2n+2})r_{n+1}(y) + (1 - q^{2n-1})r_n(y) + (yq^{2n} - (1 + q) / \sqrt{q})r_n(x) = 0.
\]

The polynomial \( \{r^*_n(y)\} \) satisfies the same recurrence relation but \( r^*_0(y) = 0 \), and \( r^*_1(y) \) is the coefficient of \( y \) in \( r_1(y) \). This is the notation of [16]. Thus \( r^*_1(y) = -1 / (1 - q^2) \). It is now easy to see that

\[
r^*_n(y) = \frac{q^{n(n-1)/2} (-1)^n q^{-1/2}}{4x(q^2; q^2)_n} h^*_n(x | q), \quad y := (4x^2 + 2) \sqrt{q}.
\]

Therefore

\[
h^*_n(x | q) = 4x(q^2; q^2)_n q^{1/2} (-1)^n q^{-n(n-1)/2} v^*_n(y; q^2, (1 + q) / \sqrt{q}, 1, q).
\]

Askey and Ismail [16] established the generating function

\[
\sum_{n=0}^{\infty} t^n v^*_n(z; p; a, b, c) = \frac{-t}{1 - at + bt^2} \sum_{n=0}^{\infty} p^n \prod_{j=0}^{n-1} \frac{1 - yt p^j + ct^2 p^{2j}}{1 - at p^{j+1} + bt^2 p^{2j+2}},
\]

from which it follows that

\[
h^*_n(x | q) \approx 4x(-1)^{n+1} q^{-n^2} q^{n(n-1)} (q^2; q^2)_\infty \phi_2(qe^{2x}, qe^{-2x}; q^3, q^2, q^2).
\]
We now come to the asymptotics of $h_{2n+1}^*(x \mid q)$. Set
\[ w_n(q^{3/2}(2 + 4x^2)) = (-1)^n q^{n(n+1)/2} h_{2n+1}^*(x \mid q)/(q^3; q^2)_n. \]
Thus (5.39) and (1.16) show that $w_0$ and $w_1$ are
\[ w_0(y) = 2, \quad w_1(y) = 2[q^{-1/2}(1 + q^2) - y]/(1 - q^3), \]
with
\[ y := q^{3/2}(2 + 4x^2). \]
Furthermore (5.26) implies
\[
(1 - q^{2n+3})w_{n+1}(y) + [q^{2n}y - (1 + q)/\sqrt{q}]w_n(y) + (1 - q^{2n})w_{n-1}(y) = 0, \quad n > 0.
\]
Set
\[ W(y, t) := \sum_{n=0}^\infty w_n(y)t^n. \]
The three term recurrence relation of the $w_n$'s is equivalent to the $q$ difference equation
\[
W(y, t)\{1 - t(1 + q)/\sqrt{q} + t^2\} - \{q - ty + q^2t^2\}W(y, q^2t)
= (1 - q)w_0(y) + (1 - q^3)tw_1(y) + t[y - (1 + q)/\sqrt{q}]w_0(y).
\]
Therefore, with $x = \sinh \xi$, $y$ becomes $2q^{3/2} \cosh 2\xi$ and we have
\[
W(y, t) = \frac{q(1 - t\sqrt{q}e^{2\xi})(1 - t\sqrt{q}e^{-2\xi})}{(1 - t/\sqrt{q})(1 - t/\sqrt{q})} W(y, q^2t) + \frac{2(1 - q)}{(1 - t/\sqrt{q})}.
\]
By iteration we obtain
\[
\sum_{n=0}^\infty w_n(y)t^n = \frac{2(1 - q)}{1 - t/\sqrt{q}} 3\phi_2(te^{2\xi}\sqrt{q}, te^{-2\xi}\sqrt{q}, q^2; tq^{1/2}, tq^{3/2}; q^2, q).
\]
This establishes, via Darboux's method, the limiting relation
\[ w_n(y) \approx 2(1 - q)q^{-n/2} \phi_1(qe^{2\xi}, qe^{-2\xi}; q; q^2, q), \]
which implies
\[ h_{2n+1}^*(x \mid q) \approx 2(q; q^2)_\infty (-1)^n q^{-n(n+1)} \phi_1(qe^{2\xi}, qe^{-2\xi}; q; q^2, q). \]
From (5.17), (5.40), and (5.43) we see that
\[ A_{2n}(x) \approx \frac{4xq(q^2; q^2)_\infty}{(1 - q)(q; q^2)_\infty} \phi_1(qe^{2\xi}, qe^{-2\xi}; q^3; q^2, q^2). \]
Similarly (5.17), (5.40), and (5.44) imply
\[ C_{2n}(x) \approx \frac{(q; q^2)_\infty}{(q^2; q^2)_\infty} \phi_1(qe^{2\xi}, qe^{-2\xi}; q; q^2, q). \]
This evaluates $A(x)$ and $C(x)$ as

$$
\begin{align*}
A(x) &= \frac{4xq(q^2; q^2)_\infty}{(1 - q)(q; q^2)_\infty} 2\phi_1(qe^{2\xi}, qe^{-2\xi}; q^3, q^2, q^2) \\
C(x) &= \frac{(q; q^2)_\infty}{(q^2; q^2)_\infty} 2\phi_1(qe^{2\xi}, qe^{-2\xi}; q; q^2, q).
\end{align*}
$$

(5.45)

Also by combining (5.42) with (5.43) and (5.44) we discover the quartic transformations

$$
2\phi_1(iq^{1/4}e^\xi, -iq^{1/4}e^{-\xi}; -q^{1/2}, q^{1/2}, q^{1/2})
$$

$$
- 2\phi_1(iq^{1/4}e^\xi, -iq^{1/4}e^{-\xi}; -q^{1/2}, q^{1/2}, q^{1/2})
$$

$$
= \frac{4ixq^{3/4}}{(q - 1)(q^{1/2}; q^{1/2})_\infty} (q^2; q^2)_\infty 2\phi_1(qe^{2\xi}, qe^{-2\xi}; q^3, q^2, q^2),
$$

(5.46)

and

$$
2\phi_1(iq^{1/4}e^\xi, -iq^{1/4}e^{-\xi}; -q^{1/2}, q^{1/2}, q^{1/2})
$$

$$
+ 2\phi_1(iq^{1/4}e^\xi, -iq^{1/4}e^{-\xi}; -q^{1/2}, q^{1/2}, q^{1/2})
$$

$$
= \frac{2(q; q^2)_\infty}{(q^{1/2}; q^{1/2})_\infty} 2\phi_1(qe^{2\xi}, qe^{-2\xi}; q; q^2, q).
$$

(5.47)

The above quartic transformations are new. In a private communication Mizan Rahman found direct proofs of (5.46) and (5.47) using the theory of basic hypergeometric functions.

6. Extremal measures

As we mentioned in Section 5 the solutions to the moment problem are

$$
\{\psi(t, \sigma)\},
$$

where $\sigma$ is analytic in $\Im z > 0$ such that $\Im \sigma(z) \leq 0$ if $\Re z > 0$. Furthermore

$$
\frac{A(z) - \sigma(z)C(z)}{B(z) - \sigma(z)D(z)} = \int_{-\infty}^{\infty} d\psi(t; \sigma),
$$

(6.1)

where $A(x), B(x), C(x), D(x)$ are as in (5.32), (5.36), and (5.45), see also (6.11). An alternate representation of $C(x)$ is given in (6.10).

The cases $\sigma = 0$ and $\sigma = -\infty$ of (6.1) are of special interest. They are

$$
\frac{-4xq(q^2; q)_\infty}{(qe^{2\xi}, qe^{-2\xi}; q^2)_\infty} 2\phi_1(qe^{2\xi}, qe^{-2\xi}; q^3, q^2, q^2)
$$

$$
= \int_{-\infty}^{\infty} \frac{d\mu(t)}{x - t}, \quad x = \sinh \xi, \quad x \neq 0,
$$

(6.2)

and

$$
\frac{(q; q^2)_\infty^2}{x(q^2e^{2\xi}, q^2e^{-2\xi}; q^2)_\infty} 2\phi_1(qe^{2\xi}, qe^{-2\xi}; q; q^2q)
$$

$$
= \int_{-\infty}^{\infty} \frac{d\nu(t)}{x - t}, \quad x = \sinh \xi, \quad x \neq 0,
$$

(6.3)
where

\[ \mu(x) = \psi(x, 0), \quad \nu(x) = \psi(x, \infty). \]

Recall the Perron-Stieltjes inversion formula [47], [49]

\[ F(z) := \int_{-\infty}^{\infty} \frac{d\psi(t)}{z-t}, \quad \Im z \neq 0, \]

if and only if

\[ 2\pi i [\psi(v) - \psi(u)] = \lim_{\varepsilon \to 0^+} \int_{\mu}^{v} [F(t - i\varepsilon) - F(t + i\varepsilon)] \, dt, \]

and \( \psi \) is normalized by

\[ \psi(u) = \frac{1}{2} [\psi(u^+) + \psi(u^-)]. \]

Since the right sides of (6.2) and (6.3) are meromorphic functions of \( x \), then both \( d\mu \) and \( d\nu \) are discrete measures. In this case the inversion formula (6.5) shows that the measures involved are supported on the poles of the respective right-hand sides and the masses equal the corresponding residues. Thus the support of \( d\mu \) consists of all \( x \)'s at which \( e^{\pm 2\xi} = q^{2n+1} \), that is \( \text{supp } d\mu = \{ \pm x_n, \ n = 0, 1, \ldots \} \) where

\[ x_n = \frac{1}{2} (q^{-n-1/2} - q^{n+1/2}), \quad n = 0, 1, 2, \ldots . \]

The residue of the left-hand side of (6.2) at \( x = x_n \) is

\[ -2(q^{-n-1/2} - q^{n+1/2})q(q^2; q)_\infty 2\phi_1(q^{-2n}; q^{2n+2}; q^3; q^2, q^2) \lim_{x \to x_n} \frac{x - x_n}{1 - q^{2n+1}e^{2\xi}}. \]

The \( 2\phi_1 \) can be summed by the \( q \) analog of the Chu-Vandermonde sum (2.31), [25], (II.6). This shows that the aforementioned residue is

\[ \frac{(q^{-n-1/2} - q^{n+1/2})q(q^3; q^2)_\infty (q^{-n-1/2} + q^{n+1/2})}{2(q^{2n+2}; q^2)_\infty (q^{-2n}; q^2)_n (q^3; q^2)_\infty} q^{2n(n+1)}(q^{1-2n}; q^2)_n \]

which can be simplified to

\[ \frac{1}{2} (q; q^2)_\infty (1 + q^{2n+1})q^{2n^2+n} / (q^2; q^2)_\infty. \]

Similarly we calculate the residue at \( -x_n \). Therefore

\[ \int_{-\infty}^{\infty} h_n(x \mid q) h_n(x \mid q) \, d\mu(x) = q^{-n(n+1)/2} (q)_n \delta_{m,n}, \]

where \( d\mu \) is supported at \( \pm x_n; \ n = 0, 1, \ldots , x_n \) is as in (6.6) and

\[ \mu(\pm x_n + 0^+) - \mu(\pm x_n - 0^+) = \frac{(q; q^2)_\infty}{2(q^2; q^2)_\infty} (1 + q^{2n+1})q^{2n^2+n}, \quad n = 0, 1, \ldots . \]

The inversion of (6.3) is somewhat similar. The residue at \( x = 0 \) follows from the \( q \) binomial theorem (2.28). The calculation of the remaining residues will
be simplified if we use the following iterate of the Heine transformation, (III.3) in [25],

\[(6.9) \quad \phi_1(a, b; c; q, z) = \frac{(abz/c; q)_{\infty}}{(z; q)_{\infty}} \phi_1(c/a, c/b; c; q, abz/c)\]

to transform the \(\phi_1\) in \(C(x)\). This gives

\[(6.10) \quad C(x) = \phi_1(e^{-2z}, e^{2z}; q; q^2, q^2).\]

Now (6.3) takes the simplified form

\[(6.11) \quad \frac{(q; q)_{\infty}}{x(q^2 e^{2z}, q^2 e^{-2z}; q^2)_{\infty}} \phi_1(e^{-2z}, e^{2z}; q; q^2, q^2) = \int_{-\infty}^{\infty} \frac{d\nu(t)}{x - t}.\]

The calculation of the residues of the left-hand side in (6.11) is now straightforward and will be omitted. The result is: \(d\nu\) is a purely discrete measure supported at \(0, \pm y_n, n = 0, 1, \ldots,\)

\[(6.12) \quad y_n = \frac{1}{2}(q^{-n-1} - q^{n+1}), \quad n = 0, 1, 2, \ldots.\]

The masses are given by

\[(6.13) \quad \nu(0^+) - \nu(0^-) = (q; q^2)_{\infty}/(q^2; q^2)_{\infty},\]

\[(6.14) \quad \nu(\pm y_n + 0^+) - \nu(\pm y_n - 0^+) = \frac{(q; q^2)_{\infty}}{2(q^2; q^2)_{\infty}}(1 + q^{2n+2})q^{2n^2 + 3n + 1},\]

\(n = 0, 1, 2, \ldots.\)

It is of interest to verify directly that \(d\mu\) and \(d\nu\) are probability measures. It is also interesting to see what (6.2) and (6.3) are really saying. The total mass of \(d\mu\) is

\[(6.15) \quad \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \sum_{n=0}^{\infty} (1 + q^{2n+1})q^{2n^2 + n},\]

that is

\[(6.16) \quad \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \left[ \sum_{n=0}^{\infty} q^{2n^2 + n} + \sum_{n=1}^{\infty} q^{2n - 1})\right] = \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \sum_{n=-\infty}^{\infty} q^{2n^2 + n}.

This can be summed from the Jacobi triple product identity, (II.28) in [25], namely

\[(6.17) \quad \sum_{-\infty}^{\infty} q^{k^2} z^k = (q^2, -qz, -q/z; q^2)_{\infty}.\]

Thus the total \(\mu\) mass is

\[(6.18) \quad \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} (q^4, -q^2, -q; q^4) = \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} (q^4; q^4)_{\infty} (-q; q^2)_{\infty} = 1.\]
The total $\nu$ mass is
\[
\frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \left[ 1 + \sum_{n=0}^{\infty} (1 + q^{2n+2}) q^{2n^2+3n+1} \right]
\]
\[
= \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \left[ 1 + \sum_{n=1}^{\infty} (1 + q^{2n}) q^{n(2n-1)} \right]
\]
\[
= \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \sum_{n=0}^{\infty} q^{2n^2-n} = \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \sum_{n=0}^{\infty} q^{2n^2+n} = 1,
\]
as before. This verifies that both $d\mu$ and $d\nu$ are probability measures.

It is known from the theory of moment problem that the entire functions $A$, $B$, $C$, $D$ satisfy the Wronskian identity
\[
A(x)D(x) - B(x)C(x) = 1.
\]
In the present case this identity is equivalent to
\[
\frac{4x^2 q(q^2e^{2\xi}, q^2e^{-2\xi}; q^2)_{\infty}}{(1-q)(q; q^2)_{\infty}} 2\phi_1(qe^{2\xi}, qe^{-2\xi}; q^3, q^2, q^2)
\]
\[
+ \frac{(qe^{2\xi}, qe^{-2\xi}; q^2)_{\infty}}{(q, q; q^2)_{\infty}} 2\phi_1(e^{2\xi}, e^{-2\xi}; q^2, q^2) = 1.
\]
This follows from the nonterminating form of the $q$-Chu-Vandermonde sum, formula (II.23) in [25],
\[(6.15)\]
\[
2\phi_1(a, b; c; q, q) + \frac{(q/c, a, b; q)_{\infty}}{(c/q, aq/c, bq/c; q)_{\infty}} 2\phi_1(aq/c, bq/c; q^2/c; q, q)
\]
\[
= \frac{(q/c, abq/c; q)_{\infty}}{(aq/c, bq/c; q)_{\infty}}.
\]

We now discuss qualitative properties of the extremal measures, so we consider $\sigma \in [-\infty, \infty]$. It is clear from (5.4) that in general, the extremal measures are discrete and are supported at the zeros of $B(x) - \sigma D(x)$. These zeros are all real and simple. It is interesting to note that the $h_n$'s are symmetric, that is $h_n(-x) = (-1)^n h_n(x)$, but the masses of the extremal measures are symmetric about the origin only when $\sigma = 0, \pm \infty$. This is so because the Stieltjes transform $\int_{-\infty}^{\infty} \frac{d\psi(t)}{x-t}$ of a normalized symmetric measure ($d\psi(-t) = d\psi(t)$) is always an odd function of $x$ but it is clear that $A(x)$ and $D(x)$ are odd functions but $B(x)$ and $C(x)$ are even functions.

Let $\{x_n(\sigma)\}_{n=0}^{\infty}$ be the zeros of $B(x) - \sigma D(x)$ arranged in increasing order
\[(6.16)\]
\[
\cdots < x_{-n}(\sigma) < x_{-n+1}(\sigma) < \cdots < x_n(\sigma) < x_{n+1}(\sigma) < \cdots.
\]
The zeros of $D(x)$ are $\{x_n(-\infty)\}_{n=0}^{\infty}$ and are labeled as
\[
\cdots < x_{-2}(-\infty) < x_{-1}(-\infty) < x_0(-\infty) = 0 < x_1(-\infty) < \cdots.
\]
In general it is known that $x_n(\sigma)$ is a real analytic strictly increasing function of $\sigma$ and increases from $x_n(-\infty)$ to $x_{n+1}(-\infty)$ as $\sigma$ increases from $-\infty$ to $+\infty$. Furthermore the sequences $\{x_n(\sigma_1)\}$ and $\{x_n(\sigma_2)\}$ interlace when
\( \sigma_1 \neq \sigma_2 \). This is part of Theorem 2.13, page 60 in [47]. A proof is in [49], see Theorem 10.41, pp 584-589. In the case we are interested in (6.12) and (6.6) give

\[
(6.17) \quad x_n(-\infty) = \frac{1}{2}(q^{-n} - q^n), \quad x_n(\infty) = x_{n+1}(-\infty),
\]
\[
x_n(0) = \frac{1}{2}(q^{-n-1/2} - q^{n+1/2}), \quad n \geq 0,
\]
\[
(6.18) \quad x_{-n}(0) = x_{n-1}(0), \quad n > 0.
\]

We know that \( B(z)/D(z) \) is a meromorphic function with only real zeros and poles. We shall prove later that \( B(z)/D(z) \) is increasing on any open interval whose end points are consecutive poles of \( B(z)/D(z) \). For \( \sigma \in (-\infty, \infty) \) define \( \eta = \eta(\sigma) \) as the unique solution of

\[
(6.19) \quad \sigma = B(\sinh \eta)/D(\sinh \eta), \quad 0 = x_0(-\infty) < \sinh \eta < x_1(-\infty).
\]

We define \( \eta(\pm \infty) \) by

\[
\eta(-\infty) = 0, \quad \eta(\infty) = x_1(-\infty) = x_0(\infty) = (q^{-1} - q)/2.
\]

The next step is to invert (6.1) and find \( \psi(t, \sigma) \) explicitly. The approach followed here uses product formulas for theta functions. An alternate derivation will be given in Section 9. We follow the notation in Whittaker and Watson [52], Section 21. Recall that the four theta functions have the infinite product representations [52], Section §21.3,

\[
(6.20) \quad \vartheta_1(z) = 2q^{1/4} \sin z(q^2, q^2e^{2iz}, q^2e^{-2iz}; q^2)_{\infty},
\]
\[
\vartheta_3(z) = (q^2, -qe^{2iz}, -qe^{-2iz}; q^2)_{\infty},
\]
\[
(6.21) \quad \vartheta_2(z) = 2q^{1/4} \cos z(q^2, -q^2e^{2iz}, -q^2e^{-2iz}; q^2)_{\infty},
\]
\[
\vartheta_4(z) = (q^2, qe^{2iz}, qe^{-2iz}; q^2)_{\infty}.
\]

It is clear that \( B(\sinh \xi) \) and \( D(\sinh \xi) \) are theta functions. Indeed

\[
(6.22) \quad D(\sinh \xi) = \vartheta_1(i\xi)/[2iq^{1/4}(q; q)_{\infty}(q^2; q^2)_{\infty}],
\]
\[
(6.23) \quad B(\sinh \xi) = -\vartheta_4(i\xi)/[(q; q)_{\infty}(q; q^2)_{\infty}].
\]

With the choice of \( \sigma \) made in (6.19) the Stieltjes transform of \( d\psi(t, \sigma) \) becomes

\[
(6.24) \quad A(\sinh \xi) - \sigma C(\sinh \xi) = A(\sinh \xi)D(\sinh \eta) - B(\sinh \eta)C(\sinh \xi),
\]
\[
B(\sinh \xi) - \sigma D(\sinh \xi) = B(\sinh \xi)D(\sinh \eta) - B(\sinh \eta)D(\sinh \xi).
\]
Theorem 6.1. The cross product $B(\sinh \xi)D(\sinh \eta) - B(\sinh \eta)D(\sinh \xi)$ has the infinite product representation

\begin{equation}
B(\sinh \xi)D(\sinh \eta) - B(\sinh \eta)D(\sinh \xi) = \frac{-1}{2a(q; q)\infty} \prod_{n=0}^{\infty} (1 - 2aq^n \sinh \xi - a^2q^{2n})(1 + 2a^{-1}q^{n+1} \sinh \xi - q^{2n+2}a^{-2}),
\end{equation}

where $\eta$ and $\sigma$ are related by (6.19) and

\begin{equation}
a = e^{-\eta}.
\end{equation}

Proof. The relationships (6.22) and (6.23) show that the above cross product is

\begin{equation}
\prod_{\mathbf{y} < \mathbf{z}} \frac{1}{\prod_{\mathbf{y} < \mathbf{z}} \prod_{\mathbf{z} < \mathbf{y}} \prod_{\mathbf{y} > \mathbf{z}} \prod_{\mathbf{y} > \mathbf{z}}}
\end{equation}

The product formula, [52], p. 488 enables us to reduce the left-hand side in (6.25) to

\begin{equation}
\prod_{\mathbf{y} < \mathbf{z}} \frac{1}{\prod_{\mathbf{y} < \mathbf{z}} \prod_{\mathbf{z} < \mathbf{y}} \prod_{\mathbf{y} > \mathbf{z}} \prod_{\mathbf{y} > \mathbf{z}}}
\end{equation}

The infinite product representations (6.20) and (6.21) simplify the latter expression to

\begin{equation}
2 \sinh((\xi - \eta)/2) \cosh((\xi + \eta)/2)(-qe^{\xi+i\eta}, -qe^{-\xi-i\eta}, qe^{\eta-i\xi}, qe^{\eta-i\xi}; q)_{\infty}/(q; q)_{\infty}
\end{equation}

which simplifies further and we obtain (6.25).

Therefore the zeros of the left side of (6.25) are

\begin{equation}
x_n(\sigma) = \frac{1}{2}(q^{-n}a^{-1} - aq^n), \quad n = 0, \pm 1, \ldots,
\end{equation}

From, (6.19) it is clear that $0 < \eta < -\ln q$, hence

\begin{equation}
q < a < 1.
\end{equation}

In fact there is no loss of generality in assuming $q \leq a < 1$ in (6.27) since the set of zeros is invariant under replacing $a$ by $aq^j$, for any integer $j$. An extremal measure $d\psi(x, \sigma)$ will be supported at $\{x_n(\sigma) | -\infty < n < \infty\}$. To find the mass at $x_n(\sigma)$ we either compute the residue of either side of (6.24) or apply Theorem 2.13, page 60 in [47]. The aforementioned theorem asserts that the mass concentrated at $x_n(\sigma)$ is $1/\sum_{k=0}^{\infty} p_k^2(x_n(\sigma))$, where $\{p_k(x)\}$ are the orthonormal polynomials. Set

\begin{equation}
m_n = \text{mass concentrated at } x_n(\sigma).
\end{equation}

In our case, the orthonormal polynomials are $\{q^{n(n+1)/4}h_n(x \mid q)/\sqrt{(q; q)_n}\}$. Thus

\begin{equation}
m_n = 1/\sum_{k=0}^{\infty} q^{k(k+1)/2}h_k^2(x_n(\sigma))/(q; q)_k.
\end{equation}
The series on the right-hand side is a special case of the Poisson kernel (2.8). Therefore
\[ m_n = 1/(-q^{1-2n}a^{-2}, -a^2q^{2n+1}, q; q)_\infty. \]

After routine manipulations we obtain
\[
\begin{cases}
    m_n = a^{4n}q^n(2n-1)(1 + a^2q^{2n})/(-a^2, -q/a^2, q; q)_\infty, & n \geq 0, \\
    m_{-n} = a^{-4n+2}q^n(2n-1)(1 + q^{2n}/a^2)/(-a^2, -q/a^2, q; q)_\infty, & n \geq 0.
\end{cases}
\]

Both cases can be consolidated in single form, namely
\begin{equation}
(6.30)
    m_n = a^{4n}q^n(2n-1)(1 + a^2q^{2n})/(-a^2, -q/a^2, q; q)_\infty, \quad n = 0, \pm 1, \pm 2, \ldots.
\end{equation}

This establishes the orthogonality relation
\begin{equation}
(6.31)
    \sum_{n=-\infty}^{\infty} m_n h_r(x_n(\sigma) \mid q) h_s(x_n(\sigma) \mid q) = q^{-r(r+1)/2}\delta_{r,s}/(q; q)_r,
\end{equation}

the masses \( m_n \) are given by (6.30), the mass points \( \{x_n(\sigma)\} \) are as in (6.27).

Recall that the measures are normalized to have a total mass equal to unity. Therefore
\[
\begin{align*}
(-qa^2, -qa^{-2}, q; q)_\infty \\
&= \sum_{n=0}^{\infty} a^{4n}q^n(2n-1)(1 + a^2q^{2n})/1 + a^2 + \sum_{n=1}^{\infty} a^{-4n}q^n(2n-1)(a^2 + q^{2n})/1 + a^2 \\
&= \frac{1}{1 + a^2} \left[ \sum_{n=0}^{\infty} a^{4n}q^n(2n-1) + \sum_{n=1}^{\infty} a^{4n+2}q^n(2n+1) \\
&\quad + \sum_{n=1}^{\infty} a^{4n+2}q^n(2n+1) + \sum_{n=-1}^{\infty} a^{4n}q^n(2n-1) \right] \\
&= \frac{1}{1 + a^2} \left[ \sum_{n=-\infty}^{\infty} a^{4n}q^n(2n-1) + \sum_{n=-\infty}^{\infty} a^{4n+2}q^n(2n+1) \right].
\end{align*}
\]

Observe that the first and second sums above are the even and odd parts of \( \sum_{n=-\infty}^{\infty} (a^2/\sqrt{q})^n q^{n^2/2} \), respectively. Therefore \( \int_{-\infty}^{\infty} d\psi(x, \sigma) = 1 \) is equivalent to the summation theorem
\begin{equation}
(6.32)
    \sum_{n=-\infty}^{\infty} z^n p^n = (p^2, -pz, -p/z; p^2)_\infty.
\end{equation}

Clearly (6.32) is the Jacobi triple product identity (6.14). It is important to note that we have not used (6.32) in any computations leading to (6.32) and as such we obtain the Jacobi triple product identity as a by-product of our analysis.
We now give an alternate derivation of the masses in (6.30). This alternate
calculation will be used in Section 7 to analyze other spectral measures for the
$h_n$’s. From (5.32), (5.36), (5.45), and (6.10) we get

\[ A(\sinh \xi) D(\sinh \eta) - B(\sinh \eta) C(\sinh \xi) \]
\[ = \frac{4q \sinh \xi \sinh \eta (q^2; q^2)_{\infty} (q^2 e^{2\eta}, q^2 e^{-2\eta}; q^2)_{\infty}}{(1 - q)(q^2; q^2)_{\infty}} \]
\[ \times 2 \phi_1 (qe^{2\xi}, q e^{-2\xi}; q^3, q^2, q^2) \]
\[ + (qe^{2\eta}, q e^{-2\eta}; q^2)_{\infty} (q; q^2)_{\infty}^2 2 \phi_1 (e^{2\xi}, e^{-2\xi}; q, q^2, q^2). \]

When $x = x_n(\sigma)$, $\sigma$ becomes $\sigma_n$ where $e^{\xi_n} = q^{-n}/a$, with $a$ as in (6.26).

**Theorem 6.2.** When $e^{\xi_n} = q^{-n}/a$ then

\[ A(\sinh \xi) D(\sinh \eta) - B(\sinh \eta) C(\sinh \xi) = (-1)^n a^2 n^2 q^r. \]

**Proof.** Apply (6.33) to see that the left-hand side of (6.34) is

\[ \frac{(a^2 q^r - q^{-n}) (a^2 q^r, a^{-r}; q^2)_{\infty}}{(1 - q)(q^2; q^2)_{\infty}} 2 \phi_1 (q^{1-2n}/a^2, q^{1+2n} a^2, q^3; q^2, q^2) \]
\[ + \frac{(qa^2, q/a^2; q^2)_{\infty}}{(q; q^2)_{\infty}^2} 2 \phi_1 (q^{-2n}/a^2, q^{2n} a^2, q; q^2, q^2), \]

which reduces to

\[ \frac{q(a^2 q^r - q^{-n}) (a^2 q^r, a^{-r}; q^2)_{\infty}}{(1 - q)(q^2; q^2)_{\infty}} 2 \phi_1 (q^{1-2n}/a^2, q^{1+2n} a^2, q^3; q^2, q^2) \]
\[ + \frac{(qa^2, q/a^2; q^2)_{\infty}}{(a^2 q^{2n+1}, q^{1-2n}/a^2; q^2)_{\infty}} \]
\[ - \frac{(qa^2, q/a^2, q, q^{2n}/a^2, a^2 q^{2n}; q^2)_{\infty}}{(q, q, 1/q, q^{1-2n}/a^2, a^2 q^{2n+1}; q^2)_{\infty}} \]
\[ \times 2 \phi_1 (q^{1-2n}/a^2, q^{1+2n} a^2, q^3; q^2, q^2), \]

upon the application of the nonterminating $q$ analog of the Chu-Vandermonde
sum (6.15). After straightforward simplification we see that the $2 \phi_1$’s cancel
and we obtain (6.34).

The extremal measures arise when $\sigma(z)$ is a real constant. Since $\overline{\sigma(z)} = \sigma(\overline{z})$, we cannot take $\sigma(z)$ to be identically equal to a nonreal constant. This
suggests that the next step is to consider

\[ \sigma(z) = \alpha e^{-i\beta}, \exists z > 0, \quad \sigma(z) = \alpha e^{i\beta}, \exists z < 0, \quad \text{for } \alpha > 0, \quad 0 \leq \beta \leq \pi. \]

The extremal measures correspond to the cases $\beta = 0, \pi$. The spectral
measures associated with the function $\sigma$ of (6.35) will be found explicitly in the
next section.
7. Applications

An orthogonality relation of a sequence of orthogonal polynomials or functions is usually equivalent to the explicit evaluation of a series or a definite integral. There is a hierarchy of orthogonal polynomials indicated in Askey’s Tableau [34], and most books on special functions include a similar list of summation formulas and explicit evaluations of integrals. The intertwining of orthogonality relations and explicit sums and integrals is well illustrated in the excellent book [25]. The discovery of a new orthogonality relation may lead to new summation theorems [25], Section 7, or shed new light on known identities. The analysis we used in Section 6 led naturally to the Jacobi triple product identity, being $\int_{-\infty}^{\infty} d\psi(t, \sigma) = 1$. In retrospect, this may not be very surprising because the orthogonality of \{\orthogonality\} follows from the Jacobi triple product identity, as was realized in [3] and [7]. This indicates that the $q$-Hermite polynomials for $0 < q < 1$, or $q > 1$ exist at the level of the Jacobi triple product identity. A $q$ analog of the Askey Tableau is in preparation. It has the $q$-Hermite polynomials at the bottom of the chart with the $q$-Racah and Askey-Wilson polynomials at the top. Ismail and Stanton [29] realized the power of Rogers’s linearization formula (1.13) by combining (1.13) with the orthogonality of \{\orthogonality\} to evaluate the Askey-Wilson integral which is the key step in establishing the orthogonality of the Askey-Wilson polynomials. Thus the linearization formula of Rogers (1.13) provides a magic lift from the bottom level of a $q$-Askey’s tableau to its top level.

Convinced of the power of (1.13), we embarked upon the task of identifying the summation theorems behind the evaluation of the integral (1.18) and (6.1). We already saw in Section 3 that the evaluation of $I(t_1, t_2, t_3, t_4)$ for general extremal measures is equivalent to Bailey’s sum of a very well-poised $\psi_6$, stated in (3.17). The full $\psi_6$ sum is an interesting sum near the top of the list of explicit sums.

In Section 5 of [10], Richard Askey pointed out that Rogers [45, page 30], actually found the sum of a very well-poised $\psi_5$. This is the special case $b = a$ of Bailey’s $\psi_6$ sum. Askey and Ismail [13] used the identity theorem for analytic functions to prove Bailey’s $\psi_6$ from the $\psi_5$ summation theorem. Thus, the solution of the Hamburger moment problem associated with \{\orthogonality\} is very rich, and when we combined the classical theory of indeterminate Hamburger moment problems with the linearization formula of Rogers we were led to the $\psi_6$ in a natural and straightforward way.

Next we consider (6.1) with $\sigma$ in the extended real number system. The use of (6.24), (6.25), (6.10), and (5.45) imply

$$
\frac{2q \sinh \xi}{a(1 - q)}(a^2, q^2/a^2; q^2)_\infty \phi_1(qe^{2\xi}, qe^{-2\xi}; q^2; q^2, q^2) + (qa^2, q/a^2; q^2)_\infty \phi_1(e^{2\xi}, e^{-2\xi}; q; q^2, q^2)
$$

$$
= - \frac{(1 - ae^\xi)(1 + ae^{-\xi})(ae^{\xi}, -ae^{-\xi}, -ae^{\xi}/a, qe^{-\xi}/a; q^2)_\infty}{2a(1 + a^2)(-qa^2, -q/a^2, q; q)_\infty}
$$

$$
\times \sum_{n=0}^{\infty} a^{4n} q^{2n^2 - n}(1 + a^2 q^{2n})
$$

$$
x + (aq^n - q^{-n}/a)/2.
$$
After some manipulations we obtain the quadratic transformation formula

\[
\binom{q^{\ell_2} - e^{-\xi}}{a(1 - q)} \binom{a^2, q^2/a^2; q^2}{a^2, q^2}_\infty 2 \phi_1(qe^{2\xi}, qe^{-2\xi}; q^3; q^2, q^2) \\
+ \binom{qa^2, q/a^2; q^2}{a^2, q^2}_\infty 2 \phi_1(e^{2\xi}, e^{-2\xi}; q; q^2, q^2) \\
= \binom{aqe^\xi, -aqe^{-\xi}, -qe^{-\xi}/a, qe^{-\xi}/a; q^2}{-qa^2, -q/a^2, q; q}_\infty \\
\times \sum_{-\infty}^{\infty} \binom{iaq, -iaq, a^2, -a^2}{-ia, ia, -qa/ae^{-\xi}, qa/ae^\xi; q}_n \frac{a^n q^{2n^2}}{q^4 - 2n^2}.
\]

(7.1)

So far we have only discussed the extremal measures and they all are purely discrete. We now discuss other measures which are not extremal. Askey [12] found an absolutely continuous measure with respect to which the \(h_n\)'s are orthogonal. He proved

\[
\int_{-\infty}^{\infty} \frac{h_m(\sinh \xi | q) h_n(\sinh \xi | q)}{(-\ln q)(q, -qe^{2\xi}, -qe^{-2\xi})^\infty} d\xi = (q; q)_n q^{-n(n+1)/2} \delta_{m,n}.
\]

(7.2)

With \(d\psi(x) = [(-\ln q)(q, -qe^{2\xi}, -qe^{-2\xi})^\infty]^{-1} d\xi\) in (1.18) we immediately get

\[
\int_{-\infty}^{\infty} \frac{\Pi_{j=1}^{4} (-t_j e^{\xi}, t_j e^{-\xi})^\infty d\xi}{(-\ln q)(q, -qe^{2\xi}, -qe^{-2\xi})^\infty} = \left[ \prod_{1 \leq j < k \leq 4} (-t_j / t_k) \right] / (t_1 t_2 t_3 t_4 q^{-3})^\infty.
\]

(7.3)

Askey gave a proof of (7.3) in [10]. Although the Stieltjes transform of Askey's measures must have the form (6.1) we do not know the corresponding function \(\sigma\) explicitly. It is interesting that (7.3) follows from (7.2) for free from our evaluation (3.8). It is worth noting that Askey's measure is a discrete analogue of the extremal measures. To see this use (2.8) and the fact

\[
m_n = 1/\sum_{k=0}^{\infty} q^{k(k+1)/2} h_k^2(x_n(\sigma))/(q; q)_k
\]

to see that \(m_n\) is a constant multiple of \(1/(-qe^{2\xi}, -qe^{-2\xi})^\infty\), where \(x_n(\sigma) = \sinh \xi_n\). We also note that one can prove formula (7.3) directly by making a change of variable \(v = e^{-\xi}\), write the resulting integral as \(\sum_{-\infty}^{\infty} \int_{q^{j+1}}^q d\xi\), replace \(v\) by \(w q^j\), interchange integration (which is now on \([q, 1]\)) and summation, then evaluate the sum using the \(\psi_6^6\) sum (3.17) [27]. It is not surprising that the \(\psi_6^6\) sum is what is behind (7.3), since after all, the evaluation of the \(\psi_6^6\) sum is equivalent to (3.8) when \(d\psi\) in (1.18) is any extremal measure.

In Section 6 we found it useful to parameterize the extremal measures using a parameter \(\eta\), instead of the parameter \(\sigma\), where \(\sigma = B(\sinh \eta)/D(\sinh \eta)\). We will utilize this idea and obtain one additional measure for the \(q^{-1}\) Hermite polynomials.

**Theorem 7.1.** Let

\[
f(z) := -(q; q^2)_\infty B(z)/(q^2; q^2)_\infty D(z)
\]

\[
= z^{-1} (qe^{-\xi}, qe^{-\xi}; q^2)_\infty/(q^2; q^2)_\infty ,
\]

\(z = \sinh \xi\).
Then the function \( f(z) \) is a meromorphic function that maps the open upper half plane to the open lower half plane. Furthermore \( f(\sqrt{z}) \) is analytic in the open upper half plane and maps it to the open lower half plane.

Proof. It is clear from (5.32) and (5.36) that \( f(z) \) is meromorphic and its only essential singularity is at \( z = \infty \). We derive a Mittag-Leffler expansion by integrating \( f(z)/(z-x) \) over a suitable contour, [52], Section 7.4. Littlewood's asymptotic formulas, [35] show that the boundedness conditions sufficient for the application of this method are satisfied. The poles of \( f \) are at the points \( x_n = (q^{-n} - q^n)/2, \ n = 0, \pm 1, \ldots \), so the corresponding values of \( e^{ix} \) are \( q^{\pm n} \). Since \( f \) is an odd function the residues at \( \pm (q^{-n} - q^n)/2 \) are equal. The residue at \( x_n = (q^{-n} - q^n)/2 \) is

\[
\frac{(q^n + q^{-n})(q^{1-2n}, q^{1+2n}; q^2)_{\infty}/(q^{-n} - q^n)}{2(q^2-2n; q^2)_{n-1}(q^2, q^{2n+2}; q^2)_{\infty}}
= \frac{(q^{1-2n}, q^2)_n(q; q^{1+2n}; q^2)_{\infty} q^{-n}(q^{-n} + q^n) + 1}{2(q^2, q^{2n+2}; q^2)_{\infty}}
= \frac{(q; q^2)_{\infty} q^{-n} + q^n}{2(q^2; q^2)_{\infty}}.
\]

The residue at \( x = 0 \) is the case \( n = 0 \). Therefore we have the Mittag-Leffler expansion

\[
f(z) = \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \left\{ \frac{1}{z} + \sum_{n=1}^{\infty} \frac{q^n + q^{-n}}{2} \left[ 1 + \frac{1}{z - (q^{-n} - q^n)/2} + \frac{1}{z + (q^{-n} - q^n)/2} \right] \right\}.
\]

Now (7.5) implies \( \Im f(z) \) is a positive multiple of \( \Im z \) when \( z \) is the open upper (lower) half planes. This completes the proof.

Note that (7.5) simplifies to

\[
f(z) = \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \left[ \frac{1}{z} + \sum_{n=1}^{\infty} \frac{(q^n + q^{-n})z}{z^2 - (q^{-n} - q^n)^2/4} \right].
\]

Another Proof of Theorem 7.1. We prove (7.6) directly by writing the right-hand side as

\[
z(q; q^2)_{\infty} \sum_{-\infty}^{\infty} \frac{(q^n + q^{-n})/2}{z^2 - (q^{-n} - q^n)^2/4} = -2z(q; q^2)_{\infty} \sum_{-\infty}^{\infty} \frac{q^n(1 + q^{2n})}{(q^2; q^2)_{\infty}} 1 - 2(2z^2 + 1)q^{2n} + q^{4n} = -4z(q; q^2)_{\infty} (1 - e^{2\xi})(1 - e^{-2\xi}) 6\psi_6 \left( \begin{array}{c} iq, -iq, e^{\xi}, e^{-\xi}, e^{\xi}, e^{-\xi} \\ i, -i, -qe^{-\xi}, qe^{\xi}, -qe^{\xi}, qe^{-\xi} \end{array} \right) q, q.
\]

Using the \( 6\psi_6 \) sum (3.17) and the fact \( (-q; q)_{\infty}(q; q^2)_{\infty} = 1 \) we simplify the last expression to become \( f(z) \) and the proof of (7.6) is complete.

Theorem 7.2. Let \( g(z) \) be an analytic function in the open upper half plane and maps that region into itself. Then, for any indeterminate moment problem, the
functions

(7.7) \( h(z) := -B(g(z))/D(g(z)), \quad w(z) := -C(g(z))/A(g(z)) \)

are analytic in \( \Re z > 0 \) and map it into the closed lower half plane.

Proof. Let \( \psi(t; 0) \) and \( \psi(t; -\infty) \) be the extremal measures corresponding to \( \sigma = 0 \) and \( \sigma = -\infty \); respectively. Clearly \( \frac{1}{2} [\psi(t; 0) + \psi(t; -\infty)] \) is a solution of the same moment problem so its Stieltjes transform must be \([A(z) - \sigma(z) C(z)]/[B(z) - \sigma(z) D(z)]\), for a suitable function \( \sigma(z) \). Thus

\[
\frac{A(z) - \sigma(z) C(z)}{B(z) - \sigma(z) D(z)} = \frac{1}{2} \int_{-\infty}^{\infty} \frac{d\psi(t; 0)}{z - t} + \frac{1}{2} \int_{-\infty}^{\infty} \frac{d\psi(t; -\infty)}{z - t}
\]

This gives \( \sigma(z) = -B(z)/D(z), \) and this \( \sigma \) must satisfy \( \Re \sigma(z) \leq 0 \) if \( 0 \leq \Re z, \) see [47], Theorem 2.12, page 57. This proves the first part of our assertion. To prove the second part, first observe that the computation of \( B(z) \) and \( D(z) \) dealt with solutions to (5.1) satisfying the initial conditions (5.2). It is easy to see that the moment problem associated with

\[
w_{n+1}(z) = (z - \alpha_{n+2}) w_n(z) - \beta_{n+1} w_{n-1}(z)
\]

is indeterminate if the moment problem associated with (5.1) is indeterminate. Furthermore the functions \( B(z) \) and \( D(z) \) for the moment problem associated with \( \{w_n(z)\} \) are \( C(z) \) and \( A(z) \), respectively, of the moment problem arising from (5.1). This follows from (5.5)–(5.8). Thus the second part of the theorem follows from the first part.

It is clear that Theorem 7.2 can be useful in constructing explicit measures for indeterminate moment problems from the knowledge of \( A(z), B(z), C(z), D(z) \). The next Theorem will be useful in finding the absolutely continuous component of \( d\psi \), for a general indeterminate moment problem, from the Stieltjes transform of \( d\psi \) as given in (6.1).

Theorem 7.3. Let \( \sigma \) in (6.1) be analytic in \( \Re z > 0 \) and map it into \( \Re \sigma(z) \leq 0 \). In addition, assume \( \sigma(z) = \sigma(\bar{z}) \). If \( \psi(x, \sigma) \) does not have a jump at \( x \) and \( \sigma(x \pm i0) \) exist then

(7.8) \[
\frac{d\psi(x; \sigma)}{dx} = \frac{\sigma(x - i0^+) - \sigma(x + i0^+)}{2\pi i |B(x) - \sigma(x - i0^+) D(x)|^2}.
\]

Proof. The inversion formula (6.4) implies

\[
\frac{d\psi(x; \sigma)}{dx} = \frac{1}{2\pi i} \left[ \frac{A(x) - \sigma(x - i0^+) C(x)}{B(x) - \sigma(x - i0^+) D(x)} - \frac{A(x) - \sigma(x + i0^+) C(x)}{B(x) - \sigma(x + i0^+) D(x)} \right]
\]

which equals the right-hand side of (7.8), since \( A(z) D(z) - B(z) C(z) = 1 \) for all \( z \).

To illustrate the usefulness of Theorems 7.2 and 7.3 we consider two examples. In the first example we choose \( \sigma(z) \) in Theorem 7.2 as

(7.9) \[
g(z) := \frac{1}{2} \left[ bz + c - \frac{1}{bz + c} \right],
\]
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for real $c$ and $b \geq 0$, so that $\sigma$ in (6.1) is $\sigma_1(z)$,

\begin{equation}
\sigma_1(z) = -B((bz + c - (bz + c)^{-1})/2)/D((bz + c - (bz + c)^{-1})/2).
\end{equation}

In the second example we choose the $\sigma(z)$ to be $\sigma_2(z)$,

\begin{equation}
\sigma_2(z) := -B(b^2)/D(b^2) = (q^2; q^2)_{\infty}^0 f(b^2), \quad b > 0.
\end{equation}

**Theorem 7.4.** Let $F(z)$ denote either side of (6.1). If $F$ has an isolated pole singularity at $z = u$ then

\begin{equation}
\text{Res}[F(z) \text{ at } z = u] = \text{Res} \left[ \frac{1}{D(z)} [B(z) - \sigma(z) D(z)] \right] \text{ at } z = u.
\end{equation}

Proof. At a $z = u$ pole of $F(z)$, $\sigma(u) = B(u)/D(u)$, so that

\begin{equation*}
A(u) - \sigma(u) C(u) = \frac{A(u) D(u) - B(u) C(u)}{D(u)} = \frac{1}{D(u)},
\end{equation*}

and the theorem follows.

Theorems 7.3 and 7.4 show that the explicit form of $A(z)$ and $C(z)$ may not enter directly into the computation of the isolated masses or the absolutely continuous component of $d\psi$. It is important, however, to note that the qualitative behavior of $A(z)$ and $C(z)$ influence the nature of the spectrum and the spectral measure $d\psi$.

**Example 1.** $\sigma = \sigma_1$. Apply (6.25) with $a = e^{-n} = bz + c$, $b \geq 0$, and $c$ is real. The zeros of $B(\sinh \xi) D(\sinh \eta) - B(\sinh \eta) D(\sinh \xi)$ are still given by (6.27) except for the fact that $a$ is now $bx + c$. Thus the zeros of the aforementioned quantity are solutions of

\begin{equation}
x = \frac{1}{2} \left[ q^{-n}(bx + c)^{-1} - q^n(bx + c) \right],
\end{equation}

that is, they satisfy

\begin{equation}
b(2 + b q^n) x^2 + 2 c(1 + b q^n) x + q^n c^2 - q^{-n} = 0.
\end{equation}

Let $x_{n,1}$, $x_{n,2}$ be the roots of the above equation, so that

\begin{equation}
\begin{aligned}
x_{n,1} &= \frac{-c(1 + b q^n) - \sqrt{c^2 + 2 b q^{-n} + b^2}}{b(2 + b q^n)}, \\
x_{n,2} &= \frac{-c(1 + b q^n) + \sqrt{c^2 + 2 b q^{-n} + b^2}}{b(2 + b q^n)}.
\end{aligned}
\end{equation}

The extremal measures correspond to the case $b = 0$. It is clear from (7.11) that $x_{n,1} \to -\infty$ as $b \to 0$ but $x_{n,2} \to (q^{-n}/c - q^n c)/2$ as $b \to 0$. Thus as $b \to 0$ the masses located at $x_{n,1}$ disappear. Next we compute the residues. When $a$ was a constant the singular term in the Stieltjes transform of $d\psi$ in a neighborhood of $x = x_n$ for $n > 0$ was $1/[1 - 2aq^n \sinh \xi - a^2 q^{2n}]$. The
contribution of this factor to the residue is

\[
\lim_{x \to x_n, j} \frac{x - x_{n, j}}{1 - 2aq^n \sinh \xi - a^2q^{2n}},
\]

that is \(-1/(2aq^n)\). When \(a\) is \(bx + c\) the same factor contributes

\[
\lim_{x \to x_n, j} \frac{x - x_{n, j}}{1 - 2(bx + c)q^n \sinh \xi - (bx + c)^2q^{2n}},
\]

that is

\[
-\frac{-q^{-n}/2}{2bx + c + q^n b(bx + c)} = \frac{(2aq^n)^{-1}}{2 + bqn - c/(bx + c)} = \frac{-q^{-n} 1}{2a + 2bq^n - c/a}.
\]

Therefore the residue at \(x = x_{n, j}\) is \(m_n/[2 + bqn - c/a]\) where \(m_n\) is given by (6.30) and \(a\) must be replaced by \(bx_{n, j} + c\). When \(n < 0\), the singular factor in the Stieltjes transform in the neighborhood of \(x_{n, j}\) comes from

\[
1/[1 + 2q^n a^{-1} \sinh \xi + q^{2n} a^{-2}].
\]

This contributes

\[
\lim_{x \to x_n, j} \frac{x - x_{n, j}}{1 + 2q^n a^{-1} \sinh \xi - q^{2n} a^{-2}}
\]

to the residue at \(x = x_{n, j}\). When \(a\) was a constant, this contributed \(a(2q^n)^{-1}\) but now it contributes the value of the above limit, that is

\[
\frac{a}{2q^n (2 + bqn)(bx_{n, j} + c) - c}.
\]

Thus for all \(n\) the mass at \(x_{n, j}\) is

\[
m_{n, j}(b, c) = \frac{(bx_{n, j} + c)^{4n+1}}{(2 + bqn)(bx_{n, j} + c) - c} \times 
\frac{q^{n(2n-1)}[1 + (bx_{n, j} + c)^2 q^{2n}]}{(- (bx_{n, j} + c)^2, -q(bx_{n, j} + c)^{-2}; q)_{\infty}},
\]

\(n = 0, \pm 1, \pm 2, \ldots, j = 1, 2\).

**Theorem 7.5 (A generalization of the \(\delta_{W_6}\) sum).** Let \(\{x_{n, j}| n = 0, \pm 1, \pm 2, \ldots; j = 1, 2\}\) be as in (7.13) and define \(\xi_{n, j}\) through \(x_{n, j} = \sinh \xi_{n, j}\). If \(|t_1 t_2 t_3 t_4| < q^3\), \(b \geq 0\), and \(c\) is real, then

\[
\sum_{j=1}^{2} \sum_{n=-\infty}^{\infty} \prod_{k=1}^{4} \frac{(t_k e^{-\xi_{n, j}}, -t_k e^{\xi_{n, j}}; q)_{\infty}}{(- (bx_{n, j} + c)^2, -q(bx_{n, j} + c)^{-2}; q)_{\infty}}
\]

\[
\times \frac{(bx_{n, j} + c)^{4n+1} q^{n(2n-1)}[1 + q^{2n}(bx_{n, j} + c)^2]}{(2 + bqn)(bx_{n, j} + c) - c}
\]

\[
= \frac{(q; q)_{\infty}}{(t_1 t_2 t_3 t_4 q^{-3}; q)_{\infty}} \prod_{1 \leq r < s \leq 4} (-t_r t_s/q; q)_{\infty}.
\]

**Proof.** The identity (7.16) is (3.8) when \(d\psi\) is the discrete measure in Example 1, provided that the bilateral infinite series in (7.16) converges. If \(b = 0\), (7.16) is the \(\delta_{W_6}\) sum, as noted earlier. The convergence of the series is established as follows. First observe that for large positive \(n\), \(x_{n, 1} < 0 < x_{n, 2}\) and as
\( n \to +\infty, \ x_{n,1} \approx -q^{-n/2}/\sqrt{2b}, \ x_{n,2} \approx q^{n/2}/\sqrt{2b}. \) With \( x_{n,j} = \sinh \xi_{n,j}, \) we find \( e^{\xi_{n,1}} \approx -q^{-n/2}/\sqrt{2b}, \) and \( e^{\xi_{n,2}} \approx q^{-n/2}/\sqrt{2b}. \) This observation then implies that when \( j = 1 \) and \( n \to -\infty \) the summand in (7.16) is

\[
O \left( \prod_{k=1}^{4} \frac{-t_k q^{-n/2} \sqrt{2/b}}{(-b q^{-n/2} q_{n/2})(b q^{-n/2} q_{n/2})} \right)
\]

\[
= O((t_1 t_2 t_3 t_4 q^{-3})^{n/2}).
\]

One can similarly handle the case \( j = 2. \) On the other hand \( x_{n,j} \to -c/b \) as \( n \to -\infty. \) Thus the bilateral infinite series converges when \( j = 1, 2, \) provided that \( |x_1 x_2 x_3 x_4| < q^3. \) This completes the proof.

We shall have more to say about (7.16) in Section 9.

**Example 2.** \( \sigma = \sigma_2, \) see (7.11). In this case

\[
\int_{-\infty}^{\infty} \frac{d\psi(t; \sigma_2)}{z - t} = \frac{A(z)D(b \sqrt{z}) + C(z)B(b \sqrt{z})}{B(z)D(b \sqrt{z}) + D(z)B(b \sqrt{z})},
\]

Using (6.25) with \( \sinh \eta = -b \sqrt{z}, \ b > 0 \) we get

\[
B(z)D(b \sqrt{z}) + D(z)B(b \sqrt{z}) = \frac{e^{-\xi}}{2(q; q)_{\infty}} (e^{\xi + \zeta}, -e^{\xi - \zeta}, q e^{-\xi - \zeta}, -q e^{\xi - \zeta}, q; q)_{\infty},
\]

where

\[
z = \sinh \xi, \quad \sinh \zeta = b \sqrt{z}.
\]

We will measure the argument of a complex number \( z \) as \(-\pi < \arg z \leq \pi.\) It is clear from (7.5) and (7.18) that \( \sigma_2(z) \) is single-valued across the positive real axis and

\[
\sigma_2(x - i0^+) - \sigma_2(x + i0^+) = \sigma_2(|x| e^{-i\pi}) - \sigma_2(|x| e^{i\pi}) = \frac{2i(q; q^2)_{\infty}}{b \sqrt{|x|} (q^2; q^2)_{\infty}}.
\]

For \( x < 0 \) the derivative of \( \psi \) is

\[
\frac{d\psi(x; \sigma_2)}{dx} = \frac{(q; q^2)_{\infty}[(q^2 e^{2\zeta}, q^2 e^{-2\zeta}; q^2)_{\infty}]}{\pi b \sqrt{|x|} (q^2; q^2)_{\infty} (b^2 + |x|) (q e^{\xi + \zeta}, -q e^{\zeta - \xi}, q e^{-\xi - \zeta}, -q e^{\xi - \zeta}; q)_{\infty}}.
\]

From the general theory of moment problems we know that the poles of the right side of (7.17) are real and simple. If \( z = u \) is such a pole then the corresponding value of \( \zeta \) will be real if \( z \geq 0 \) but will be purely imaginary if \( z < 0. \) It is clear, however, from (7.18) that \( B(z)D(b \sqrt{z}) + D(z)B(b \sqrt{z}) \neq 0 \) if \( \xi \) is real and \( \zeta \) is purely imaginary. Therefore the zeros of the right-hand side of (7.18) are nonnegative, so \( \xi > 0, \) and \( \zeta \) is real. This shows that the
zeros coincide with the roots of
\[ e^{\xi + \zeta} = q^{-n}, \quad n = 0, \pm 1, \pm 2, \ldots. \]

Obviously \( e^{\xi + \zeta} = q^{-n} \) if and only if
\[ (z + \sqrt{z^2 + 1}) (b \sqrt{z} + \sqrt{1 + b^2 z}) = q^{-n}, \quad \frac{1}{1 + a^2} n = 0, \pm 1, \pm 2, \ldots. \]

For \( n > 0 \), equation (7.23) has a unique solution \( z = x_n \) since its right-hand side strictly increases from 1 to \( \infty \) as \( z \) increases from 0 to \( \infty \). Equation (7.23) has no solutions if \( n < 0 \) for the same reason. When \( z = x_n \), let \( \xi_n \) and \( \zeta_n \) be the corresponding values of \( \xi \) and \( \zeta \), respectively. Thus \( e^{\xi_n} = q^n e^{-\xi_n} \). We apply Theorem 7.4 and find that the residue of the right-hand side of (7.17) at \( z = x_n, \ n > 0, \) is
\[
\lim_{z \to x_n} \frac{2 (z - x_n) (q; q)_\infty e^{\xi_n} D(b \sqrt{z})/D(z)}{(q^{-n}; q)_n (1 - q^n e^{\xi + \zeta}) (q, q^{n+1}, -q^{-n} e^{-2 \xi_n}, -q^{n+1} e^{2 \xi_n}; q)_\infty}.
\]

In view of the following alternate expression for \( D(z) \),
\[
D(z) = \frac{e^\xi (q^2 e^{2 \xi}, e^{-2 \xi}; q^2)_\infty}{2(q; q)_\infty},
\]
the above limit is
\[
\lim_{z \to x_n} \frac{z - x_n}{1 - q^n e^{\xi + \zeta}} \times \frac{2 e^{\xi_n} (q; q)_\infty e^{\xi_n - \xi_n} (q^2 - 2n e^{-2 \xi_n}, q^{-n} e^{-2 \xi_n}, q^{2n} e^{2 \xi_n}; q^2)_\infty}{(q^{n+1}, q, q^{n+1} e^{2 \xi_n}; q)_\infty (q^{-n}; q)_n (q^2 e^{2 \xi_n}, e^{-2 \xi_n}; q^2)_\infty}.
\]

After some simplifications we find that the point mass at \( x = x_n \), being the residue at \( z = x_n \), is given by
\[ M_n := \text{Mass at } x_n = \frac{4 \cosh \xi_n}{A_n(q, -e^{-2 \xi_n}, -e^{2 \xi_n}; q)_\infty}, \]
with \( A_n = (d\xi/dz + d\zeta/dz)|_{z=x_n} \). Thus
\[ A_n = \frac{1}{\cosh \xi_n} + \frac{b^2}{\sinh(2 \xi_n)}. \]

If \( n = 0 \) then \( z = 0 \) is the only solution to (7.23). On the other hand \( z = 0 \) is not an isolated singularity of the right-hand side of (7.17). We have not been able to show that \( x = 0 \) does not support a discrete mass. We strongly believe that \( x = 0 \) is not a discrete mass point. One reason for this belief is that if we formally substitute \( n = 0 \) in \( A_n \), then we find \( A_0 \to \infty \), hence \( M_0 = 0 \).

We now discuss the spectral measures corresponding to the choice of \( \sigma \) in (6.35). For \( \zeta \) in the open upper half plane define
\[ \sigma(z) := -R(\zeta)/D(\zeta), \quad \Re z > 0, \quad \sigma(\overline{z}) = \overline{\sigma(z)}. \]
The above representation is an alternate representation for \( \sigma(z) \) of (6.35). The mapping \( z = \sinh \eta \) is a one-to-one mapping of the strip

\[
D := \{ \eta : 0 < \Im \eta < \pi/2 \} \cup \{ \eta : \Im \eta = \pi/2, \Re \eta \leq 0 \},
\]

onto the half plane \( \Im z > 0 \). Taking into account that \( B(z) \) is an even function and \( D(z) \) is an odd function we then rewrite \( \sigma(z) \) as

\[
\sigma(z) := B(-\sinh \eta)/D(-\sinh \eta), \quad \Im z > 0, \quad \sigma(\overline{z}) = \overline{\sigma(z)}.
\]

If we denote the corresponding spectral measure by \( d\mu(t; \eta) \) then

\[
\int_{\mathbb{R}} d\mu(t; \eta) = B(-\sinh \eta)D(-\sinh \eta) - B(\sinh \eta)D(\sinh \eta) = \frac{\int_{-\infty}^{\infty} d\mu(t; \eta)}{2\pi i |B(x)(-\sinh \eta) - D(x)(-\sinh \eta)|^2}.
\]

To find \( \mu \) first observe the left-hand side of (7.28) has no poles as can be seen from (6.25). Thus \( d\mu \) is absolutely continuous. In addition (7.8) yields

\[
\frac{d\mu(x; \eta)}{dx} = \frac{B(\sinh \eta)D(\sinh \eta)}{2\pi i |B(x)(-\sinh \eta) - D(x)(-\sinh \eta)|^2}.
\]

After applying (6.25) and some simplifications we obtain

\[
\frac{d\mu(x; \eta)}{dx} = \frac{e^{2\eta} \sin \eta_2 \cosh \eta_1(q, -qe^{2\eta_1}, -qe^{-2\eta_1})}{\pi ((e^{\xi+\eta}, -e^{\eta-\xi}, -qe^{\xi-\eta}, qe^{-\xi+\eta}; q)_\infty)^2},
\]

\[
x = \sinh \xi, \quad \eta = \eta_1 + i\eta_2.
\]

Therefore we have established the following \( q \)-beta integral

\[
\int_{\mathbb{R}} \prod_{j=1}^{4} (-t_j e^{\xi}, t_j e^{-\xi}) \cosh \xi \, d\xi = \frac{\pi e^{-2\eta_1} \prod_{1 \leq j < k \leq 4} (-t_j t_k/q)_{\infty}}{\sin \eta_2 \cosh \eta_1(q, t_1 t_2 t_3 t_4 q^{-3}, -qe^{2\eta_1}, -qe^{-2\eta_1})_{\infty}((qe^{2\eta_2})_{\infty})^2}.
\]

The \( q \)-beta integral (7.30) is new.

Observe that as \( \eta_2 \to 0 \) the integral in (7.30) diverges and the right-hand side of (7.30) also diverges. If we multiply (7.30) by \( \sin \eta_2 \) then let \( \eta_2 \to 0 \) then the left-hand side will become a \( \psi_6 \) function while the right-hand side will give its sum. This is expected since the case when \( \sigma \) is a real constant leads to the \( \psi_6 \) sum.

Askey [10] proved that the polynomials

\[
p_n(\sinh \xi) = A \varphi_3 \left( \begin{array}{c} q^{-n}, q^{n+3}/t_1 t_2 t_3 t_4, qe^{\xi}/t_1, -qe^{-\xi}/t_1 \\ -q^2/t_1 t_2, -q^2/t_1 t_3, -q^2/t_1 t_4 \end{array} \right) \begin{array}{c} q, q \end{array}
\]

satisfy the orthogonality relation

\[
\int_{\mathbb{R}} p_m(\sinh \xi)p_n(\sinh \xi) \prod_{j=1}^{4} (-t_j e^{\xi}, -t_j e^{-\xi}) \, d\xi = M_{n} \delta_{m,n},
\]

where

\[
M_{n} = \frac{n!}{q^n (q-1)^{n+1}} \frac{1}{(q;q)_n}.
\]
\( m, n = 0, 1, \ldots, N \), with

\[
M_n = \frac{(q^{-n}, q^{n+3}/t_1t_2t_3t_4, -q^2/t_1t_3, -q^2/t_1t_4)_n}{(q^4/t_1t_2t_3t_4, -q^2/t_1t_3, -q^2/t_1t_4)_n}
\]

\[
\times (qt_2^2/t_1^2)^n \left[ \prod_{1 \leq j < k \leq 4} (-t_j t_k/q) \infty \right] / (t_1t_2t_3t_4q^{-3}) \infty ,
\]

It is clear that the orthogonality relation (7.32) only uses the moments of the measure involved. This implies

\[
\int_{-\infty}^{\infty} \rho_m(\sinh \xi)p_n(\sinh \xi) \prod_{j=1}^{4} (t_j e^{-\xi}, -t_j e^{\xi})_\infty d\psi(x) = M_n \delta_m, n ,
\]

where \( d\psi \) is a probability measure and \( \{ h_n(x | q) \} \) are orthogonal with respect to \( d\psi \). The restrictions on \( m, n \) are \( 0 \leq m, n \leq N \) such that the left-hand side of (7.35) exists. It is interesting to note that (7.34) must be satisfied due to the positivity condition on the coefficients in the three term recurrence relation, see [16], [17], and [25]. It is not difficult to see that (7.34) is the only restriction required when \( d\psi \) is an extremal measure as given in (6.27), (6.31). Askey's proof of (7.32) starts from (7.3) and is similar to the proof of orthogonality of the Askey-Wilson polynomials as given by Askey and Wilson in [17].

8. A \( \delta \psi \) SUM WITH INFINITELY MANY PARAMETERS

Let \( d\rho(x) \) be a discrete probability measure with a finite or infinite support. Define \( g(z) \) by

\[
g(z) := bz + c - \int_{-\infty}^{\infty} \frac{d\rho(t)}{z - t}, \quad b \geq 0, c \in R.
\]

It is clear from (8.1) that \( g(z) \) maps the open upper half plane into itself and that \( g(z) \) is meromorphic with only real poles. Choose \( \sigma(z) \) in (6.1) as

\[
\sigma(z) := -B(g(z))/D(g(z)).
\]

Let us denote either side of (6.1) by \( F(z; \sigma) \), that is

\[
F(z; \sigma) = \frac{A(z) D(g(z)) + B(g(z)) C(z)}{B(z) D(g(z)) + B(g(z)) D(z)} = \int_{-\infty}^{\infty} \frac{d\psi(t; \sigma)}{z - t}.
\]

Thus \( F(z; \sigma) \) is meromorphic and its poles are solutions of

\[
ae^{\xi} = q^n, \quad n = 0, \pm 1, \ldots,
\]

where

\[
z = \sinh \xi, \quad g(z) = \sinh \eta, \quad a = e^\eta.
\]
In other words the poles of \( F(z; \sigma) \) are the roots of
\[
(8.6) \quad [g(x) + \sqrt{1 + g^2(x)}] [x + \sqrt{1 + x^2}] = q^n, \quad n = 0, \pm 1, \pm 2, \ldots.
\]

The representation (8.1) shows that when \( x \) is real, the graph of \( g(x) \) consists of branches, and \( g'(x) > 0 \) on each branch. Thus \( g \) strictly increases with \( x \) on any branch of \( g \). Therefore for any fixed \( n \) (8.6) has solutions \( \{x_{n,j}\} \), where \( j \) enumerates the roots for a given \( n \). We shall arrange the \( x \)'s so that
\[
(8.7) \quad x_{n,j} < x_{n,j+1}.
\]

**Theorem 8.1 (A \( \psi_6 \) sum with finitely many parameters).** Assume that \( g(z) \) is a rational function and let \( x_{n,j} \) be as above. Define \( \eta_{n,j} \) and \( \xi_{n,j} \) by \( g(x_{n,j}) = \sinh \eta_{n,j} \) and \( x_{n,j} = \sinh \xi_{n,j} \). If \( |t_j| < 1 \), \( 1 \leq j \leq 4 \), and \( |t_1t_2t_3t_4| < q^3 \) then
\[
(8.8) \quad \sum_{j=-\infty}^{\infty} \frac{a_{n,j}^{4n} q^{2n(n-1)} (1 + q^{2n} a_{n,j}^2)}{(-a_{n,j}^2, -q/a_{n,j}^2, q)_{\infty} \cosh \eta_{n,j}} \times \prod_{m=1}^{4} (t_m e^{-\xi_{n,j}}, -t_m e^{\xi_{n,j}} ; q)_{\infty} = \frac{(q ; q)_{\infty}}{(t_1t_2t_3t_4q^{-3} ; q)_{\infty}} \prod_{1 \leq r < s \leq 4} (-t_r t_s / q ; q)_{\infty}.
\]

The proof consists of two parts. The first part involves computing the residues of \( F(z; \sigma) \) while the second part establishes the convergence of the series in (8.8). The second part of the proof will be divided further into two cases depending on whether \( b > 0 \) or \( b = 0 \).

**Proof. Part 1.** With \( \sigma(z) \) as in (8.2) we apply Theorem 7.4 and obtain
\[
\text{Res} \left[ \frac{A(z) - \sigma(z)C(z)}{B(z) - \sigma(z)D(z)} \right] = \text{Res} \left[ \frac{1/D(z)}{B(z) - \sigma(z)D(z)} \right] = \text{Res} \left[ \frac{D(g(z))/D(z)}{B(z)D(g(z)) + D(z)B(g(z))} \right] = \text{Res} \left[ \frac{D(-g(z))/D(z)}{B(z)D(-g(z)) + D(z)B(-g(z))} \right].
\]

From that above equality, (5.32), (5.36), and (6.25) we find that \( F(z; \sigma) \) and
\[
(8.9) \quad \frac{2a(q ; q)_{\infty} \sinh \eta (q^2 e^{2\eta}, q^2 e^{-2\eta}; q^2_{\infty})}{\sinh \xi (ae^\xi, ae^{-\xi}, qe^{-\xi}/a, -qe^{\xi}/a; q)_{\infty} (q^2 e^{2\xi}, q^2 e^{-2\xi}; q^2_{\infty})}
\]

have the same residues at the poles of \( F(z; \sigma) \). We have already calculated the residues of the expression (8.9) when \( a \) and \( \eta \) were constants. Now \( a \) depends on \( z \). When \( n > 0 \) the only difference in the new calculation is that when computing
\[
\lim_{\delta \to 0} \frac{z - x_{n,k}}{1 - q^n e^{-\delta/4\pi i}}
\]
we should take into account that \( a \) is no longer a constant. When \( a \) were a constant, the above limit came out to be \( \cosh \xi \) but now it becomes \( \frac{\cosh \xi}{1 + a^{-1} \frac{da}{d\xi}} \).

Since \( a = g(z) + \sqrt{1 + g^2(z)} \), a calculation gives
\[
\frac{da}{d\xi} = \frac{ag'(z) \cosh \xi}{\cosh \eta}.
\]

Thus we divide the masses in (6.30) by \( 1 + a^{-1} \frac{da}{d\xi} \), that is \( 1 + \frac{g'(z_{n,j}) \cosh \eta_{n,j}}{\cosh \eta_{n,j}} \).

Similarly we see that the masses in (6.26) must also be multiplied by the same factor when \( n \leq 0 \). Thus Theorem 8.1 will follow if we prove that the double series on left-hand side of (8.8) is absolutely convergent.

**Proof, Part 2.** The case \( b > 0 \). Let \( s_1 < s_2 < \cdots < s_k \) be the poles of \( g(z) \) and define \( s_0 \) and \( s_{k+1} \) to be \( -\infty \) and \( \infty \); respectively. For every \( r \) by equation (8.6) has a unique solution in \((s_r, s_{r+1})\) and
\[
(8.10) \quad -\infty = s_0 < x_{n, 0} < s_1 < x_{n, 1} < \cdots < s_k < x_{n, k} < s_{k+1} = +\infty.
\]

It is clear from (8.6) that \( x_{n, j} \) is a strictly decreasing function of \( n \) for every fixed \( j \). Furthermore \( x_{n, j} \to s_j + 0^+ \) as \( n \to \infty \), for all \( j \). On the other hand \( x_{n, j} \to s_j+1 \) as \( n \to -\infty \), for all \( j \). As \( n \to \infty \) we see from (8.5) and (8.6) that \( a_{n, j} \approx q^n/[s_j + \sqrt{1 + s_j^2}] \). Hence, for \( j > 0 \), we have
\[
(-q/a_{n, j}^2; q)_\infty = O((-q/a_{n, j}^2; q)_{2n}) = O(q^{n(1-2n)}(s_j + \sqrt{1 + s_j^2})^{2n}).
\]

The left side of (8.8) is of the form
\[
\sum_{j=0}^{k} \sum_{n=-\infty}^{\infty} C_{j, n}.
\]

The above analysis shows that \( \sum_{j=1}^{k} \sum_{n=0}^{\infty} C_{j, n} \) converges absolutely. The idea behind the proof of Theorem 7.5 will establish the absolute convergence of \( \sum_{n=0}^{\infty} C_{0, n} \). Similarly as \( n \to -\infty \),
\[
a_{n, j} \approx q^n/[s_j + \sqrt{1 + s_j^2}] \quad \text{for} \quad j < k.
\]

This implies the convergence of \( \sum_{j=0}^{k-1} \sum_{n=0}^{\infty} C_{j, -n} \). Finally \( \sum_{n=0}^{\infty} C_{0, -n} \) can be proved to converge absolutely by an argument similar out proof of Theorem 7.5. This completes the proof of Case 1.

**Proof, Part 2.** The case \( b = 0 \). In this case we lose one of the mass points because \( g(x) \to c \) as \( x \to \pm \infty \). The rest of the proof is identical to the proof in the first case.

**Theorem 8.2 (A \( \phi \psi \rho \) sum with infinitely many parameters).** Assume that \( \rho \) in (8.1) has infinitely many points of increase. Let \( x_{n,j}, \eta_{n,j} \) and \( \xi_{n,j} \) be as in
Theorem 8.1. If $|t_j| < 1$, $1 \leq j \leq 4$, and $|t_1 t_2 t_3 t_4| < q^3$ then

$$
\sum_{n=\infty}^{\infty} \frac{a_{n,j}^4 q^{n(2n-1)}(1 + q^{2n}a_{n,j}^2)}{(-a_{n,j}^2, -q/a_{n,j}^2; q)_\infty} \frac{\cosh \eta_{n,j}}{\cosh \eta_{n,j} + q(x_{n,j}) \cosh \xi_{n,j}}
$$

\begin{equation}
\times \prod_{m=1}^{4} (t_m e^{-\xi_{n,j}}, -t_m e^{\xi_{n,j}}; \frac{q}{q})_\infty \frac{(q; q)_\infty}{(t_1 t_2 t_3 t_4 q^{-3}; q)_\infty} \prod_{1 \leq r < s \leq 4} (-t_r t_s / q; \frac{q}{q})_\infty,
\end{equation}

(8.11)

provided that the double series in (8.11) converges.

To prove Theorem 8.2 we proceed as in the proof of Part 1 of Theorem 8.1, then use the Perron-Stieltjes inversion formula. The details are straightforward and will be omitted.

We believe that Theorem 8.2 is valid without assuming that the double series in (8.11) converges. It is very likely that the remaining assumptions imply the convergence of the double series in (8.11).

9. Remarks

We first give an alternate derivation of the extremal measures of Section 6 using only the quasiperiodicity of theta functions and Theorem 7.4. This approach has two advantages. First it may be applicable to other polynomials since it only assumes that $B(z)$ and $D(z)$ are quasiperiodic of the same period. Secondly it illustrates the usefulness of Theorem 7.4. It is worth pointing out that the only functions having a period and a real period are essentially theta functions, see Section 10 in [40].

Recall that with the parameterization (6.19), that is

$$
\sigma = \frac{B(\sinh \eta)}{D(\sinh \eta)},
$$

the extremal measures are supported at the zeros of

$$
\Phi(z) := B(z)D(\sinh \eta) - D(z)B(\sinh \eta).
$$

Thus $z = \sinh \eta$ is a mass point. Now assume that $B(z)$ and $D(z)$ are quasiperiodic functions satisfying

$$
B(\sinh(\xi + u)) = f(\xi)B(\sinh \xi), \quad D(\sinh(\xi + u)) = f(\xi)D(\sinh \xi).
$$

If $B(z)$ and $D(z)$ are theta functions $\theta(i \sinh \xi; q)$ then $f(\xi) = -q^{-1} e^{2\xi}$ and $u = -\ln q$ [52]. From (9.2) we see that $\Phi(\sinh \xi)$ vanishes at $\xi = \eta + nu$, $n = 0, \pm 1, \ldots$, and the corresponding values of $z$, say $\{x_n\}_{n=0}^{\infty}$, are

$$
x_n = \frac{1}{2} (e^{nu} e^{\eta} - e^{-nu} e^{-\eta}).
$$

When $u = -\ln q$ equation (9.3) is (6.27). In order to show that all the zeros of (9.2) are given by (7.3) we only need to show that there exists a unique point of the form (9.3) in each open interval formed by two consecutive zeros of $B(z)$. This is the case since the graph of $D(x)/B(x)$ resembles the graph of
tan \alpha \text{ and } D(x)/B(x) = a \text{ has a unique solution in any open interval formed by two consecutive poles of } D(z)/B(z). \text{ Furthermore the masses at } x_n \text{ can be found from the residue of the Stieltjes transform of the extremal measure at } x_0 (= \sinh \eta) \text{ in the following manner. First apply the quasiperiodicity property (9.2) to (9.1) and obtain}

\begin{equation}
\Phi(\sinh(\xi + n\nu)) = \left[ \prod_{j=0}^{n-1} f(\xi + ju) \right] \Phi(\sinh \xi).
\end{equation}

Thus Theorem 7.4 shows that the mass at } x_n \text{ is}

\begin{align*}
\text{Res} \left[ \frac{D(\sinh \eta)}{D(z) \Phi(z)} \right] \text{ at } z = x_n \\
= \cosh(\eta + n\nu) \text{Res} \left[ \frac{D(\sinh \eta)/D(\sinh(\eta + n\nu))}{\Phi(\sinh(\xi + n\nu))} \right] \text{ at } \xi = \eta \\
= \frac{\cosh(\eta + n\nu)}{\prod_{j=0}^{n-1} f^2(\eta + ju)} \text{Res} \left[ \frac{D(\sinh \eta)}{D(\sinh \xi) \Phi(\sinh \xi)} \right] \text{ at } \xi = \eta \\
= \frac{\cosh(\eta + n\nu)}{\cosh \eta \prod_{j=0}^{n-1} f^2(\eta + ju)} m_0,
\end{align*}

where } m_0 \text{ is the mass at } x = \sinh \eta. \text{ Let } m_n \text{ be the mass at } x_n. \text{ Thus we have proved}

\begin{equation}
m_n = \frac{\cosh(\eta + n\nu)}{\cosh \eta \prod_{j=0}^{n-1} f^2(\eta + ju)} m_0.
\end{equation}

To calculate } m_0 \text{ we either have to compute the residue at } z = \sinh \eta \text{ directly from Theorem 7.4 or use the normalization } \sum_{-\infty}^{\infty} m_n = 1. \text{ The latter approach leads to}

\begin{equation}
m_0 = \cosh \eta / \left[ \sum_{-\infty}^{\infty} \cosh(\eta + n\nu)/\prod_{j=0}^{n-1} f^2(\eta + ju) \right].
\end{equation}

In the moment problem associated with } q^{-1}\text{-Hermite polynomials } u = -\ln q \text{ and } f(\xi) = -q^{-1}e^{2\xi}. \text{ In this case formula (9.5) is (6.30) and we have found an alternate and simpler derivation of (6.30).}

We now explore some of the consequences of our explicit computation of the Stieltjes transforms of solutions of the } q^{-1}\text{-Hermite polynomials. In view of Theorem 7.2 we may choose } \sigma(z) \text{ as}

\begin{equation}
\sigma(z) = -B(\sinh \eta(z))/D(\sinh \eta(z)),
\end{equation}

where } \sinh \eta = \sinh(\eta(z)) \text{ maps the upper half plane into itself. This gives}

\begin{equation}
\frac{A(z)D(\sinh \eta) + C(z)B(\sinh \eta)}{B(z)D(\sinh \eta) + D(z)B(\sinh \eta)} = \int_{-\infty}^{\infty} \frac{d\psi(t; \eta)}{z - t}.
\end{equation}

From (6.25), (5.32), (5.36), and (5.45) we obtain

\begin{equation}
\int_{-\infty}^{\infty} \frac{d\psi(t; \eta)}{z - t} = 2N(\xi, \eta)/D(\xi, \eta),
\end{equation}
where
\[(9.9)\]
\[N(\xi, \eta) := \frac{2(q^2, e^{2\eta}, q^2e^{-2\eta}; q^2)_\infty}{(1/q; q^2)_\infty} \sinh \xi \phi_1(q^2e^{2\xi}, q^2e^{-2\xi}; q^3, q^2, q^2) \]
\[-e^\eta(q^2e^{2\eta}, q^2e^{-2\eta}; q^2)_\infty \phi_1(q^2e^{2\xi}, q^2e^{-2\xi}; q; q^2, q^2),\]
and
\[(9.10)\]
\[D(\xi, \eta) := (e^{\xi+\eta}, -e^{\eta-\xi}, -q^2e^{-2\eta}; q)_\infty.\]

When \(\sigma\) is a real constant then \(\eta\) is a real constant and (9.8) becomes
\[(9.11)\]
\[\sum_{n=-\infty}^{\infty} \frac{e^n e^{4n\eta} q^{2n^2}(1 + e^{2n} q^{2n})}{(-e^{2n}, -q^{2n}; q)_\infty(1 - 2q^n e^{\eta} \sinh \xi - q^2ne^{2\eta})} = -N(\xi, \eta)/D(\xi, \eta).\]

With \(a = e^n\) the identity (9.11) takes the form
\[(9.12)\]
\[\sum_{n=-\infty}^{\infty} \frac{(iaq, -iaq, ae^\xi, -ae^{-\xi}; q)^n a^{4n} q^{2n^2}}{(ia, -ia, -aqe^{-\xi}, aq^2; q)^n} = (-qa^2, -qa^2; q)_\infty(a^2 - 2a \sinh \xi - 1) \]
\[\times \frac{2(q^2, a^2, q^2/a^2; q^2)_\infty}{(1/q; q^2)_\infty} \sinh \xi \phi_1(q^2e^{2\xi}, q^2e^{-2\xi}; q^3, q^2, q^2) \]
\[-a(qa^2, qa^2; q)_\infty \phi_1(q^2e^{2\xi}, q^2e^{-2\xi}; q; q^2, q^2).\]

It is easy to see that the left side of formula (9.11) corresponds to the limiting case \(b \to -\infty, c \to -\infty, d \to -\infty, f \to -\infty\) of
\[(9.13)\]
\[
\psi_8 \left(\begin{array}{cccccc}
-iaq, -iaq, ae^\xi, -ae^{-\xi}, ab, ac, ad, af \\
\end{array}\right)_{q; q^2/bcd},
\]
where \(a = e^n\). The \(\psi_8\) transformation, (III.38) in [25], expresses the \(\psi_8\) in (9.13) as a sum of two \(\phi_7\) functions. It is not clear how to establish (9.12) by performing the appropriate limits on the aforementioned \(\psi_8\) transformation.

It is important however to note that the \(\psi_8\) of (9.12) contains four additional free parameters, namely \(b, c, d, f\). This leads us to conjecture that the Stieltjes transform of

\[
\prod_{j=1}^{4} (-t_j(x + \sqrt{x^2 + 1}), t_j(\sqrt{x^2 + 1} - x))_\infty d\psi(x; \eta)
\]

when \(\eta\) is a real constant is indeed a multiple of an \(\psi_8\) of the form (9.12) where \(b, c, d, f\) are multiples of \(1/t_1, 1/t_2, 1/t_3, 1/t_4\). The factor which is multiplied by the \(\psi_8\) is a quotient of products of infinite products. We do not know how to prove the latter assertion in general at this time.

To see that
this conjecture holds for extremal measures apply (6.27) and (6.30) to get, after some simplification,

\[
\int_{-\infty}^{\infty} \prod_{j=1}^{4} (-t_je^u, t_je^{-u}; q)_{\infty} \frac{dy(\sinh u; -\ln a)}{\sinh \xi - \sinh u} \]

\[
= \frac{2a \prod_{j=1}^{4} (at_j, -t_j/a; q)_{\infty}}{(a^2 + 2a \sinh \xi - 1) (-q\alpha^2, -q/\alpha^2; q)_{\infty}} \times \psi_8 \left( \begin{array}{c} iq, -iq, -aq/t_1, -aq/t_2, -aq/t_3, -aq/t_4, -ae^{-\xi}, ae^{\xi} \\ ia, -ia, at_1, at_2, at_3, at_4, aq^{\xi}, -aq^{e^{-\xi}} \end{array} \right) \left( q, \frac{t_1t_2t_3t_4}{q^2} \right),
\]

One can derive a continuous analog of (9.11) by choosing \( \eta \in D, D \) as in (7.26) and use the measure \( d\mu \) of (7.29). The result is

\[
\int_{-\infty}^{\infty} \frac{\cosh u}{|(e^{\eta+u} - e^{\eta-u}, -qe^{u+\eta} - qe^{-u-\eta}; q)_{\infty}|^2} du = \frac{2\pi e^{-2\eta}N(\xi, \eta)}{\sin \eta \cosh \eta D(\xi, \eta) (q, -qe^{2\eta}, -qe^{-2\eta}; q)_{\infty} |(qe^{2\mu}; q)_{\infty}|^2}.
\]

In (9.15) \( \eta = \eta_1 + i\eta_2 \). The case \( \eta_2 = \pi/2 \) is of particular interest because the integrand in (7.30) simplifies. In (7.30) put

\[
e^{\eta} = e^{\eta_1+\eta_2} = re^{i\pi/2}.
\]

This gives

\[
\int_{-\infty}^{\infty} \prod_{j=1}^{4} (-t_je^\xi, t_je^{-\xi}; q)_{\infty} \cosh \xi d\xi = 2\pi r^{-1} \prod_{1 \leq j < k \leq 4} (-t_j t_k/q; q)_{\infty} \left( -q, t_1t_2t_3t_4q^{-3}, -r^2, -qr^{-2}; q\right)_{\infty} (q^2; q^2)_{\infty}.
\]

The special case \( r = q^{1/4} \) of (9.17) is particularly interesting. It is

\[
\int_{-\infty}^{\infty} \prod_{j=1}^{4} (-t_je^\xi, t_je^{-\xi}; q)_{\infty} \cosh \xi d\xi = 2\pi q^{-1/4} \prod_{1 \leq j < k \leq 4} (-t_j t_k/q; q)_{\infty} \left( -q, t_1t_2t_3t_4q^{-3}, -q^{-1/2}, -q^{-1/2}; q\right)_{\infty} (q^2; q^2)_{\infty}.
\]

The special case \( r = q^{3/4} \) turns out to be equivalent to the case \( r = q^{1/4} \). One can yet find another \( q \)-beta integral by choosing \( g \) in (7.7) as

\[
g(z) := \begin{cases} \frac{bz + c}{2} & \text{if } z > 0, \\ \frac{b\bar{z} + c}{2} & \text{if } z < 0, \end{cases}
\]
where \( b \geq 0 \) and \( \Im c > 0 \). Set
\[
(9.20) \quad \sinh \eta = g(z), \quad z = \sinh \xi.
\]
Now (7.7), (9.20), and (6.25) imply
\[
(9.21) \quad \frac{D(\sinh \eta)[B(z) - \sigma(z)D(z)]}{2(q; q)_{\infty}} = \frac{e^\eta - e^{-\eta} + 2 \sinh \xi}{2(q; q)_{\infty}} (qe^\xi + \eta, -qe^{-\xi} - \eta, qe^{-\xi} - \eta, -qe^\xi - \eta; q)_{\infty}.
\]
An alternate representation of the right-hand side of (9.21) is
\[
(9.22) \quad \frac{D(\sinh \eta)[B(z) - \sigma(z)D(z)]}{(q; q)_{\infty}} = -\frac{g(z) + \sinh \xi}{(q; q)_{\infty}} \prod_{n=1}^{\infty} (1 - 2q^n g(z)e^\xi - q^2 e^{2\xi})(1 + 2q^n g(z)e^{-\xi} - q^2 e^{-2\xi}).
\]
We denote by \( \eta^\pm \) the limiting values of \( \eta(z) \) as \( \Im z \to 0^\pm \). Clearly when \( x \) is real then
\[
[\sigma(x - i0^+) - \sigma(x + i0^+)]|D(g(x + i0^+))|^2 = D(g(x - i0^+)) B(g(x + i0^+)) - B(g(x - i0^+)) D(g(x + i0^+)).
\]
Apply (6.25) with \( \eta \) replaced by \( \eta^- \) and \( \xi \) replaced by \( \eta^+ \) to arrive at
\[
(9.23) \quad \sigma(x - i0^+) - \sigma(x + i0^+) = (-qe^\eta^++\eta^-, -qe^{-\eta^-} - \eta^-, qe^{-\eta^-} - \eta^+, qe^\eta^+ - \eta^-; q)_{\infty}
\]
\[
\times \frac{\sinh \eta^+ - \sinh \eta^-}{(q; q)_{\infty} |D(x + i0^+)|^2}.
\]
Therefore (7.8) gives
\[
(9.24) \quad \frac{dy}{dx} = \frac{\Im c}{\pi \sinh \xi + \sinh \eta} \frac{(q, -qe^\eta^++\eta^-, -qe^{-\eta^-} - \eta^-, qe^{-\eta^-} - \eta^+, qe^\eta^+ + \eta^+; q)_{\infty}}{|(qe^\eta^+ + \xi, -qe^{-\eta^-} - \xi, qe^{-\eta^-} - \eta^-, -qe^\eta^+ - \eta^-; q)_{\infty}|^2}.
\]
It is clear from (9.24) that \( dy/dx \geq 0 \) for all real \( x \) since
\[
(9.25) \quad (-qe^\eta^++\eta^-, -qe^{-\eta^-} - \eta^-, qe^{-\eta^-} - \eta^+, qe^\eta^+ + \eta^+; q)_{\infty} = |(-qe^\eta^++\eta^-, qe^{-\eta^-} + \eta^-; q)_{\infty}|^2.
\]
The expression (9.24) defines \( dy/dx \) implicitly through \( \eta^+ \) and \( \eta^- \), so we now provide an alternate expression which exhibits the dependence on \( x \) ex-
The sought expression is

\[
\frac{d\psi}{dx} = \frac{3c(q; q)_\infty}{\pi |x + bx + c|^2} \times \prod_{n=1}^{\infty} \frac{[1 + 4q^n(1 + q^{2n})|bx + c|^2 + 2q^{2n}(1 - 4R(bx + c)^2)]}{[1 - 4q^n(1 + q^{2n})x(bx + c) + 2q^{2n}(1 - 2(bx + c)^2 - 2x^2)]^2}.
\]

Formula (9.26) follows from (9.24) by regrouping the terms in the infinite products.

It is important to observe that formulas (9.24) and (9.26) hold true for general functions \( g(z) \) which are discontinuous almost everywhere across the real \( x \) axis. The functions \( \eta^\pm \) are such that \( g(x \pm i0^+) = \sinh(\eta^\pm) \). Thus any function \( g(z) \) which is analytic in the open upper half plane and maps it into itself and \( g(\bar{z}) = g(z) \), and whose boundary values \( g(x \pm i0^+) \) are different for almost all real \( x \) gives rise to a spectral measure for the \( q^{-1} \)-Hermite polynomials whose absolutely continuous component is

\[
\frac{d\psi}{dx} = \frac{3g(x + i0^+)(q; q)_\infty}{\pi |x + g(x)|^2} \times \prod_{n=1}^{\infty} \frac{[1 + 4q^n(1 + q^{2n})|g(x)|^2 + 2q^{2n}(1 - 4Rg^2(x))]}{[1 - 4q^n(1 + q^{2n})xg(x) + 2q^{2n}(1 - 2(g(x))^2 - 2x^2)]^2}.
\]

We now reconsider (2.10) and (2.11) in view of (5.31) and (5.35). Comparing (2.10) with (5.31) and (2.11) with (5.35) we establish the quadratic transformations

\[
\begin{align*}
(-q^{1/2}e^{2\xi}, -q^{1/2}e^{-2\xi}, q^{1/2}, q^{1/2}; q)_{\infty} \\
+ (q^{1/2}e^{2\xi}, q^{1/2}e^{-2\xi}, -q^{1/2}, -q^{1/2}; q)_{\infty} \\
= \frac{2}{(q, q; q^2)_{\infty}} (qe^{2\xi}, qe^{-2\xi}; q^2)_{\infty},
\end{align*}
\]

and

\[
\begin{align*}
(-q^{1/2}e^{2\xi}, -q^{1/2}, e^{-2\xi}, q^{1/2}, q^{1/2}; q)_{\infty} \\
- (q^{1/2}e^{2\xi}, q^{1/2}, e^{-2\xi}, -q^{1/2}, -q^{1/2}; q)_{\infty} \\
= \frac{q^{1/2}\sinh^2\xi}{(q, q; q^2)_{\infty}} (q^2e^{2\xi}, q^2e^{-2\xi}; q^2)_{\infty}.
\end{align*}
\]

It is worth recording the analog of the Askey-Wilson operator [17] for the \( q^{-1} \)-Hermite polynomials. Define

\[
\mathcal{D}_q f(x) := \frac{g(q^{1/2}e^{\xi}) - g(q^{-1/2}e^{\xi})}{(q^{-1/2}e^{\xi} - q^{1/2}e^{\xi}) \cosh \xi}, \quad x = \sinh \xi, \ g(e^{\xi}) = f(x).
\]
We next derive an analog of the differential recurrence relation $H'_n(x) = 2nH_{n-1}(x)$. To do so apply $\mathcal{D}_q$ to the generating function (2.4) and obtain

$$\sum_{n=0}^{\infty} \frac{q^{n(n-1)/2}t^n}{(q)_n} \mathcal{D}_q h_n(x|q) = \mathcal{D}_q (-te^{x}, te^{-x})_{\infty}.$$ 

An easy calculation shows that the right-hand side of the above equality is

$$2t(-tq^{1/2}e^{x}, tq^{1/2}e^{-x})_{\infty}/(1-q).$$

The above expression can now be expanded in a series of $q^{-1}$-Hermite polynomials using (2.4). Upon equating coefficients of like powers of $t$ we establish the relationship

$$\mathcal{D}_q h_n(x|q) = 2q^{n/2} - q^{n/2} h_{n-1}(x|q). \quad (9.31)$$

It is well known that one cannot formally differentiate asymptotic expansions. One can, however, apply $\mathcal{D}_q$ to an asymptotic expansion since $\mathcal{D}_q$ does not involve a limiting process. For example one can obtain (5.31) from (5.35) and vice versa by applying $\mathcal{D}_q$ to either one and obtain the other.
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