ON PARAMETRIC EVOLUTION INCLUSIONS OF THE SUBDIFFERENTIAL TYPE WITH APPLICATIONS TO OPTIMAL CONTROL PROBLEMS
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Abstract. In this paper we study parametric evolution inclusions of the subdifferential type and their applications to the sensitivity analysis of nonlinear, infinite dimensional optimal control problems. The parameter appears in all the data of the problem, including the subdifferential operator. First we establish several continuity results for the solution multifunction of the subdifferential inclusion. Then we study how these results can be used to examine the sensitivity properties (variational stability) of certain broad classes of nonlinear infinite dimensional optimal control problems. Some examples are worked out in detail, illustrating the applicability of our work. These include obstacle problems (with time varying obstacles), optimal control of distributed parameter systems, and differential variational inequalities.

1. Introduction

In this paper we consider parametric nonlinear evolution inclusions of the form

\[ \begin{aligned}
    -\dot{x}(t) &\in \partial \varphi(t, x(t), \lambda) + F(t, x(t), \lambda) \quad \text{a.e. on } T = [0, b] \\
    x(0) &= x_0(\lambda)
\end{aligned} \]

defined in a separable Hilbert space \( H \). Here \( \partial \varphi(t, \cdot, \lambda) \) is the subdifferential of a proper, lower semicontinuous convex function and \( \lambda \in E \) is a parameter taking values in a complete metric space \( E \).

Denote by \( S(\lambda) \subseteq C(T, H) \) the set of strong solutions of (1) for a given value \( \lambda \in E \) of the parameter. Our goal is to investigate the continuity properties of the multifunction (set-valued map) \( \lambda \mapsto S(\lambda) \). Note that the parameter appears in all the data of the evolution, including the subdifferential operator. Furthermore, our subdifferential is in general time-varying and for \( s \neq t \), \( \text{dom } \varphi(s, \cdot, \lambda) \) need not be equal to \( \text{dom } \varphi(t, \cdot, \lambda) \). Hence our formulation also incorporates multivalued obstacle problems, with time-varying obstacles as well as differential variational inequalities (see Section 5). The problem of continuous dependence of the solution set on parameters was studied...
earlier for differential inclusions in $\mathbb{R}^N$ by Vasilev [29] and Lim [21]. More recently, Kravvaritis-Papageorgiou [19] addressed this issue in the context of time-independent subdifferential inclusions and, under more restrictive hypotheses than the ones employed here, proved a continuous dependence result (see Theorem 4.1 of [19]). In this paper, under weaker hypotheses on the data, we obtain stronger results, that even guarantee the continuity of the multifunction $\lambda \to S(\lambda)$ in both the Vietoris and Hausdorff metric hyperspace topologies. Our tools are the $G$-convergence of maximal monotone operators and the Mosco convergence of proper functions. These are the appropriate notions, which allow us to treat distributed parameter systems, with weakly convergent (rapidly changing) coefficients. In Section 4, the continuous dependence results are used to examine the sensitivity properties of a class of infinite dimensional nonlinear optimal control problems. In Section 5, a few examples are worked out in detail.

2. Preliminaries

Let $(\Omega, \Sigma)$ be a measurable space, and let $X$ be a separable Banach space. Throughout this work we will be using the following notations:

$$P_f(c)(X) = \{A \subseteq X: \text{nonempty, closed (convex)}\}$$

and

$$P_{(w)k(c)}(X) = \{A \subseteq X: \text{nonempty, (weakly-) compact, (convex)}\}.$$

A multifunction (set-valued function), is said to be measurable if and only if for all $x \in X$, the $\mathbb{R}^+$-valued function $\omega \to d(x, F(\omega)) = \inf\{\|x - y\|: y \in F(\omega)\}$ is measurable. Next let $\mu(\cdot)$ be a finite measure defined on $(\Omega, \Sigma)$. By $S_F$, $1 \leq p \leq \infty$, we will denote the set of all selectors of $F(\cdot)$ that belong in the Lebesgue-Bochner space $L^p(\Omega, X)$; i.e. $S_F^p = \{f \in L^p(\Omega, X): f(\omega) \in F(\omega) \text{ } \mu\text{-a.e.}\}$. In general this set may be empty. However, using Aumann's selection theorem (see Wagner [30], Theorem 5.10), we can easily check that for a measurable multifunction $F: \Omega \to P_f(X)$, the set $S_F^p$ is nonempty if and only if $\omega \to \inf\{\|x\|: x \in F(\omega)\} \in L_+^p$.

Let $\varphi: X \to [0, +\infty]$. We say that $\varphi(\cdot)$ is proper if it is not identically $+\infty$. Assume that $\varphi(\cdot)$ is a proper, convex, and lower semicontinuous (l.s.c.) function (usually this family of $[0, +\infty]$-valued functions is denoted by $\Gamma_0(X)$). By dom $\varphi$, we will denote the effective domain of $\varphi(\cdot)$; i.e. $\text{dom } \varphi = \{x \in X: \varphi(x) < +\infty\}$. The subdifferential of $\varphi(\cdot)$ at $x$ is the set $\partial \varphi(x) = \{x^* \in X^*: (x^*, y - x) \leq \varphi(y) - \varphi(x) \text{ for all } y \in \text{dom } \varphi\}$ (in this definition by $(\cdot, \cdot)$ we denote the duality brackets for the pair $(X, X^*)$). It is easy to see that the set $\partial \varphi(x)$ (possibly empty) is convex and $w^*$-closed. Furthermore, $\partial \varphi(x) \neq \emptyset$ for all $x \in \text{int dom } \varphi$ and if $\varphi(\cdot)$ is Gateaux differentiable at $x \in X$, then $\partial \varphi(x) = \{\varphi'(x)\}$. We say that $\varphi \in \Gamma_0(X)$ is of the compact type, if for every $\lambda \in \mathbb{R}^+$, the level set $\{x \in X: \|x\|^2 + \varphi(x) \leq \lambda\}$ is compact.

It is well known that on $P_f(X)$ we can define a generalized metric, known in the literature as the Hausdorff metric, by setting for $A, B \in P_f(X)$

$$h(A, B) = \max \left[ \sup_{a \in A} d(a, B), \sup_{b \in B} d(b, A) \right]$$
where \( d(a, B) = \inf\{\|a - b\| : b \in B\} \) and \( d(b, A) = \inf\{\|b - a\| : a \in A\} \). The metric space \( (P_f(X), h) \) is complete and \( (P_k(X), h) \) is a closed, separable subspace of it. If \( V \) is a Hausdorff topological space, a multifunction \( F : V \to P_f(X) \) is said to be Hausdorff continuous \((h\text{-continuous})\), if it is continuous from \( V \) into the metric space \( (P_f(X), h) \).

Let \( Y, Z \) be Hausdorff topological spaces and \( G : Y \to 2^Z \setminus \{\emptyset\} \). We say that \( G(\cdot) \) is upper semicontinuous \((\text{u.s.c.})\) \((\text{resp. lower semicontinuous \((\text{l.s.c.})\)}\) if for all \( U \subseteq Z \) open the set \( G^+(U) = \{y \in Y : G(y) \subseteq U\} \) \((\text{resp. } G^-(U) = \{y \in Y : G(y) \cap U \neq \emptyset\}) \) is open in \( Y \). A multifunction \( G(\cdot) \) which is both u.s.c. and l.s.c. is said to be continuous or Vietoris continuous, to emphasize that on \( 2^Z \setminus \{\emptyset\} \) we are considering the Vietoris hyperspace topology.

Finally let us introduce the two convergence concepts for functionals and operators mentioned in the introduction. Let \( \{\varphi_n, \varphi\}_{n \geq 1} \subseteq \Gamma_0(X) \). We define

\[
\text{epi } \varphi_n = \{(x, \lambda) \in X \times \mathbb{R} : \varphi_n(x) \leq \lambda\}
\]

(the epigraph of \( \varphi_n \)). We say that the \( \varphi_n \)'s converge to \( \varphi \) in the Mosco sense (denoted by \( \varphi_n \xrightarrow{M} \varphi \)) if and only if

\[
\text{w-}\lim \text{epi } \varphi_n \subseteq \text{epi } \varphi \subseteq \text{s-}\lim \text{epi } \varphi_n
\]

where \( \text{s-}\lim \text{epi } \varphi_n = \{(x, \lambda) \in X \times \mathbb{R} : (x, \lambda) = \lim (x_n, \lambda_n), (x_n, \lambda_n) \in \text{epi } \varphi_n, n \geq 1\} \) and \( \text{w-}\lim \text{epi } \varphi_n = \{(x, \lambda) \in X \times \mathbb{R} : (x, \lambda) = \text{w-}\lim (x_n, \lambda_n), (x_n, \lambda_n) \in \text{epi } \varphi_n, n_1 < n_2 < \cdots < n_k < \cdots\} \) \((\text{where } w \text{ denotes the weak topology on } X \times \mathbb{R})\). It is clear from these definitions that we always have \( \text{s-}\lim \text{epi } \varphi_n \subseteq \text{w-}\lim \text{epi } \varphi_n \). So the inclusions in the above definition of Mosco convergence, are in fact equalities. It is also easy to see that \( \varphi_n \xrightarrow{M} \varphi \) as \( n \to \infty \) if and only if the following two conditions hold for every \( x \in X \):

(i) for every \( x_n \xrightarrow{w} x \), \( \varphi(x) \leq \lim \varphi_n(x_n) \), and
(ii) there exists \( x_n \to x \) such that \( \varphi(x) = \lim \varphi_n(x_n) \).

This concept of convergence of functionals was first introduced by Mosco [23] (Definition 1.4) as the appropriate notion of variational convergence, to study the convergence properties of the solutions of a sequence of variational inequalities. Note that \( \varphi_n \xrightarrow{M} \varphi \) if and only if \( \Gamma_{\text{seq}}(X)\varphi_n = \varphi \) and \( \Gamma_{\text{seq}}(X_w)\varphi_n = \varphi \), where \( \Gamma_{\text{seq}} \) denotes the notion of sequential \( \Gamma \)-convergence and \( X_w \) denotes the Banach space equipped with the weak topology. For further details on the concepts of \( M \)- and \( \Gamma \)-convergence, we refer to the well-written monographs of Attouch [2] and Dal Maso [9].

Let \( Z \) be a reflexive Banach space and \( \{A_n\}_{n \geq 1} \) a sequence of maximal monotone operators from \( Z \) into \( 2^Z^* \). We define \( \text{Gr } A_n = \{(x, y) \in Z \times Z^* : y \in A_n(x)\} \). We say that the \( A_n \)'s \( G \)-converge to \( A \) (denoted by \( A_n \xrightarrow{G} A \)) if and only if

\[
\text{lim } \text{Gr } A_n \subseteq \text{Gr } A \subseteq \text{lim } \text{Gr } A
\]

where

\[
\text{lim } \text{Gr } A_n = \{(x, y) \in Z \times Z^* : (x, y) = \lim (x_n, y_n), (x_n, y_n) \in \text{Gr } A_n, n \geq 1\}
\]

and

\[
\text{lim } \text{Gr } A_n = \{(x, y) \in Z \times Z^* : (x, y) = \lim (x_{n_k}, y_{n_k}), (x_{n_k}, y_{n_k}) \in \text{Gr } A_{n_k}, n_1 < n_2 < \cdots < n_k < \cdots\}.
\]
As before, we always have that \( \lim \operatorname{Gr} A_n \subseteq \operatorname{limsup} \operatorname{Gr} A_n \) and so the inclusions in the definition of \( G \)-convergence are in fact equalities. For further details we refer to Attouch [2]. Recall that the subdifferential \( \partial \phi(x) \) of a function \( \phi \in \Gamma_0(Z) \) is a maximal monotone operator (see Brezis [6], p. 25).

Now let \( T = [0, b] \) and \( H \) be a separable Hilbert space. By a “strong solution” of (1), we mean a function \( x(\cdot) \in C(T, H) \) such that \( x(\cdot) \) is absolutely continuous on any closed subinterval of \( (0, b) \), \( x(t) \in \text{dom} \phi(t, \cdot, \lambda) \) a.e., and \(-\dot{x}(t) \in \partial \phi(t, x(t), \lambda) + f(t) \) a.e., \( x(0) = x_0 \) with \( f \in S^2_T(x(\cdot), \lambda) \). Recall that an absolutely continuous function \( x: (0, b) \to H \) is strongly differentiable almost everywhere (see Brezis [6], Corollary A.2, p. 145), and so in the above inclusion \( \dot{x}(\cdot) \) is the strong derivative of \( x(\cdot) \). Let \( E \) be a complete metric space (the parameter space).

The following hypothesis concerning \( \phi(t, x, \lambda) \) will be valid throughout this paper:

\( H(\phi) : \phi: T \times H \times E \to \mathbb{R} = \mathbb{R} \cup \{+\infty\} \) is an integrand such that

1. for every \( t \in T \setminus N \), \( \mu(N) = 0 \) (here \( \mu(\cdot) \) denotes the Lebesgue measure on \( T \)) and \( 0 \notin N \), and for every \( \lambda \in E \), \( \phi(t, \cdot, \lambda) \) is a proper, convex, l.s.c. function (i.e. \( \phi(t, \cdot, \lambda) \in \Gamma_0(H) \)),

2. for every positive integer \( r \), there exists a constant \( K_r > 0 \), an absolutely continuous function \( g_r: T \to \mathbb{R} \) with \( g_r \in L^1(T, \mathbb{R}) \), and a function of bounded variation \( h_r: T \to \mathbb{R} \) such that if \( t \in T \setminus N \), \( \lambda \in E \), \( x \in \text{dom} \phi(t, \cdot, \lambda) \) with \( \|x\| \leq r \) and \( s \in [t, b] \setminus N \), then we can find \( \hat{x} \in \text{dom} \phi(s, \cdot, \lambda) \) satisfying

\[
\|\hat{x} - x\| \leq |g_r(s) - g_r(t)|(\phi(t, x, \lambda) + K_r)\alpha,
\]

\[
\phi(s, \hat{x}, \lambda) \leq \phi(t, x, \lambda) + |h_r(s) - h_r(t)|(\phi(t, x, \lambda) + K_r)
\]

with \( \alpha \in [0, 1] \) and \( \beta = 2 \) if \( \alpha \in [0, \frac{1}{2}] \), or \( \beta = \frac{1}{1-\alpha} \) if \( \alpha \in [\frac{1}{2}, 1] \),

3. if \( \lambda_n \to \lambda \) in \( E \), then \( \phi(t, \cdot, \lambda_n) \to \phi(t, \cdot, \lambda) \) for all \( t \in T \setminus N \).

**Remark.** Hypotheses \( H(\phi)(1) \) and (2) are essentially due to Kenmochi [15] and Yamada [31]. Here we use a slightly generalized version introduced by Yotsutani [32]. In particular, in Kenmochi [15], \( N = \emptyset \) and \( g_r, h_r \) are both Lipschitz, while in Yamada [31], \( N = \emptyset \) and \( h_r \) is absolutely continuous. We should remark that Yamada [31] and Kenmochi [16] were the first to provide some important applications to partial differential equations of evolution equations generated by time dependent subdifferentials. Hypothesis \( H(\phi)(3) \) refers to the dependence on the parameter \( \lambda \in E \) of the functional \( \phi(t, x, \lambda) \) and is equivalent to the \( G \)-convergence of the subdifferential operator plus a normalization condition (see Attouch [2], p. 373).

### 3. Continuous dependence results

In this section we prove several continuous dependence results for problem (1) (see Section 1). Recall that by \( S(\lambda) \subseteq C(T, H) \) we denote the set of strong solutions of (1) corresponding to the parameter \( \lambda \in E \). Our first result shows that the multifunction \( \lambda \to S(\lambda) \) has a closed graph (i.e. if \( \lambda_n \to \lambda \) in \( E \), then \( \lim S(\lambda_n) = \{x \in C(T, H) : x = \lim x_n, x_n \in S(\lambda_n), n_1 < n_2 < \cdots < n_k < \cdots \} \subseteq S(\lambda) \)). For this, we will need the following hypothesis on the orientor field \( F(t, x, \lambda) : \)
\( H(F)_1 : F : T \times H \times E \to P_{wkc}(H) \) is a multifunction such that

1. \( \text{Gr} F(\cdot, \cdot, \cdot) = \{(t, x, v) \in T \times H \times H : v \in F(t, x, \lambda)\} \subseteq B(T) \times B(H) \times B(H) \), where \( B(T) \) (resp. \( B(H) \)) is the Borel \( \sigma \)-field of \( T \) (resp. of \( H \)) (graph measurability of \( F(\cdot, \cdot, \cdot) \)),
2. \( \text{Gr} F(t, \cdot, \cdot) = \{(x, \lambda, v) \in H \times E \times H : v \in F(t, x, \lambda)\} \) is sequentially closed in \( H \times E \times H_w \), where \( H_w \) denotes the Hilbert space \( H \) furnished with the weak topology,
3. \( |F(t, x, \lambda)| = \sup \{\|v\| : v \in F(t, x, \lambda)\} \leq a_B(t) + c_B(t)\|x\| \) a.e. for all \( \lambda \in B \subseteq E \) compact and with \( a_B, c_B \in L_1^2 \).

Remark. Hypothesis \( H(F)_1(1) \) is weaker than assuming that \( (t, x) \to F(t, x, \lambda) \) is measurable (see Wagner [30], Theorem 4.2), while hypothesis \( H(F)_1(2) \) is weaker than assuming that \( (x, \lambda) \to F(t, x, \lambda) \) is u.s.c. from \( H \times E \) into \( H_w \) (see DeBlasi-Myjak [11], Remark 1.4).

To guarantee that \( S(\lambda) \) is nonempty for every \( \lambda \in E \), we will need the following hypothesis:

\( H_c : \) One of the following two conditions holds:

1. for every \( t \in T \setminus \mathbb{N} \) and every \( \lambda \in E \), \( \varphi(t, \cdot, \lambda) \) is of compact type,
2. for every \( (t, \lambda) \in T \times E \) and every \( K \subseteq H \) bounded, \( F(t, K, \lambda) \) is compact in \( H \).

Remark. These are compactness type conditions, the first imposed on the functional \( \varphi(t, x, \lambda) \) and the second on the orientor field \( F(t, x, \lambda) \). Both imply that for every \( \lambda \in E \), \( S(\lambda) \) is a nonempty and compact subset of \( C(T, H) \) (see Papageorgiou [26], [27]).

Finally, our hypothesis on the initial condition is the following:

\( H_0 : \lambda \to x_0(\lambda) \) is continuous from \( E \) into \( H \), for every \( \lambda \in E \) we have \( x_0(\lambda) \in \text{dom} \varphi(0, \cdot, \lambda) \), and for every \( B \subseteq E \) compact we have \( \sup_{\lambda \in B} \varphi(0, x_0(\lambda), \lambda) < \infty \).

**Proposition 3.1.** If hypotheses \( H(\varphi), H(F)_1, H_c, \) and \( H_0 \) hold, then the multifunction \( \lambda \to S(\lambda) \) has a closed graph in \( E \times C(T, H) \) (i.e. if \( \lambda_n \to \lambda \) in \( E \), then \( \lim S(\lambda_n) \subseteq S(\lambda) \)).

**Proof.** Let \( x_n \in S(\lambda_n), \) \( n \geq 1 \), and assume that \( \lambda_n \to \lambda \) in \( E \) and \( x_n \to x \) in \( C(T, H) \). By definition we have

\[
\begin{cases}
-\dot{x}_n(t) \in \partial \varphi(t, x_n(t), \lambda_n) + f_n(t) \text{ a.e.} \\
x_n(0) = x_0(\lambda_n)
\end{cases}
\]

with \( f_n \in L^2(T, H), \) \( f_n(t) \in F(t, x_n(t), \lambda_n) \) a.e. Let \( \Phi : L^2(T, H) \times E \to \mathbb{R} = \mathbb{R} \cup \{+\infty\} \) be the integral functional defined by

\[
\Phi(x, \lambda) = \begin{cases}
\int_0^b \varphi(t, x(t), \lambda) \, dt & \text{if } \varphi(\cdot, x(\cdot), \lambda) \in L^1(T, \mathbb{R}), \\
+\infty & \text{otherwise}.
\end{cases}
\]

From Lemma 3.4 of Yotsutani [32], we know that \( t \to \varphi(t, x(t), \lambda) \) is measurable. So \( \Phi(x, \lambda) \) is well defined. Furthermore from Lemma 4.4 of Yotsutani [32], we know that if \( v \in L^2(T, H), \) \( \varphi(\cdot, v(\cdot), \lambda) \in L^1(T, \mathbb{R}), \) and
$w \in L^2(T,H)$, then $w \in \partial \Phi(v, \lambda)$ if and only if $w(t) \in \partial \varphi(t, v(t), \lambda)$ a.e. on $T$. So we have

$$[x_n, -\dot{x}_n - f_n] \in \text{Gr} \partial \Phi(\cdot, \lambda_n).$$

Next we will show that our hypothesis $H(\varphi)(3)$ implies that $\partial \Phi(\cdot, \lambda_n) \xrightarrow{G} \partial \Phi(\cdot, \lambda)$ in $L^2(T,H) \times L^2(T,H)$. Indeed note that for every $v \in L^2(T,H)$ and almost all $t \in T$, we have

$$[(I + \partial \Phi(\cdot, \lambda_n))^{-1}v](t) = (I + \partial \varphi(t, \cdot, \lambda_n))^{-1}(v(t)).$$

Furthermore from Lemma 3.3 of Yotsutani [32], we know that for all $n \geq 1$ and all $t \in T \setminus N$

$$\|(I + \partial \varphi(t, \cdot, \lambda_n))^{-1}(v(t))\| \leq 2\|v(t)\| + c$$

with $c > 0$. Thus applying the dominated convergence theorem, we have

$$(I + \partial \Phi(\cdot, \lambda_n))^{-1}v \to (I + \partial \Phi(\cdot, \lambda))^{-1}v \text{ in } L^2(T,H)$$

and this by Proposition 3.60, p. 361 of Attouch [2], implies that

$$\partial \Phi(\cdot, \lambda_n) \xrightarrow{G} \partial \Phi(\cdot, \lambda) \quad n \to \infty$$

in $L^2(T,H) \times L^2(T,H)$.

Note that $f_n(t) \in F(t, x_n(t), \lambda_n)$ a.e. and because of hypothesis $H(F)(1)(3)$ and with $B = \{\lambda_n, \lambda\}_{n \geq 1} \subseteq E$ we have $\|f_n(t)\| \leq a_B(t) + c_B(t)M_1 = \psi_n(t)$ a.e. with $M_1 > 0$ such that $\|x_n\|_{C(T,H)} \leq M_1$ for all $n \geq 1$. So by passing to a subsequence if necessary, we may assume that $f_n \rightharpoonup f$ in $L^2(T,H)$. Using Theorem 3.1 of Papageorgiou [24], we get

$$f(t) \in \text{conv} \, w^{-}\lim F(t, x_n(t), \lambda_n) \text{ a.e.}$$

Because of hypothesis $H(F)(2)$, we know that

$$\text{conv} \, w^{-}\lim F(t, x_n(t), \lambda_n) \subseteq F(t, x(t), \lambda) \text{ a.e.}$$

Also from Yotsutani [32], inequality (7.2), p. 645, and because of hypotheses $H(F)(3)$ and $H_0$, we have

$$\sup_{n \geq 1} \|\dot{x}_n\|_{L^2(T,H)} \leq M_2 < \infty.$$

So we may assume that $\dot{x}_n \rightharpoonup y$ in $L^2(T,H)$ and clearly $y = \dot{x}$. Hence we have

$$[x_n, -\dot{x}_n - f_n] \to [x, -\dot{x} - f] \quad n \to \infty$$

in $L^2(T,H) \times L^2(T,H)$ and for every $n \geq 1$, $[x_n, -\dot{x}_n - f_n] \in \text{Gr} \partial \Phi(\cdot, \lambda_n)$. Since $\partial \Phi(\cdot, \lambda_n) \xrightarrow{G} \partial \Phi(\cdot, \lambda)$, using Proposition 3.59, p. 361 of Attouch [2], we deduce that

$$[x, -\dot{x} - f] \in \text{Gr} \partial \Phi(\cdot, \lambda)$$

$$\Rightarrow -\dot{x}(t) \in \partial \varphi(t, x(t), \lambda) + f(t) \text{ a.e., } x(0) = x_0(\lambda)$$

with $f(\cdot) \in L^2(T,H)$, $f(t) \in F(t, x(t), \lambda)$ a.e. Therefore $x \in S(\lambda)$ and so we conclude that $\lambda \to S(\lambda)$ has a closed graph in $E \times C(T,H)$. □

Next we will establish the lower semicontinuity of the multifunction $\lambda \to S(\lambda)$. So our result tells us that if $\lambda_n \to \lambda$ in $E$ and $x \in S(\lambda)$, then we can
always find \( x_n \in S(\lambda_n), \ n \geq 1 \), such that \( x_n \to x \) in \( C(T, H) \). For this we will need the following hypothesis on the orientor field \( F(t, x, \lambda) \).

\[ H(F)_2 : F : T \times H \times E \to P_{wkc}(H) \] is a multifunction such that

1. \( t \to F(t, x, \lambda) \) is measurable,
2. \( h(F(t, x, \lambda), F(t, y, \lambda)) \leq k_B(t)\|x - y\| \) a.e. for all \( \lambda \in B \subseteq E \) compact and with \( k_B \in L^1 \),
3. \( |F(t, x, \lambda)| = \sup\{\|v\| : v \in F(t, x, \lambda)\} \leq a_B(t) + c_B(t)\|x\| \) a.e. for all \( \lambda \in B \subseteq E \) compact with \( a_B, c_B \in L^1 \),
4. \( \lambda \to F(t, x, \lambda) \) is l.s.c.

Remark. Hypotheses \( H(F)_2(1) \) and (2) and Theorem 3.3 of Papageorgiou [25] imply that \( (t, x) \to F(t, x, \lambda) \) is measurable.

**Proposition 3.2.** If hypotheses \( H(\varphi), H(F)_2, H_c, \text{ and } H_0 \) hold, then \( \lambda \to S(\lambda) \) is a l.s.c. multifunction from \( E \) into \( P_{k}(C(T, H)) \).

**Proof.** Since both \( E \) and \( C(T, H) \) are metric spaces, we need to show that if \( \lambda_n \to \lambda \) in \( E \), then \( S(\lambda) \subseteq \lim S(\lambda_n) = \{ x \in C(T, H) : x = \lim x_n, x_n \in S(\lambda_n), n \geq 1 \} \) (see DeBlasi-Myjak [11]). To this end let \( x(\cdot) \in S(\lambda) \). Then by definition, we have

\[-\dot{x}(t) \in \partial \varphi(t, x(t), \lambda) + f(t) \text{ a.e.}, \quad x(0) = x_0(\lambda)\]

with \( f \in L^2(T, H) \), \( f(t) \in F(t, x(t), \lambda) \) a.e.

Set

\[ v(t, \lambda_n) = \text{proj}(f(t) ; F(t, x(t), \lambda)) \]

and

\[ u(t, z, \lambda_n) = \text{proj}(v(t, \lambda) ; F(t, z, \lambda_n)) \]

(here by \( \text{proj}(; F(t, z, \lambda)) \) we denote the metric projection on the set \( F(t, z, \lambda), (t, z, \lambda) \in T \times H \times E \); it is well known that this is a single-valued, nonexpansive map). Recall that \( (t, x) \to F(t, x, \lambda_n) \) is measurable (see the remark following hypothesis \( H(F)_2 \)). So \( t \to F(t, x(t), \lambda_n) \) is measurable. Then \( \text{Gr} v(\cdot, \lambda_n) = \{(t, h) \in \text{Gr} F(\cdot, x(\cdot), \lambda_n) : \|h - f(t)\| = d(f(t), F(t, x(t), \lambda)) \} \in \mathcal{L}(T) \times B(H) \), with \( \mathcal{L}(T) \) the Lebesgue \( \sigma \)-field of \( T \). Thus \( t \to v(t, \lambda_n) \) is measurable and similarly we get that \( t \to u(t, z, \lambda_n) \) is measurable. In addition from hypothesis \( H(F)_2(2) \) and Theorem 3.33, p. 322 of Attouch [2], we have that \( z \to u(t, z, \lambda_n) \) is continuous. Then consider the following Cauchy problem:

\[ \left\{ -\dot{z}(t) \in \partial \varphi(t, z(t), \lambda_n) + u(t, z(t), \lambda_n) \text{ a.e.} \right\} \]

\[ z(0) = x_0(\lambda_n) \]

From the existence results of [26] (if \( H_c(1) \) is valid) and [27] (if \( H_c(2) \) is valid), we have that the above Cauchy problem has at least one strong solution \( x_n(\cdot) \in C(T, H) \). Clearly \( x_n(\cdot) \in S(\lambda_n), n \geq 1 \). Let \( y_n(\cdot) \) be the unique strong solution of \( -\dot{y}_n(t) \in \partial \varphi(t, y_n(t), \lambda_n) + f(t) \) a.e., \( y_n(0) = x_0(\lambda_n) \). Exploiting the monotonicity of the subdifferential operator, we have:

\[ (-\dot{x}_n(t) + \dot{y}_n(t), y_n(t) - x_n(t)) \leq (u(t, x_n(t), \lambda_n) - f(t), y_n(t) - x_n(t)) \text{ a.e.} \]

\[ \Rightarrow \frac{1}{2} \frac{d}{dt} \|x_n(t) - y_n(t)\|^2 \leq \|u(t, x_n(t), \lambda_n) - f(t)\| \cdot \|y_n(t) - x_n(t)\| \text{ a.e.} \]

\[ \Rightarrow \frac{1}{2} \|x_n(t) - y_n(t)\|^2 \leq \int_0^t \|u(s, x_n(s), \lambda_n) - f(s)\| \cdot \|y(s) - x_n(s)\| \, ds. \]
Applying Lemma A.5, p. 157 of Brezis [6], we get

$$\|y_n(t) - x_n(t)\| \leq \int_0^t \|u(s, x_n(s), \lambda_n) - f(s)\| \, ds.$$ 

Remark that

$$\|u(s, x_n(s), \lambda_n) - f(s)\| \leq \|u(s, x_n(s), \lambda_n) - u(s, \lambda_n)\| + \|u(s, \lambda_n) - f(s)\|$$

$$\leq h(F(s, x(s), \lambda_n), F(s, x_n(s), \lambda_n)) + d(f(s), F(s, x(s), \lambda_n))$$

$$\leq k_B(s)\|x(s) - x_n(s)\| + d(f(s), F(s, x(s), \lambda_n)) \text{ a.e.}$$

with $B = \{\lambda_n, \lambda\}_{n \geq 1} \subseteq E$. So we have

$$\|y_n(t) - x_n(t)\| \leq \int_0^b d(f(s), F(s, x(s), \lambda_n)) \, ds + \int_0^t k_B(s)\|x_n(s) - x(s)\| \, ds.$$

Because of hypothesis $H(F)_2(4)$, $\lambda \to d(f(s), F(s, x(s), \lambda))$ is an upper semicontinuous function and so from Fatou’s lemma and recalling that $f(s) \in F(s, x(s), \lambda)$ a.e., we have

$$\lim \int_0^b d(f(s), F(s, x(s), \lambda_n)) \, ds = 0.$$

Also from hypotheses $H(\varphi)(3)$ and $H_0$, we have that $y_n \to x$ in $C(T, H)$ (cf. Attouch [2]). Therefore given $\varepsilon > 0$, we can find $n_0(\varepsilon) \geq 1$ such that for $n \geq n_0(\varepsilon)$ we have

$$\|y_n(t) - x_n(t)\| \leq \varepsilon + \int_0^t k_B(s)\|x_n(s) - x(s)\| \, ds, \quad t \in T.$$

Invoking Gronwall’s inequality, we get that

$$\|y_n(t) - x_n(t)\| \leq \varepsilon \exp k_B \|1\| \text{ for all } n \geq n_0(\varepsilon) \text{ and all } t \in T,$$

so $x_n(\cdot) \in S(\lambda_n)$, we conclude that $\lambda \to S(\lambda)$ is l.s.c. □

Combining Propositions 3.1 and 3.2, we can state our first continuity result. We will say that $\lambda \to S(\lambda)$ is “$K$-continuous” from $E$ into $P_k(C(T, H))$, if for every sequence $\lambda_n \to \lambda$ in $E$, we have that $S(\lambda_n) \overset{K}{\to} S(\lambda)$ in $C(T, H)$, where $K$ denotes the classical Kuratowski convergence of sets; i.e. $S(\lambda) = \lim S(\lambda_n) = \{x \in C(T, H): x = \lim x_n, x_n \in S(\lambda_n), n \geq 1\} = \lim S(\lambda_n) = \{x \in C(T, H): x = \lim x_{n_k}, x_{n_k} \in S(\lambda_{n_k}), n_1 < n_2 < \cdots < n_k < \cdots\}$ (see Attouch [2], Corollary 1.35, p. 95, and Dal Maso [9], Remark 8.2, p. 88). To establish the $K$-continuity of $\lambda \to S(\lambda)$ we will need the following hypothesis on the orientor field.

$H(F)_3$: $F: T \times H \times E \to P_{wkc}(H)$ is a multifunction such that

1. $t \to F(t, x, \lambda)$ is measurable,
2. $h(F(t, x, \lambda), F(t, y, \lambda)) \leq k_B(t)\|x - y\|$ a.e. for all $\lambda \in B \subseteq E$ compact and with $k_B \in L^1$,
3. $|F(t, x, \lambda)| = \sup\{|v|: v \in F(t, x, \lambda)\} \leq a_B(t) + c_B(t)\|x\|$ a.e. for all $\lambda \in B \subseteq E$ compact and with $a_B, c_B \in L^1$,
4. $\lambda \to F(t, x, \lambda)$ is $h$-continuous.
Directly from Propositions 3.1 and 3.2, we get the following theorem.

**Theorem 3.3.** If hypotheses \( H(\phi), H(F)_3, H_c, \) and \( H_0 \) hold, then \( \lambda \to S(\lambda) \) is \( K \)-continuous from \( E \) into \( P_k(C(T, H)) \).

Next we turn our attention to the Vietoris and Hausdorff continuities of the multifunction \( \lambda \to S(\lambda) \). Both are stronger continuity concepts than \( K \)-continuity and so we have to strengthen our hypotheses to achieve them. More precisely, we will need the following stronger version of hypothesis \( H_c \):

**\( H_c^\ast \)**: One of the following two conditions holds:

1. for every \( t \in T \setminus N \), for every \( B \subseteq E \) compact, and for every \( \theta \in \mathbb{R}_+ \) we have that \( \bigcup_{\lambda \in B} \{ z \in H : \| z \|^2 + \phi(t, z, \lambda) \leq \theta \} \) is compact in \( H \) (i.e., \( \{ \phi(t, \cdot, \lambda) \}_{\lambda \in B} \) is uniformly of compact type),

2. for every \( t \in T \setminus N \), every \( B \subseteq E \) compact, and every \( K \subseteq H \) bounded, \( \bigcup_{\lambda \in B} F(t, K, \lambda) \) is compact in \( H \) (i.e., \( \{ F(t, \cdot, \lambda) \}_{\lambda \in B} \) is a collectively compact family of multifunctions).

We will need the following simple lemma.

**Lemma 3.4.** If \( X \) is a Banach space, \( \{ x_n^\ast, x^\ast \}_{n \geq 1} \subseteq X^\ast \), and \( x_n^\ast \rightharpoonup^\ast x^\ast \), then \( (x_n^\ast, u) \to (x^\ast, u) \) uniformly for all \( u \in K \subseteq X \) compact.

**Remark.** In the above lemma, \( \rightharpoonup^\ast \) denotes convergence in the \( w^\ast \)-topology and \( (\cdot, \cdot) \) denotes the duality brackets for the pair \( (X, X^\ast) \).

**Proof.** Let \( M > 0 \) be such that \( \| x_n^\ast \|, \| x^\ast \| \leq M \). Since \( K \) is compact, it is totally bounded. So given \( \varepsilon > 0 \), we can find \( \{ u_1, \ldots, u_N \} \subseteq K \) such that \( K \subseteq \bigcup_{k=1}^N \hat{B}(u_k, \frac{\varepsilon}{3M}) \), where \( \hat{B}(u_k, \frac{\varepsilon}{3M}) = \{ v \in X : \| v - u_k \| < \frac{\varepsilon}{3M} \} \). Note that for every \( k \in \{1, 2, \ldots, N\} \), \( x_n^\ast, u_k \to (x^\ast, u_k) \) as \( n \to \infty \). So we can find \( n_{0k} \geq 1 \) such that for all \( n \geq n_{0k} \) we have \( \| x^\ast - u_k \| < \frac{\varepsilon}{3} \). Let \( \tilde{n}_0 = \max\{ n_{0k} \}_{k=1}^N \). Let \( u \in K \) and let \( k \in \{1, \ldots, N\} \) be such that \( u \in \hat{B}(u_k, \frac{\varepsilon}{3M}) \). We have for \( n \geq \tilde{n}_0 \)

\[
\begin{align*}
| (x_n^\ast, u) - (x^\ast, u) | &\leq | (x_n^\ast, u) - (x^\ast, u_k) | \\
&\quad + | (x^\ast, u_k) - (x^\ast, u) | \\
&< \frac{\varepsilon}{3M} + \frac{\varepsilon}{3} + \frac{\varepsilon}{3M} \\
&= \varepsilon
\end{align*}
\]

\( \Rightarrow (x_n^\ast, u) \to (x^\ast, u) \) uniformly for \( u \in K \). \( \Box \)

Now we can prove the following continuous dependence result:

**Theorem 3.5.** If hypotheses \( H(\phi), H(F), H_c^\ast, \) and \( H_0 \) hold, then the multifunction \( \lambda \to S(\lambda) \) is Vietoris continuous from \( E \) into \( P_k(C(T, H)) \).

**Proof.** First we will show that if \( B \subseteq E \) is compact, then there exists \( \Lambda_B \in P_k(C(T, H)) \) such that \( S(\lambda) \subseteq \Lambda_B \) for all \( \lambda \in B \).

**Case (i):** Assume that condition \( H_c^\ast(1) \) holds.

Let \( \lambda \in B \), \( x(\cdot) \in S(\lambda) \), and let \( y_\lambda(\cdot) \in C(T, H) \) be the unique strong solution of

\[-\dot{y}_\lambda(t) \in \partial \phi(t, y_\lambda(t), \lambda) \text{ a.e., } y_\lambda(0) = x_0(\lambda).\]

The existence (and of course uniqueness) of \( y_\lambda(\cdot) \in C(T, H) \) follows from the results of Kenmochi [16] and Yotsutani [32]. As before, exploiting the
monotonicity of the subdifferential operator and using Lemma A.5, p. 157 of Brezis [6], we get
\[\|x(t) - y_\lambda(t)\| \leq \int_0^t \|f(s)\| \, ds\]
where \( f \in L^2(T, H), f(t) \in F(t, x(t), \lambda) \) a.e., and \(-\dot{x}(t) \in \partial \varphi(t, x(t), \lambda) + f(t)\) a.e., \( x(0) = x_0(\lambda) \) (recall that \( x(\cdot) \in S(\lambda) \)). Then we have
\[\|x(t)\| \leq \|y_\lambda\|_{C(T, H)} + \int_0^1 \|f(s)\| \, ds \leq \|y_\lambda\|_{C(T, H)} + \int_0^1 (a_B(s) + c_B(s)\|x(s)\|) \, ds.\]

Because of hypotheses \( H^1_\lambda(1) \) and \( H_0 \) and the a priori bounds of Yotsutani [32], p. 645, we have that \( \sup_{\lambda \in \Lambda} \|y_\lambda\|_{C(T, H)} = M'_B < \infty \). So from Gronwall’s inequality, we deduce that there exists \( M_{1B} > 0 \) such that \( \|x(t)\| \leq M_{1B} \) for all \( t \in T \) and all \( x(\cdot) \in S(\lambda), \lambda \in B \). Thus without any loss of generality we may assume that \( |F(t, x, \lambda)| = \sup\{|v| : v \in F(t, x, \lambda)\} \leq a_B(t) + c_B(t)M_{1B} = \psi_B(t) \) a.e., with \( \psi_B(\cdot) \in L^1_+ \) (otherwise we can always replace \( F(t, x, \lambda) \) by \( F(t, r_{M_{1B}}(x), \lambda) \), where \( r_{M_{1B}} : H \to H \) is the \( M_{1B} \)-radial retraction). Let \( V_B = \{u \in L^2(T, H) : \|u(t)\| \leq \psi_B(t) \) a.e.\} and set
\[\Lambda_B = p(V_B, B)\]
where \( p : L^2(T, H) \times E \to C(T, H) \) is the map which to each \( f \in V_B \) and each \( z_0 \in x_0(B) = \bigcup_{\lambda \in B} x_0(\lambda) \in P_k(H) \) (cf. hypothesis \( H_0 \)), assigns the unique solution of the Cauchy problem \(-\dot{x}(t) \in \partial \varphi(t, x(t), \lambda) + f(t)\) a.e., \( x(0) = z_0 = x_0(\lambda) \). Our claim is that \( \Lambda_B \) is compact in \( C(T, H) \). To show this, let \( x(\cdot) \in \Lambda_B \) and \( 0 \leq t \leq t' \leq b \). We have:
\[\|x(t') - x(t)\| \leq \int_t^{t'} \|\dot{x}(s)\| \, ds \leq \left( \int_0^b \|\dot{x}(s)\|^2 \, ds \right)^{1/2} \left( \int_0^b \|\dot{x}(s)\|^2 \, ds \right)^{1/2}.
\]
From inequality (7.2), p. 645 of Yotsutani [32], we know that there exists \( M_{2B} > 0 \) such that
\[\|\dot{x}(\cdot)\|_{L^2(T, H)} \leq M_{2B}\]
for all \( x \in \Lambda_B \). So we have
\[\|x(t') - x(t)\| \leq (t' - t)^{1/2}M_{2B}\]
\(\Rightarrow \Lambda_B \) is an equicontinuous subset of \( C(T, H) \).

Next let \( \Lambda_B(t) = \{x(t) : x(\cdot) \in \Lambda_B\}, t \in T \). From hypothesis \( H_0 \) and inequality (7.9), p. 645 of Yotsutani [32], we know that there exists \( M_{3B} > 0 \) such that
\[\varphi(t, x(t), \lambda) \leq M_{3B}\]
for all \( x(\cdot) \in \Lambda_B \). Hence using hypothesis \( H^1_\lambda(1) \), we have
\[\Lambda_B(t) \subseteq \bigcup_{\lambda \in B} \{y \in H : \|y\|^2 + \varphi(t, y, \lambda) \leq M^2_{1B} + M_{3B} = M_{4B}\} \in P_k(H).
\]
So from the Arzela-Ascoli theorem, we deduce that \( \Lambda_B \) is relatively compact in \( C(T, H) \). We can easily check that \( \Lambda_B \) is in fact closed in \( C(T, H) \). Hence \( \Lambda_B \) is compact in \( C(T, H) \). Finally note that for every \( \lambda \in B, S(\lambda) \subseteq \Lambda_B \).
Case (ii): Assume that $H_2^2(2)$ is valid.

Again by the same a priori estimation as in case (i) above, we get $M_{1B} > 0$ such that $\|x(t)\| \leq M_{1B}$ for all $t \in T$ and all $x(\cdot) \in S(\lambda), \lambda \in B$. Let $C_B = \{h \in H: \|h\| \leq M_{1B}\}$ and define

$$W_B(t) = \overline{\text{conv}} F(t, C_B, B).$$

Because of hypothesis $H_1^2(2)$, we know that for all $t \in T$, $W_B(t) \in P_{kc}(H)$. Also because of hypotheses $H(F)_3(2)$ and (4), if $\{y_n\}_{n \geq 1}$ is dense in $C_B$ and $\{\lambda_m\}_{m \geq 1}$ is dense in $B$, then

$$W_B(t) = \overline{\text{conv}} \bigcup_{n \geq 1} F(t, y_n, \lambda_m) \Rightarrow t \rightarrow W_B(t)$$

is measurable and furthermore $|W_B(t)| = \sup \{|v|: v \in W_B(t)\} \leq \psi_B(t)$ a.e. with $\psi_B(\cdot) \in L^2_+$ as in case (i). So if we set

$$S_B = \{u \in L^2(T, H): u(t) \in W_B(t) \text{ a.e.}\}$$

then we have that $S_B \in P_{wkc}(L^2(T, H))$. Let

$$\Lambda_B = p(S_B, B)$$

where $p: L^2(T, H) \times E \rightarrow C(T, H)$ is the solution map as in case (i). We claim that $\Lambda_B$ is compact in $C(T, H)$. As before (cf. case (i)), we can check that $\Lambda_B$ is equicontinuous. Also let $\{x_n\}_{n \geq 1} \subseteq \Lambda_B$. We have

$$x_n = p(f_n, \lambda_n), \quad x_n(0) = x_0(\lambda_n)$$

with $f_n \in S_B, \lambda_n \in B$. By passing to a subsequence if necessary, we may assume that $f_n \xrightarrow{w^*} f$ in $L^2(T, H)$ with $f \in S_B$ and $\lambda_n \rightarrow \lambda \in B$ in $E$. Set $x = p(f, \lambda) \in \Lambda_B$ with $x(0) = x_0(\lambda)$. Since $\Lambda_B$ is equicontinuous, a fortiori is weakly equicontinuous and so $\{z_n(\cdot) = x_n(\cdot) - x(\cdot)\}_{n \geq 1}$ is weakly equicontinuous in $C(T, H)$. From the a priori estimates we have that for all $n \geq 1$ and all $t \in T$

$$\|z_n(t)\| \leq M_{5B} < \infty$$

$$\Rightarrow z_n(t) \in \tilde{C}_B = \{y \in H: \|y\| \leq M_{5B}\}$$

for all $n \geq 1$ and all $t \in T$.

Since $\tilde{C}_B$ is weakly compact in $H$, from the Arzela-Ascoli theorem we deduce that $\{z_n\}_{n \geq 1}$ is relatively compact in $C(T, \tilde{C}_B^w)$, where $\tilde{C}_B^w$ denotes the set $\tilde{C}_B$ furnished with the relative weak topology of $H$. Recall that $\tilde{C}_B^w$ is metrizable (see Dunford-Schwartz [12], Theorem 3, p. 434). So from Theorem 8.2 (3), pp. 269–270 of Dugundji [13], we have that $\{z_n\}_{n \geq 1} \subseteq C(T, H_w)$ is relatively sequentially compact in $C(T, H_w)$ ($H_w$ being the Hilbert space $H$ equipped with the weak topology) and so we may assume that $z_n \rightarrow z$ in $C(T, H_w)$. Note that if $y_n = p(f, \lambda_n)$ and since $x_n = p(f_n, \lambda_n)$ and $x = p(f, \lambda)$, we have

$$\|x_n(t) - y_n(t)\|^2 \leq 2 \int_0^t (f_n(s) - f(s), x_n(s) - y_n(s)) \, ds$$

$$= 2 \int_0^t (f_n(s) - f(s), x_n(s) - x(s) - z(s)) \, ds$$

$$+ 2 \int_0^t (f_n(s) - f(s), x(s) + z(s) - y_n(s)) \, ds.$$
Since \( z(\cdot) \in C(T, H_w) \Rightarrow z(\cdot) \in L^\infty(T, H) \subseteq L^2(T, H) \) and so
\[
\int_0^T \left( f_n(s) - f(s), x(s) + z(s) - y_n(s) \right) ds \to 0 \quad \text{as} \ n \to \infty.
\]
Also we have \( f_n(s) - f(s) \in W_B(s) - W_B(s) = U_B(s) \in P_{kc}(H) \) and so from Lemma 3.4 we have that \( \int_0^T \left( f_n(s) - f(s), z_n(s) - z(s) \right) ds \to 0 \) as \( n \to \infty \).
Recall that because of hypothesis \( H(\phi)(3) \) we have \( y_n \to x \) in \( C(T, H) \).
Thus in the limit as \( n \to \infty \), we get
\[
\| x_n(t) - x(t) \| \to 0 \quad \text{as} \ n \to \infty \quad \text{for all} \ t \in T
\]
\[
\Rightarrow \{ x_n(t) \}_{n \geq 1} \in P_k(H) \quad \text{for all} \ t \in T.
\]
Since \( \Lambda_B \) is equicontinuous, from the Arzela-Ascoli theorem we conclude that \( \{ x_n(\cdot) \}_{n \geq 1} \) is relatively compact in \( C(T, H) \) and so \( x_n \to x \) in \( C(T, H) \),
\( x \in \Lambda_B \). Therefore \( \Lambda_B \) is compact in \( C(T, H) \) and note that \( S(\lambda) \subseteq \Lambda_B \) for all \( \lambda \in B \).
Then from Proposition 3.1 and Remark 1.6 of DeBlasi-Myjak [11], we have that \( \lambda \to S(\lambda) \) is u.s.c. from \( E \) into \( P_k(C(T, H)) \). On the other hand from Proposition 3.2 we know that \( \lambda \to S(\lambda) \) is l.s.c. from \( E \) into \( P_k(C(T, H)) \). So we conclude that \( \lambda \to S(\lambda) \) is Vietoris continuous from \( E \) into \( P_k(C(T, H)) \).
\[\square\]

On \( P_k(C(T, H)) \) the Vietoris and Hausdorff metric hyperspace topologies coincide (see Klein-Thompson [17], Corollary 4.2.3, p. 41). So from Theorem 3.5 we immediately get the following result:

**Theorem 3.6.** If hypotheses \( H(\phi), H(\mathcal{F}), H_c^1, \) and \( H_0 \) hold, then the multifunction \( \lambda \to S(\lambda) \) is h-continuous from \( E \) into \( P_k(C(T, H)) \).

### 4. Sensitivity analysis of optimal control problems

In this section, we will use the continuous dependence results of Section 3 to conduct a sensitivity analysis for a class of nonlinear, infinite dimensional optimal control problems. Such a sensitivity analysis (often called in the literature “variational analysis”) is important because it generates useful information about the tolerances that are permitted in the specification of mathematical models, it suggests ways to analyze parametric problems and establish various kinds of continuous dependence results, it is helpful in problems of identification of parameters, and it can also lead to robust computational schemes for the numerical treatment of the problem.

So let \( Y \) be a separable reflexive Banach space, modeling the control space. The problem under consideration is the following:

\[
J(x, u, \lambda) = \int_0^T L(t, x(t), u(t), \lambda) dt \to \inf \{ m(\lambda) \}
\]
\[
\text{s.t.} \quad -\dot{x}(t) \in \partial \phi(t, x(t), \lambda) + g(t, x(t), \lambda) + B(t, \lambda)u(t) \quad \text{a.e.}
\]
\[
x(0) = x_0(\lambda)
\]
\[
u(t) \in U(t, \lambda) \quad \text{a.e.}
\]

Let \( P(\lambda) = \{ [x, u] \in C(T, H) \times L^2(T, Y) : [x, u] \text{ is an optimal pair for (2)] \) and those of the multifunction \( \lambda \to P(\lambda) \).
We will need the following hypotheses on the data:

\( H(g) : g : T \times H \times E \to H \) is a map such that

1. \( t \to g(t, x, \lambda) \) is measurable,
2. \( \|g(t, x, \lambda) - g(t, y, \lambda)\| \leq k_B(t)\|x - y\| \) a.e. for all \( \lambda \in B \subseteq E \) compact with \( k_B(\cdot) \in L_+^1 \),
3. \( \|g(t, x, \lambda)\| \leq a_B^1(t) + c_B^1(t)\|x\| \) a.e. for all \( \lambda \in B \subseteq E \) compact and with \( a_B^1, c_B^1 \in L_+^2 \),
4. \( \lambda \to g(t, x, \lambda) \) is continuous.

\( H(B) : B : T \times E \to \mathcal{L}(Y, H) \) is a map such that

1. for all \( \lambda \in E \), \( B(\cdot, \lambda) \in L^\infty(T, \mathcal{L}(Y, H)) \) and for all \( B \subseteq E \) compact
   \( \sup_{\lambda \in B} \|B(\cdot, \lambda)\|_{L^\infty(T, \mathcal{L}(Y, H))} = M_B < \infty \),
2. \( \lambda \to B(t, \lambda)u \) and \( \lambda \to B(t, \lambda)h \) are both continuous for every \( (u, h) \in Y \times H \).

\( H(U) : U : T \times E \to \mathcal{P}w_{kc}(Y) \) is a multifunction such that

1. \( t \to U(t, \lambda) \) is measurable,
2. \( \lambda \to U(t, \lambda) \) is \( h \)-continuous,
3. \( \|U(t, \lambda)\| = \sup\{\|u\|_Y : u \in U(t, \lambda)\} \leq a_B^2(t) \) a.e. for all \( \lambda \in B \subseteq E \) compact and with \( a_B^2(\cdot) \in L_+^2 \).

\( H(L) : L : T \times H \times Y \times E \to \mathbb{R} \) is an integrand such that

1. \( t \to L(t, x, u, \lambda) \) is measurable,
2. \( (x, u, \lambda) \to L(t, x, u, \lambda) \) is continuous,
3. \( u \to L(t, x, u, \lambda) \) is convex,
4. \( r(t) - M_B(\|x\| + \|u\|_Y) \leq L(t, x, u, \lambda) \) a.e. for all \( \lambda \in B \subseteq E \) compact with \( r(\cdot) \in L_+^1 \) and \( M_B > 0 \) and furthermore if \( x_n \to x \) in \( L^2(T, H) \), \( u_n \to u \) in \( L^2(T, Y) \) and \( \lambda_n \to \lambda \) in \( E \), then \( \{L(\cdot, x_n(\cdot), u_n(\cdot), \lambda_n)\}_{n \geq 1} \) is uniformly integrable.

Finally hypothesis \( H^c_1 \) takes the following form:

\( H^c_2 : \) One of the following two conditions holds:

1. the same as \( H^c_1 \),
2. for every \( t \in T \), every \( B \subseteq E \) compact, and every \( K \subseteq H \) bounded, we have \( \bigcup_{\lambda \in B} g(t, K, \lambda) \) and \( \bigcup_{\lambda \in B} B(t, \lambda)U(t, \lambda) \) are both compact in \( H \); i.e. the families \( \{g(t, \cdot, \lambda)\}_{\lambda \in B} \) and \( \{B(t, \lambda)(\cdot)\}_{\lambda \in B} \) are collectively compact.

With these hypotheses we can prove the following result concerning the value function \( \lambda \to m(\lambda) \) of problem (2).

**Theorem 4.1.** If hypotheses \( H(\varphi), H(g), H(B), H(U), H(L), H^c_2 \), and \( H_0 \) hold, then \( \lambda \to m(\lambda) \) is continuous from \( E \) into \( \mathbb{R} \).

**Proof.** First we will show that the dynamics of (2) can be expressed by an equivalent evolution inclusion of the form (1) (see Section 1) (deparametrized or control-free dynamics). Indeed let \( F : T \times H \times E \to P_{wkc}(H) \) be defined by

\[ F(t, x, \lambda) = g(t, x, \lambda) + B(t, \lambda)U(t, \lambda). \]
Fix $(x, \lambda) \in H \times E$ and let $u_n: T \to Y$, $n \geq 1$, be measurable functions such that $U(t, \lambda) = \{u_n(t)\}_{n \geq 1}$. The existence of such a sequence follows from hypothesis $H(U)(1)$ and Theorem 4.2 of Wagner [30]. Then $F(t, x, \lambda) = \{g(t, x, \lambda) + B(t, \lambda)u_n(t)\}_{n \geq 1}$, which implies that $t \to F(t, x, \lambda)$ is a measurable multifunction.

Also note that for all $\lambda \in B \subseteq E$ compact, we have
\[ h(F(t, x, \lambda), F(t, y, \lambda)) \leq \|g(t, x, \lambda) - g(t, y, \lambda)\| \leq k_B(t)\|x - y\| \text{ a.e.} \]
(cf. hypothesis $H(g)(2)$). Furthermore using hypotheses $H(g)(3)$, $H(B)(1)$, and $H(U)(3)$ we get for all $\lambda \in B \subseteq E$ compact:
\[ F(t, x, \lambda) = \sup\{\|v\| : v \in F(t, x, \lambda)\} \leq a_B(t) + c_B(t)\|x\| \text{ a.e.} \]
(1)
\[ F(t, x, \lambda) = \sup\{\|v\| : v \in F(t, x, \lambda)\} \leq a_B(t) + c_B(t)\|x\| \text{ a.e.} \]
(2)

with $a_B(\cdot) = a_B^1(\cdot) + a_B^2(\cdot) \in L^+_w$ and $c_B(\cdot) = c_B^1(\cdot) + c_B^2(\cdot) \in L^2$. Finally if $\lambda_n \to \lambda$ in $E$, then using hypotheses $H(g)(4)$ and $H(U)(2)$, we get
\[ h(F(t, x, \lambda_n), F(t, x, \lambda)) \leq \|g(t, x, \lambda_n) - g(t, x, \lambda)\| + M_B h(U(t, \lambda_n), U(t, \lambda)) \to 0 \text{ as } n \to \infty \]
$\Rightarrow \lambda \to F(t, x, \lambda)$ is h-continuous.

Hence $F(t, x, \lambda)$ satisfies hypothesis $H(F)_3$. A straightforward application of Aumann’s selection theorem (see Wagner [30], Theorem 5.10), reveals that the dynamics of problem (2) are equivalent to the following subdifferential evolution inclusion:
\[ \begin{align*}
-\dot{x}(t) &\in \partial \varphi(t, x(t), \lambda) + F(t, x(t), \lambda) \text{ a.e.} \\
x(0) &\equiv x_0(\lambda)
\end{align*} \]

We know (see Section 3), that for every $\lambda \in E$ the solution set of the above inclusion is compact in $C(T, H)$. So if $R(\lambda) = \{[x, u] \in C(T, H) \times L^2(T, Y) : [x, u] \text{ is a state-control pair satisfying the constraints of problem (2)}\}$ (i.e. $R(\lambda) \subseteq C(T, H) \times L^2(T, Y)$ is the set of admissible states and controls), then we easily see that $R(\lambda)$ is compact in $C(T, H) \times L^2(T, Y)$, with $L^2(T, Y)_w$ the Lebesgue-Bochner space $L^2(T, Y)$ equipped with the weak topology. Also from hypothesis $H(L)$ and Theorem 2.1 of Balder [4], we have that $(x, u) \to J(x, u, \lambda)$ is l.s.c. from $L^1(T, H) \times L^1(T, Y)_w$ into $\mathbb{R}$. Therefore we get that for every $\lambda \in E$, the corresponding optimal control problem (2) has a solution; i.e. there exists an admissible state-control pair $[x, u] \in R(\lambda)$ such that $J(x, u, \lambda) = m(\lambda)$ (so $[x, u] \in P(\lambda)$).

Next, let $\lambda_n \to \lambda$ and let $[x_n, u_n] \in R(\lambda_n)$ such that $J(x_n, u_n, \lambda_n) = m(\lambda_n)$, $n \geq 1$.

From the proof of Theorem 3.5 and hypothesis $H(U)$, we know that by passing to a subsequence if necessary, we may assume that $x_n \to x$ in $C(T, H)$, $\dot{x}_n \overset{w}{\to} \dot{x}$ in $L^2(T, H)$, and $u_n \overset{w}{\to} u$ in $L^2(T, Y)$. Let $\hat{g}: L^2(T, H) \times E \to L^2(T, H)$ and $\tilde{B}: E \to L^\infty(T, L^2(Y, H))$ be the Nemitsky (superposition) operators corresponding to the functions $g(\cdot, x(\cdot), \lambda)$ and $B(\cdot, \lambda)$; i.e. $\hat{g}(x, \lambda)(\cdot) = g(\cdot, x(\cdot), \lambda)$ and $\tilde{B}(\lambda)(\cdot) = B(\cdot, \lambda)$. Then from hypotheses $H(g)$ and $H(B)$, we have that $\hat{g}(x_n, \lambda_n) \to \hat{g}(x, \lambda)$ in $L^2(T, H)$ and $\tilde{B}(\lambda_n)u_n \overset{w}{\to} \tilde{B}(\lambda)u$ in $L^2(T, H)$. Note that
\[ [x_n, -\dot{x}_n - \hat{g}(x_n, \lambda_n) - \tilde{B}(\lambda_n)u_n] \in \text{Gr} \partial \Phi(\cdot, \lambda_n) \]
and as in the proof of Proposition 3.1, passing to the limit as \( n \to \infty \), and using hypothesis \( H(\phi) \), we get

\[
[x, -\dot{x} - \dot{g}(x, \lambda) - \hat{B}(\lambda)u] \in \text{Gr} \partial \Phi(\cdot, \lambda)
\]

\[
\Rightarrow -\dot{x}(t) \in \partial \phi(t, x(t), \lambda) + g(t, x(t), \lambda) + B(t, \lambda)u(t) \text{ a.e.},
\]

\[
x(0) = x_0(\lambda).
\]

Also note that for every \( q \in L^2(T, Y^*) = L^2(T, Y)^* \), we have

\[
\langle u_n, q \rangle = \int_0^b (u_n(t), q(t))_{Y, \gamma} dt \leq \int_0^b \sigma(q(t), U(t, \lambda_n)) dt
\]

where \( \sigma(q(t), U(t, \lambda_n)) = \sup \{ (q(t), u)_{Y^*, \gamma} : u \in U(t, \lambda_n) \} \) (the support function of \( U(t, \lambda_n) \)). From hypothesis \( H(U)(2) \), we know that \( \sigma(q(t), U(t, \lambda_n)) \to \sigma(q(t), U(t, \lambda)) \). So through the dominated convergence theorem, in the limit we get

\[
\langle u, q \rangle = \int_0^b (u(t), q(t))_{Y, \gamma} dt \leq \int_0^b \sigma(q(t), U(t, \lambda)) dt \text{ for all } q \in L^2(T, Y^*)
\]

\[
\Rightarrow u(t) \in U(t, \lambda) \text{ a.e.}
\]

Thus finally we have \([x, u] \in R(\lambda)\). Applying Theorem 2.1 of Balder [4], we get

\[
J(x, u, \lambda) \leq \lim J(x_n, u_n, \lambda_n) = \lim m(\lambda_n)
\]

\[
\Rightarrow m(\lambda) \leq \lim m(\lambda_n).
\]

Next let \([x, u] \in R(\lambda)\) such that \( J(x, u, \lambda) = m(\lambda) \). Then because of hypothesis \( H^2 \), we can apply Proposition 3.2 and find admissible states \( x_n(\cdot) \in C(T, H) \), \( n \geq 1 \), corresponding to the parameter \( \lambda_n \in E \) such that \( x_n \to x \) in \( C(T, H) \). Also because of hypothesis \( H(U) \) and Theorem 4.5 of [24], we know that we can find control functions \( u_n \in S^2_{U(\cdot, \lambda_n)} \) such that \( u_n \overset{\text{a.e.}}{\to} u \) in \( L^2(T, Y) \). Let \( z_n = p(\hat{g}(x_n, \lambda_n) + \hat{B}(\lambda_n)u, \lambda_n) \) where as before \( p : L^2(T, H) \times E \to C(T, H) \) is the solution map. Since \( \hat{g}(x_n, \lambda_n) + \hat{B}(\lambda_n)u \to \hat{g}(x, \lambda) + \hat{B}(\lambda)u \) in \( L^2(T, H) \) and \( p(\cdot, \cdot) \) is continuous, we have that

\[
z_n \to p(\hat{g}(x, \lambda) + \hat{B}(\lambda)u, \lambda) = x \text{ in } C(T, H).
\]

Let \( y_n \in C(T, H) \) be the unique admissible state of problem (2) generated by \( u_n(\cdot) \) and corresponding to the parameter \( \lambda_n \in E \); i.e. \([y_n, u_n] \in R(\lambda_n), n \geq 1 \). From the proof of Theorem 3.5 we know that \( \{y_n(\cdot)\} \in \Lambda_B \subseteq P_k(C(T, H)) \) with \( B = \{\lambda_n, \lambda\}_{n \geq 1} \). So by passing to a subsequence if necessary, we may assume that \( y_n \to y \) in \( C(T, H) \). Also exploiting the monotonicity of the subdifferential operator, we have

\[
\|y_n(t) - z_n(t)\| \leq \int_0^t \|g(s, y_n(s), \lambda_n) - g(s, x_n(s), \lambda_n)\| \, ds
\]

\[
+ \int_0^t \|B(s, \lambda_n)(u_n(s) - u(s))\| \, ds
\]

\[
\leq \int_0^t k_B(s)\|y_n(s) - x_n(s)\| \, ds + \int_0^t M_B\|u_n(s) - u(s)\| \, ds.
\]
Passing to the limit as \( n \to \infty \), we get
\[
\|y(t) - x(t)\| \leq \int_0^t k_B(s)\|y(s) - x(s)\| \, ds \quad \text{for all } t \in T
\]
\[
\Rightarrow x = y.
\]

Then from hypothesis \( H(L)(4) \) and the extended dominated convergence theorem, we have that
\[
J(y_n, u_n, \lambda_n) \to J(x, u, \lambda) = m(\lambda) \Rightarrow \lim m(\lambda_n) \leq m(\lambda).
\]

From inequalities (3) and (4) above we get that
\[m(\lambda_n) \to m(\lambda) \Rightarrow \lambda \to m(\lambda) \text{ is continuous.} \quad \Box\]

Using this continuity result, we can prove the following property of the optimal pairs multifunction \( \lambda \to P(\lambda) \).

**Theorem 4.2.** If hypotheses \( H(\varphi), H(g), H(B), H(U), H(L), H^2, \) and \( H_0 \) hold, then the multifunction \( \lambda \to P(\lambda) \) is u.s.c. from \( E \) into
\[
P_k(C(T, H) \times L^2(T, Y)_w).
\]

**Proof.** Note that for every \( B \subseteq E \) compact
\[
\bigcup_{\lambda \in B} S^2_{U(\cdot, \cdot, \lambda)} \subseteq V = \{ u \in L^2(T, H) : \|u\|_{L^2(T, Y)_w} \leq \|a^2_B\|_2 \}
\]
and the latter equipped with the relative weak- \( L^2(T, Y)_w \) topology is compact metrizable. Hence since for every \( B \subseteq E \) compact, \( P(B) \subseteq \Lambda_B \times V \) for some \( \Lambda_B \in P_k(C(T, H)) \) (cf. the proof of Theorem 3.5), to establish the desired upper semicontinuity of \( P(\cdot) \), it is enough to show that if \( \lambda_n \to \lambda \) in \( E \), \( [x_n, u_n] \to [x, u], C(T, H) \times L^2(T, Y)_w \), and \( [x_n, u_n] \in P(\lambda_n), \ n \geq 1 \), then \( [x, u] \in P(\lambda) \) (see DeBlasi-Myjak [11], Remark 1.6). But by hypothesis
\[
J(x_n, u_n, \lambda_n) = m(\lambda_n), \quad n \geq 1.
\]

Also from Theorem 2.1 of Balder [4], we know that
\[
J(x, u, \lambda) \leq \lim J(x_n, u_n, \lambda_n)
\]
while from Theorem 4.1 we have that \( m(\lambda_n) \to m(\lambda) \). Since \( [x, u] \in R(\lambda) \) (see the proof of Theorem 4.1), we conclude that \( J(x, u, \lambda) = m(\lambda) \); i.e. \( [x, u] \in P(\lambda) \). \( \Box \)

In fact our general framework of subdifferential evolution inclusions allows us to treat a class of nonlinear infinite dimensional optimal control problems with a priori feedback (state dependent control constraints). More precisely we consider the following problem:
\[
\begin{cases}
\eta(x, \lambda) \to \inf = m(\lambda) \\
\text{s.t.} \quad -\dot{x}(t) \in \partial \varphi(t, x(t), \lambda) + g(t, x(t), \lambda) + B(t, \lambda)u(t) \quad \text{a.e.} \\
x(0) = x_0(\lambda) \\
u(t) \in U(t, x(t), \lambda) \quad \text{a.e.}
\end{cases}
\]

We will need the following hypotheses on the multifunction \( U(t, x, \lambda) \) and the cost criterion \( \eta(x, \lambda) \).
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$H(U)_1 : U : T \times H \times E \rightarrow P_{wkc}(Y)$ is a multifunction such that

1. $t \rightarrow U(t, x, \lambda)$ is measurable,
2. $h(U(t, x, \lambda), U(t, y, \lambda)) \leq k_B^p(t)\|x - y\|$ a.e. for all $\lambda \in B \subseteq E$ compact and with $k_B^p(\cdot) \in L^1$.
3. $\|U(t, x, \lambda)\| = \sup\{\|u\| : u \in U(t, x, \lambda)\} \leq a^2_B(t) + c^2_B(t)\|x\|$ a.e. for all $\lambda \in B \subseteq E$ compact and with $a^2_B, c^2_B \in L^1$, 
4. $\lambda \rightarrow U(t, x, \lambda)$ is $h$-continuous.

$H(\eta)_1 : \eta : C(T, H) \times E \rightarrow R$ is a continuous map.

Then we have the following sensitivity result for problem (5):

**Theorem 4.3.** If hypotheses $H(\phi), H(g), H(B), H(U)_1, H(\eta), H_2$, and $H_0$ hold, then $\lambda \rightarrow m(\lambda)$ is continuous from $E$ into $R$ and $\lambda \rightarrow P(\lambda)$ is u.s.c. from $E$ into $P_k(C(T, H) \times L^2(T, Y)_w)$.

**Proof.** As in the proof of Theorem 4.1, we can check that $t \rightarrow F(t, x, \lambda)$ is measurable, $|F(t, x, \lambda)| = \sup\{\|u\| : u \in F(t, x, \lambda)\} \leq a_B(t) + c_B(t)\|x\|$ a.e. for all $\lambda \in B \subseteq E$, with $a_B, c_B \in L^1$ and $\lambda \rightarrow F(t, x, \lambda)$ is $h$-continuous.

Also note that for all $\lambda \in B \subseteq E$ compact, we have

$h(F(t, x, \lambda), F(t, y, \lambda)) \leq \|g(t, x, \lambda) - g(t, y, \lambda)\| + M_Bh(U(t, x, \lambda), U(t, y, \lambda))$

$\leq k_B(t)\|x - y\| + M_Bk(\cdot)\|x - y\| = k_B(t)\|x - y\|$ a.e. with $k_B(\cdot) = k_B(\cdot) + M_Bk(\cdot) \in L^1$.

So we have satisfied hypothesis $H(F)_3$. Then through Aumann’s selection theorem (see Wagner [30], Theorem 5.10), we can check that problem (5) is equivalent to the following deparametrized (control-free) system:

\[
\eta(x, \lambda) \rightarrow \inf = m(\lambda) \\
\text{s.t. } -\dot{x}(t) \in \partial \phi(t, x(t), \lambda) + F(t, x(t), \lambda) \text{ a.e.}
\]

\[
x(0) = x_0(\lambda)
\]

We know that the set of admissible states of (6) is compact (cf. Section 3). So because of the continuity of $\eta(\cdot, \cdot)$ (cf. hypothesis $H(\eta)$), we see that for every $\lambda \in E$, problem (6) (and so equivalently problem (5)) has a solution.

Let $\lambda_n \rightarrow \lambda$ and choose $x_n \in C(T, H)$ an admissible state corresponding to the parameter $\lambda_n$, for which $\eta(x_n, \lambda_n) = m(\lambda_n)$. Recall (see the proof of Theorem 3.5) that the sequence $\{x_n(\cdot)\}_{n \geq 1}$ is relatively compact in $C(T, H)$.

So by passing to a subsequence if necessary, we may assume that $x_n \rightarrow x$ in $C(T, H)$. From Theorem 3.5 we know that $x(\cdot)$ is an admissible state for the parameter $\lambda \in E$. Then $\eta(x_n, \lambda_n) = m(\lambda_n) \rightarrow \eta(x, \lambda) \geq M(\lambda)$ and so

\[
(7) \quad m(\lambda) \leq \lim m(\lambda_n).
\]

Next let $x(\cdot) \in C(T, H)$ be admissible for $\lambda \in E$ and $\eta(x, \lambda) = m(\lambda)$. Once again invoking Theorem 3.5, we can find $x_n(\cdot) \in C(T, H)$ admissible for $\lambda_n \in E$ such that $x_n \rightarrow x$ in $C(T, H)$. So $\eta(x_n, \lambda_n) \rightarrow \eta(x, \lambda) = m(\lambda)$. Hence

\[
(8) \quad \lim m(\lambda_n) \leq m(\lambda).
\]

From (7) and (8), we deduce that $m(\lambda_n) \rightarrow m(\lambda)$; i.e. $m(\cdot)$ is continuous.
Finally the upper semicontinuity of \( P(\cdot) \) follows from the continuity of \( m(\cdot) \) as in the proof of Theorem 4.2. \( \Box \)

5. Examples

In this section we present some examples illustrating the applicability of our work.

(i) Our first example deals with a parametrized family of nonlinear parabolic variational inequalities with unilateral constraints (obstacle problem).

So let \( Z \) be a bounded domain in \( \mathbb{R}^N \) with smooth boundary \( \Gamma = \partial Z \) and \( 2 \leq p < \infty \) with \( N \leq \frac{2p}{p-2} \) if \( p \neq 2 \). Let \( g: T \times Z \to \mathbb{R} \) and for every \( t \in T \) define

\[
K(t) = \{ h \in W^{1,p}(Z): h(z) \geq g(t, z) \text{ a.e. on } Z \}.
\]

Clearly this is a closed and convex subset of \( W^{1,p}(Z) \). We consider the problem of finding a function \( x(t, z) \) defined on \( T \times Z \) with values in \( \mathbb{R} \) satisfying (here \( D_k = \frac{\partial}{\partial x_k}, k = 1, \ldots, N \)):

\[
\begin{align*}
\frac{\partial x}{\partial t} - \sum_{k=1}^N D_k(a(z, \lambda)|D_k x|^{p-2}D_k x) &\geq f(t, z) \text{ on } T \times Z, \\
x(t, z) &\geq g(t, z) \text{ a.e. on } Z \text{ for all } t \in T, \\
(x(t, z) - g(t, z)) &= 0 \text{ on } T \times Z, \\
(\frac{\partial x}{\partial t} - \sum_{k=1}^N D_k(a(z, \lambda)|D_k x|^{p-2}D_k x)) (x(t, z) - g(t, z)) &= 0 \text{ on } T \times Z, \\
x(0, z) &= x_0(z, \lambda) \text{ a.e. on } Z, \\
\end{align*}
\]

We will need the following hypotheses on the data of (9).

\( H(g)_1: \) \( g: T \times Z \to \mathbb{R} \) is a function such that

1. for every \( t \in T \), \( g(t, \cdot) \in W^{1,\infty}(Z) \),
2. there exist \( 0 < c_1 < c_2 \) such that \( c_1 \leq g(t, z) \leq c_2 \) and \( \|Dg(t, z)\|_N \leq c_2 \) for all \( t \in T \) and almost all \( z \in Z \) (here \( \| \cdot \|_N \) denotes the \( l^p \)-norm on \( \mathbb{R}^N \)),
3. there exist \( r_1 \in W^{1,2}(T) \) and \( r_2: T \to \mathbb{R} \) of bounded variation such that for all \( t, s \in T \setminus N, \mu(N) = 0 \) \( (\mu(\cdot) \) being the Lebesgue measure on \( T \)), we have

\[
|g(t, z) - g(s, z)| \leq |r_1(t) - r_1(s)| \text{ a.e. on } Z,
\]

and \( \|Dg(t, \cdot) - Dg(s, \cdot)\|_{L^2(Z)} \leq |r_2(t) - r_2(s)| \).

\( H(a): \) \( 0 < m_1B \leq a(z, \lambda) \leq m_2B \) a.e. on \( Z \) for every \( \lambda \in B \subseteq E \) compact and if \( \lambda_n \to \lambda \) in \( E \) then \( a(z, \lambda_n) \to a(z, \lambda) \) a.e. on \( Z \).

\( H(\xi)_i: \) \( \xi_i: T \times Z \times \mathbb{R} \to \mathbb{R}, i = 1, 2 \), are functions such that \( \xi_1 \leq \xi_2 \) and for \( i = 1, 2 \),

1. \( (t, z) \to \xi_i(t, z, x, \lambda) \) is measurable,
2. \( \xi_i(t, z, x, \lambda) - \xi_i(t, z, y, \lambda) \leq k_B(t, z)|x - y| \) a.e. for all \( \lambda \in B \subseteq E \) compact and with \( k_B \in L^1(T, L^2(Z)) \),
3. \( \xi_i(t, z, x, \lambda) \leq a_B(t, z) + c_B(t, z)|x| \) a.e. for all \( \lambda \in B \subseteq E \) compact and with \( a_B, c_B \in L^2(T \times Z) \),
4. \( \lambda \to \xi_i(t, z, x, \lambda) \) is continuous.
$H'_0: \lambda \mapsto x_0(\cdot, \lambda)$ is continuous from $E$ into $L^2(Z)$ and for all $\lambda \in E$, $x_0(\cdot, \lambda) \in K(0)$.

Let $S(\lambda) \subseteq C(T, L^2(Z))$ be the set of solutions of (9). We can prove the following result about the multifunction $\lambda \mapsto S(\lambda)$.

**Theorem 5.1.** If hypotheses $H(g)_1$, $H(a)$, $H(\xi)$, and $H'_0$ hold, then $\lambda \mapsto S(\lambda)$ is a Vietoris and $h$-continuous multifunction from $E$ into $P_k(C(T, L^2(Z)))$.

**Proof.** Let $H = L^2(Z)$ and let $\phi: T \times H \times E \rightarrow \mathbb{R} = \mathbb{R} \cup \{+\infty\}$ be defined by

$$\phi(t, x, \lambda) = \begin{cases} \frac{1}{p} \int_Z a(z, \lambda)\|Dx(z)\|_N^p \, dz & \text{if } x \in K(t), \\ +\infty & \text{otherwise}, \end{cases}$$

where $D = (D_k)_{k=1}^N$, the gradient operator. It is easy to check that for every $(t, \lambda) \in T \times E$, $\phi(t, \cdot, \lambda) \in \Gamma_0(H)$.

Next let $s, t \in T$ and $x(\cdot) \in K(t)$. Define

$$y(z) = \frac{g(s, z)}{g(t, z)}x(z).$$

Clearly, since $x(\cdot) \in K(t)$, we have that $y(\cdot) \in K(s)$. In addition we have

$$\int_Z |y(z) - x(z)|^2 \, dz = \int_Z \left| \frac{g(s, z)}{g(t, z)} - 1 \right|^2 |x(z)|^2 \, dz$$

$$\leq \int_Z \left| \frac{g(s, z) - g(t, z)}{c_1^2} \right|^2 |x(z)|^2 \, dz$$

$$\leq \frac{1}{c_1^2} |r_1(s) - r_2(t)|^2 \int_Z |x(z)|^2 \, dz.$$ 

So if $\|x\|_2 \leq r$, then $\|x - y\|_{L^2(Z)} \leq c_3|r_1(t) - r_1(s)|^2 r$, with $c_3 = 1/c_1^2$ and so we have satisfied the first inequality in hypothesis $H(\phi)(2)$ with $g_r(t) = c_3r_1(t)r$.

Next we have

$$\|Dy(z)\|_N^p - \|Dx(z)\|_N^p$$

$$= \left\| \frac{g(s, z)}{g(t, z)}Dx(z) + \frac{g(t, z)Dg(s, z) - g(s, z)Dg(t, z)}{g(t, z)^2} \right\|_N^p - \|Dx(z)\|_N^p.$$ 

Then we can find $c_4 > 0$ (independent of $t, s, x$) large enough (i.e. $c_4 > 2p^{-1}$ and $(c_2/c_1)^p \leq (c_4 - 2p^{-1})/(c_4 - 1)$) such that

$$\|Dy(z)\|_N^p - \|Dx(z)\|_N^p$$

$$\leq c_4 \left( \left| \frac{g(s, z)}{g(t, z)} \right|^p - 1 \right) \|Dx(z)\|_N^p + c_4 \frac{\|g(t, z)Dg(s, z) - g(s, z)Dg(t, z)\|_N^p}{c_1^p}.$$ 

Hence by elementary algebraic calculations and using hypothesis $H(g)_1$, we get that there exists $c_5 > 0$ (independent of $t, s, x$) such that

$$|\phi(t, x, \lambda) - \phi(s, y, \lambda)| \leq c_5(|r_1(t) - r_1(s)| + |r_2(t) - r_2(s)|)(1 + \phi(t, x, \lambda)).$$

So we have satisfied hypotheses $H(\phi)(1)$ and (2) with $\alpha = \frac{1}{p} \in [0, \frac{1}{2}]$, hence

$\beta = 2, g_r = c_3r_1(\cdot)r$, and $h_r = c_5 \left(\int_0^t r_1(s) \, ds + r_2(t)\right)$. 
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Furthermore we claim that if $\lambda_n \to \lambda$ in $E$, then $\varphi(t, \cdot, \lambda_n) \overset{M}{\to} \varphi(t, \cdot, \lambda)$ in $L^2(Z)$. Indeed let $x_n \overset{w}{\rightharpoonup} x$ in $L^2(Z)$. We need to show that $\varphi(t, x, \lambda) \leq \lim \varphi(t, x_n, \lambda_n)$ (see Section 2). Assume that $\lim \varphi(t, x_n, \lambda_n) < +\infty$ (otherwise the inequality is automatically valid). Take a subsequence such that $\varphi(t, x_{n_k}, \lambda_{n_k}) = \lim \varphi(t, x_n, \lambda_n) < \infty$. Then from the definition of $\varphi$, and using the Sobolev embedding theorem (recall $N \leq \frac{2p}{p-2}$, $p \neq 2$), we can see that by passing to a subsequence if necessary $x_{n_k} \overset{w}{\rightharpoonup} x \in K(t)$ in $W^{1,p}(Z)$. But from hypothesis $H(a)$ and Theorem 5.14, p. 51 of Dal Maso [9], we have that

$$\int_Z a(z, \lambda)\|Dx(z)\|_N^p \, dz \leq \lim \int_Z a(z, \lambda_n)\|Dx_{n_k}(z)\|_N^p \, dz$$

$$\Rightarrow \varphi(t, x, \lambda) \leq \lim \varphi(t, x_n, \lambda_n).$$

On the other hand, again by hypothesis $H(a)$, we have

$$\varphi(t, x, \lambda_n) \to \varphi(t, x, \lambda).$$

So we conclude that indeed $\varphi(t, \cdot, \lambda_n) \overset{M}{\to} \varphi(t, \cdot, \lambda)$ in $L^2(Z)$. Thus we have satisfied hypothesis $H(\varphi)$.

Next remark that because of hypothesis $H(a)$, for every $\lambda \in B \subseteq E$ compact, we have

$$\bigcup_{\lambda \in B} \{x \in H = L^2(Z): \|x\|^2 + \varphi(t, x, \lambda) \leq \theta\}$$

is bounded in $W^{1,2}(Z)$, hence relatively sequentially weakly compact in there. Since $W^{1,2}(Z)$ embeds compactly in $L^2(Z)$ we conclude that hypothesis $H^1(1)$ is satisfied (recall $p \geq 2$).

Now let $F: T \times H \times E \to P_{\text{wkc}}(H)$ be defined by

$$F(t, x, \lambda) = \{v \in H = L^2(Z): \xi_1(t, z, x(z), \lambda) \leq v(z) \leq \xi_2(t, z, x(z), \lambda) \text{ a.e. on } Z\}.$$

Then for every $(x, \lambda) \in H \times E$ we have

$$\text{Gr} F(\cdot, x, \lambda) = \{(t, v) \in T \times H: v \in F(t, x, \lambda)\}$$

$$= \left\{(t, v) \in T \times H: \int_A \xi_1(t, z, x(z), \lambda) \, dz \leq \int_A v(z) \, dz \leq \int_A \xi_2(t, z, x(z), \lambda) \, dz \text{ for all } A \in B(Z)\right\}$$

(here $B(Z)$ denotes the Borel $\sigma$-field of $Z$). Recall that $B(Z)$ is countably generated (separable). So we can find a countable field $\{A_n\}_{n \geq 1} \subseteq B(Z)$ such that $\sigma(\{A_n\}_{n \geq 1}) = B(Z)$. Then we have

$$\text{Gr} F(\cdot, x, \lambda) = \bigcap_{n \geq 1} \left\{(t, v) \in T \times H: \int_{A_n} \xi_1(t, z, x(z), \lambda) \leq \int_{A_n} v(z) \, dz \leq \int_{A_n} \xi_2(t, z, x(z), \lambda) \, dz\right\}.$$

Note that by Fubini's theorem for every $n \geq 1$, $t \mapsto \int_{A_n} \xi_1(t, x, x(z), \lambda) \, dz$, $t \mapsto \int_{A_n} \xi_2(t, x, x(z), \lambda) \, dz$ are both measurable. So

$$\text{Gr} F(\cdot, x, \lambda) \in B(T) \times B(H).$$
with \( B(T) \) (resp. \( B(H) \)) the Borel \( \sigma \)-field of \( T \) (resp. of \( H \)). Then Theorem 4.2 of Wagner [30] tells us that \( t \to F(t, x, \lambda) \) is measurable.

In addition from hypothesis \( H(\xi)(2) \) and the definition of the Hausdorff metric, we easily see that for all \( \lambda \in B \subseteq E \) compact, we have

\[
h(F(t, x, \lambda), F(t, y, \lambda)) \leq \tilde{k}_B(t)\| x - y \|_{L^2(Z)}
\]

with \( \tilde{k}_B(t) = \| k_B(t, \cdot) \|_2 \).

Furthermore from hypothesis \( H(\xi)(3) \) we have for all \( \lambda \in B \subseteq E \) compact

\[
|F(t, x, \lambda)| = \sup\{\| v \|_{L^2(Z)} : v \in F(t, x, \lambda) \} \leq \tilde{a}_B(t) + \tilde{c}_B(t)\| x \|_{L^2(Z)} \text{ a.e. on } T
\]

with \( \tilde{a}_B(t) = \| a_B(t, \cdot) \|_2 \) and \( \tilde{c}_B(t) = \| c_B(t, \cdot) \|_2 \), while hypothesis \( H(\xi)(4) \) gives us the \( h \)-continuity of \( \lambda \to F(t, x, \lambda) \). So we have satisfied hypothesis \( H(F)_3 \).

Remark that because of hypothesis \( H_0^0 \), hypothesis \( H_0 \) is automatically satisfied for the initial datum \( \lambda \to \lambda_0(\lambda) = x_0(\cdot, \lambda) \).

Next let \( x^* \in \partial \phi(t, x, \lambda) \subseteq L^2(Z) \). Immediately we have all \( x \in K(t) \). Also if \( e \in W^{1, p}(Z)_+ \) (the positive cone in the Sobolev space \( W^{1, p}(Z) \)), we see that

\[
\lim_{\theta \downarrow 0} \frac{\phi(t, x + \theta e, \lambda) - \phi(t, x, \lambda)}{\theta} = \phi'(t, x, \lambda; e)
\]

with

\[\phi'(t, x, \lambda; e) = \int_Z \sum_{k=1}^N a(z, \lambda)|D_k x(z)|^{p-2}D_k x(z) D_k e(z) \, dz.\]

From the definition of the subdifferential, we have that

\[
\int_Z x^*(z)e(z) \, dz \leq \int_Z \sum_{k=1}^N a(z, \lambda)|D_k x(z)|^{p-2}D_k x(z) D_k e(z) \, dz
\]

for every \( e \in W^{1, p}(Z)_+ \).

In addition, note that if \( \theta \in [0, 1] \), then \( x + \theta(g(t, \cdot) - x) \in K(t) \). So as above, we get that

\[
\int_Z x^*(z)(g(t, z) - x(z)) \, dz
\]

\[
\leq \int_Z \sum_{k=1}^N a(z, \lambda)|D_k x(z)|^{p-2}D_k x(z) D_k (g(t, z) - x(z)) \, dz
\]

\[\Rightarrow \int_Z x^*(z)(x(z) - g(t, z)) \, dz
\]

\[\geq \int_Z \sum_{k=1}^N a(z, \lambda)|D_k x(z)|^{p-2}D_k x(z) D_k (x(z) - g(t, z)) \, dz.
\]

Since \( x - g(t, \cdot) \in W^{1, p}(Z)_+ \), we deduce that

\[
\int_Z x^*(z)(x(z) - g(t, z)) \, dz
\]

\[= \int_Z \sum_{k=1}^N a(z, \lambda)|D_k x(z)|^{p-2}D_k x(z) D_k (x(z) - g(t, z)) \, dz.
\]
Hence we see that the time-varying subdifferential evolution inclusion on $T \times H$
\[
\left\{ -\dot{x}(t) \in \partial \varphi(t, x(t), \lambda) + F(t, x(t), \lambda) \text{ a.e.} \right\}
\]
\[
x(0) = x_0(\lambda)
\]
is an abstract reformulation of (9). Apply Theorems 3.5 and 3.6 to get the desired Vietoris and $h$-continuity of $S : \Lambda \to P_k(C(T, L^2(Z)))$. □

Remark. In fact, we can also allow the obstacles to depend on the parameter $\lambda \in E$. So $g : T \times Z \times E \to \mathbb{R}$ and we assume that when $\lambda_n \to \lambda$ in $E$, then for all $t \in T$ we have $g(t, \cdot, \lambda_n) \stackrel{w}{\to} g(t, \cdot, \lambda)$ in $W^{1,s}_0(Z)$ with $s > p$. If this is the case, then a result of Boccardo-Murat [5] tells us that $K(\cdot, \lambda_n) \rightharpoonup K(\cdot, \lambda)$ in $W^{1,p}_0(Z)$ and using that, we can establish Theorem 5.1, in this more general context. More general modes of convergence for the obstacles $g(t, \cdot, \lambda)$, involving the notion of $p$-capacity, can be found in Attouch-Picard [3].

(ii) The second example deals with a sequence of optimal control problems with rapidly oscillating coefficients in their dynamics.

So let $T = [0, b]$ and $Z$ be a bounded domain in $\mathbb{R}^N$ with a $C^2$ boundary $\Gamma = \partial Z$. Let
\[
A_n(t)x = -\sum_{i,j=1}^{N} D_i(a_{ij}^n(t, z)D_jx(z))
\]
and
\[
A(t)x = -\sum_{i,j=1}^{N} D_i(a_{ij}(t, z)D_jx(z))
\]
where $D_i = \frac{\partial}{\partial x_i}$, $D_j = \frac{\partial}{\partial x_j}$, while $a_{ij}^n(t, z) = a_{ij}(t, z) + \frac{1}{2}\cos(nz_2)$ if $i = j = 1$, $a_{ij}^n(t, z) = a_{ij}(t, z)$ otherwise, for $i, j = 1, \ldots, N$. We consider the following sequence of optimal control problems:
\[
\begin{align*}
&\int_0^b \int_Z |x(t, z) - v_n(t, z)|^2 dz dt + \frac{1}{2} \int_0^b \int_Z |u(t, z)|^2 dz dt \to \inf = m_n, \\
&\text{s.t.} \quad \frac{\partial x}{\partial t} + A_n(t)x(t, z) = g_n(t, z, x(t, z)) + B(t, z)u(t, z) \text{ a.e. on } T \times Z, \\
&\quad \quad \quad \quad x|_{T \times \Gamma} = 0, x(0, z) = x_0(z) \text{ a.e. on } Z, \\
&\quad \quad \quad \quad ||u(t, \cdot)||_{L^2(Z)} \leq r_n(t) \text{ a.e. with } u(\cdot, \cdot) \text{ measurable}
\end{align*}
\]
and the limit problem
\[
\begin{align*}
&\int_0^b \int_Z |x(t, z) - v(t, z)|^2 dz dt + \frac{1}{2} \int_0^b \int_Z |u(t, z)|^2 dz dt \to \inf = m, \\
&\text{s.t.} \quad \frac{\partial x}{\partial t} + A(t)x(t, z) = g(t, z, x(t, z)) + B(t, z)u(t, z) \text{ a.e. on } T \times Z, \\
&\quad \quad \quad \quad x|_{T \times \Gamma} = 0, x(0, z) = x_0(z) \text{ a.e. on } Z, \\
&\quad \quad \quad \quad ||u(t, \cdot)||_{L^2(Z)} \leq r(t) \text{ a.e. with } u(\cdot, \cdot) \text{ measurable}
\end{align*}
\]
In this case $E = \mathbb{N}^* = \mathbb{N} \cup \{+\infty\}$ (the one-point (Alexandroff) compactification of the locally compact space $\mathbb{N}$ equipped with the discrete metric).

We will need the following hypotheses on the data of (10)$_n$ and (10).

$H(a_1)$: $a_{ij} \in L^\infty(T \times Z)$, $a_{ij}(t, \cdot) \in C^{0,1}(\overline{Z})$, $a_{ij} = a_{ji}$, and $c_1||z||^2 \leq \sum_{i,j=1}^{N} a_{ij}(t, z)z_i z_j$ with $c_1 > 0$ for every $z = (z_j)_{j=1}^{N} \in \mathbb{R}^N$ and $|a_{ij}(t, z) - a_{ij}(s, z)| \leq k|t - s|$ a.e. on $Z$ for all $i, j = 1, \ldots, N$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
$H(g)_2$: $g_n, g : T \times Z \times \mathbb{R} \to \mathbb{R}$, $n \geq 1$, are functions such that

1. $(t, z) \to g_n(t, z, x)$ is measurable,
2. $|g_n(t, z, x) - g_n(t, z, y)| \leq k(t, z)|x - y|$ a.e. with $k \in L^1(T \times Z)$,
3. $|g_n(t, z, x)| \leq a(t, z) + c(t, z)|x|$ a.e. with $a, c \in L^2(T \times Z)$,
4. $g_n(\cdot, \cdot, x) \to g(\cdot, \cdot, x)$ a.e. on $T \times Z$ for every $x \in \mathbb{R}$.

$H(r)$: $r_n \in L^2(r), r_n \to r$ in $L^2(T, \mathbb{R})$ and $r_n(t) \leq a(t)$ a.e. with $a \in L^2_+$.

$H(v)$: $v_n \in L^2(T \times Z, \mathbb{R})$ and $v_n \to v$ in $L^2(T \times Z, \mathbb{R})$.

$H(B)_1$: $B \in L^\infty(T \times Z, \mathbb{R})$.

$H'(x)$: $x^0, x_0 \in H_0^1(Z)$ and $x^0 \to x_0$ and $L^2(Z)$.

Then we have the following sensitivity result.

**Theorem 5.2.** If hypotheses $H(a)_1, H(g)_2, H(r), H(v), H(B)_1,$ and $H'(x)$ hold, then $m_n \to m$ as $n \to \infty$.

**Proof.** Let $H = L^2(Z)$ and define $\varphi_n, \varphi : T \times H \to \mathbb{R} = \mathbb{R} \cup \{+\infty\}$ as follows:

$$\varphi_n(t, x) = \begin{cases} \frac{1}{2} \int_Z \sum_{i,j=1}^{N} a_{ij}(t, z) D_i x(z) D_j x(z) dz & \text{if } x \in H_0^1(Z), \\ +\infty & \text{otherwise}, \end{cases}$$

$$\varphi(t, x) = \begin{cases} \frac{1}{2} \int_Z \sum_{i,j=1}^{N} a_{ij}(t, z) D_i x(z) D_j x(z) dz & \text{if } x \in H_0^1(Z), \\ +\infty & \text{otherwise}. \end{cases}$$

Then we have $\partial \varphi_n(t, x) = A_n(t)x$ and $\partial \varphi(t, x) = A(t)x$ with domain $D = H_0^1(Z) \cap H_2^1(Z)$ (regularity theory of elliptic equations, since $\Gamma = \partial Z$ is by hypothesis $C^2$). It is easy to check that $\varphi_n(t, \cdot), \varphi(t, \cdot) \in \Gamma_0(H)$. Also using hypothesis $H(a)$ and Poincaré's inequality, we get that $|\varphi_n(t, x) - \varphi_n(s, x)| \leq k|t - s| ||x||^2_{H_0^1(Z)} \leq \hat{k}|t - s|\varphi(t, x)$ for some $\hat{k} > 0$. So hypotheses $H(\varphi)(1)$ and $(2)$ have been satisfied. Next observe that $\{\frac{1}{2} \cos(nz_2)\}_{n \geq 1}$ is a sequence of $C^\infty$-functions, which converges to 0 in $H^{-1}(Z)$ but not in $L^2(Z)$ (indeed from the Riemann-Lebesgue lemma we know that $\frac{1}{2} \cos(nz_2) \to 0$ in $L^2(Z)$ and recall that $L^2(Z)$ embeds compactly in $H^{-1}(Z) = H_0^1(Z)^*$, to get $\frac{1}{2} \cos(nz_2) \to 0$ as $H^{-1}(Z)$). Then for all $t \in T, A_n(t) \to A(t)$ in $H^{-1}(Z)$ and so from Theorem 13.12, p. 159 of Dal Maso [9] (see also Attouch [2], Proposition 3.69, p. 379), we have that for all $t \in T, \varphi_n(t, \cdot) \rightharpoonup^M \varphi(t, \cdot)$ in $L^2(Z)$. So we have satisfied hypothesis $H(\varphi)$. Furthermore, since $H_0^1(Z)$ embeds compactly into $L^2(Z)$, we see that hypothesis $H_c(1)$ holds.

Next let $\tilde{g}_n, \tilde{g} : T \times L^2(Z) \to L^2(Z)$ be defined by

$$\tilde{g}_n(t, x)(z) = g_n(t, z, x(z)) \quad \text{and} \quad \tilde{g}(t, x)(z) = g(t, z, x(z))$$

(the Nemitsky (superposition) operators corresponding to the functions $g_n(t, z, x)$ and $g(t, z, x)$). Then using hypothesis $H(g)_2$, we see that $\tilde{g}_n(t, x) \to \tilde{g}(t, x)$ in $L^2(Z) = H$. So we have satisfied hypothesis $H(g)$.

Also let $U_n(t) = \{u \in L^2(Z) : ||u||_2 \leq r_n(t)\}$ and $U(t) = \{u \in L^2(Z) : ||u||_2 \leq r(t)\}$. Then because of hypothesis $H(r)$, we see that hypothesis $H(U)$ is satisfied.
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Next let $L_n, L : T \times H \times Y \to \mathbb{R}$ (recall that $H = L^2(Z) = Y$) be defined by

$$L_n(t, x, u) = \int_Z \left|x(z) - v_n(t, z)\right|^2 dz + \frac{1}{2} \int_Z \left|u(z)\right|^2 dz$$

and

$$L(t, x, u) = \int_Z \left|x(z) - v(t, z)\right|^2 dz + \frac{1}{2} \int_Z \left|u(z)\right|^2 dz.$$

Using hypothesis $H(v)$, we can easily check that hypothesis $H(L)$ is valid.

Finally, let $\hat{B}(t)(\cdot) \in \mathcal{L}(H)$ be defined by $\hat{B}(t)u(\cdot) = B(t, \cdot)u(\cdot)$ and note that because of hypothesis $H''_0$, hypothesis $H_0$ holds.

Now rewrite (10)$_n$ and (10) in the following equivalent forms with dynamics described by subdifferential evolution equations (here $\dot{x}_0^n = x_0^n(\cdot)$ and $\dot{x}_0 = x_0(\cdot)$):

$$J_n(x, u) = \int_0^b L_n(t, x(t), u(t)) dt \to \inf = m_n$$

s.t. $-\dot{x}(t) \in \partial \varphi_n(t, x(t)) + \hat{g}_n(t, x(t)) + \hat{B}(t)u(t)$ a.e.

$$x(0) = x_0^n$$

and the limit problem

$$J(x, u) = \int_0^b L(t, x(t), u(t)) dt \to \inf = m$$

s.t. $-\dot{x}(t) \in \partial \varphi(t, x(t)) + \hat{g}(t, x(t)) + \hat{B}(t)u(t)$ a.e.

$$x(0) = \dot{x}_0$$

$$u(t) \in U(t) \text{ a.e., } u(\cdot) \text{ measurable}$$

Invoking Theorem 4.1, we finally get that $m_n \to m$.

Remark. In addition, we know that if $\{x_n\}_{n \geq 1} \subseteq C(T, L^2(Z))$ is a sequence of optimal states for problem (10)$_n$, then we can find a subsequence $\{x_{n_k}\}_{k \geq 1}$ such that $x_{n_k} \to x$ in $C(T, L^2(Z))$ and $x$ is optimal for the limit problem (10). This follows from the proof of Theorem 3.5, from which we get that $\{x_n\}_{n \geq 1}$ is relatively compact in $C(T, L^2(Z))$, and from Theorem 4.2, which assures that the limit state $x(\cdot, \cdot)$ is optimal for (10).

(iii) Suppose $N = 1$ and let $Z = (0, 1)$. Now the dynamical equations in problems (10)$_n$ and (10) have the forms

$$\frac{\partial x}{\partial t} - \frac{\partial}{\partial z} \left(a_n(t, z) \frac{\partial x}{\partial z}\right) = g_n(t, z, x(t, z)) + B(t, z)u(t, z) \text{ a.e. on } T \times Z$$

and

$$\frac{\partial x}{\partial t} - \frac{\partial}{\partial z} \left(a(t, z) \frac{\partial x}{\partial z}\right) = g(t, z, x(t, z)) + B(t, z)u(t, z) \text{ a.e. on } T \times Z$$

with $a_n, a \in L^\infty(T \times Z), a_n(t, \cdot), a(t, \cdot) \in \text{Lip}[0, 1], 0 < \hat{c} \leq a_n(t, z), a(t, z)$ and $|a_n(t, z) - a_n(s, z)|, |a(t, z) - a(s, z)| \leq \hat{k}|t - s|$ a.e. on $Z$ with $\hat{k} > 0$. Assume that for all $t \in T, \frac{a_n(t, \cdot)}{\hat{a}_n(t, \cdot)} \overset{w^*}{\to} \frac{a(t, \cdot)}{\hat{a}(t, \cdot)}$ in $L^\infty(Z)$. Then from Dal Maso [9] (see Example 6.6, p. 55, and Theorem 13.12, p. 159) we have that $\varphi_n(t, \cdot) \overset{M^*}{\to} \varphi(t, \cdot)$ in $L^2(Z)$, where as before $\varphi_n, \varphi : T \times L^2(Z) \to \overline{\mathbb{R}} = \mathbb{R} \cup \{+\infty\}$ are defined by

$$\varphi_n(t, x) = \begin{cases}
\int_0^1 a_n(t, z) \left(\frac{dx(z)}{dz}\right)^2 dz & \text{if } x \in H^1_0(Z), \\
+\infty & \text{otherwise},
\end{cases}$$
and
\[
\varphi(t, x) = \begin{cases} 
\int_0^1 a(t, z) \left( \frac{dx(t)}{dz} \right)^2 \, dz & \text{if } x \in H^1_0(Z), \\
+\infty & \text{otherwise}
\end{cases}
\]

Hence in this case, if the other hypotheses remain the same (with \( Z = (0, 1) \)) we have that \( m_n \to m. \) For example we can have \( a_n(z) = 1 + e^{-nz} \) and \( a(z) = 1. \)

Remark. The above convergence hypothesis on the coefficients \( a_n(t, z) \) and \( a(t, z) \) guarantees that the corresponding partial differential operators converge in the \( G \)-sense to the limit one (see Spagnolo [28] and Zhikov-Kozlov-Oleinik [33]). In general the one-dimensional case is better than the multidimensional one allowing for more general convergence modes on the coefficients because of the following elementary fact: if \( \{u_n\}_{n \geq 1} \subseteq L^p(0, 1), \ n \geq 1, \) with \( 1 < p < \infty \) and \( u_n \overset{w}{\to} u \) in \( L^p(0, 1), \) while \( u'_n \rightharpoonup u' \) in \( W^{-1, p}(0, 1), \) then \( u_n \overset{\ast}{\rightharpoonup} u \) in \( L^p(0, 1). \) To see this assume without any loss of generality that \( u = u' = 0. \) From the representation theorem for Sobolev spaces (see for example Adams [1], Theorem 3.8, p. 48), we know that we can find \( u_n \in L^p(0, 1) \) such that \( v'_n = v'_n \) and \( \|u'_n\|_{W^{-1, p}(0, 1)} = \|v'_n\|_p. \) Since \( Z = (0, 1), \) we have \( u_n = v_n + c_n, \) \( c_n = \text{constant} \). So \( v_n \to 0 \) in \( L^p(0, 1) \) and because \( u_n \overset{w}{\rightharpoonup} 0 \) in \( L^p(0, 1), \) we get that \( c_n \to 0 \) in \( \mathbb{R}. \) So finally \( u_n \to 0 \) in \( L^p(0, 1). \)

(iv) Our formulation also incorporates “differential variational inequalities”, namely evolution inclusions of the form
\[
\begin{cases}
-\dot{x}(t) \in N_k(t, \lambda)(x(t)) + F(t, x(t), \lambda) \text{ a.e.} \\
x(0) = x_0(\lambda)
\end{cases}
\]  

Here \( N_k(t, \lambda)(x) \) denotes the normal cone to the closed, convex set \( K(t, \lambda) \) at \( x. \) Recall that \( N_k(t, \lambda)(x) = T_{k(t, \lambda)}(x)^{-} \), where \( T_{k(t, \lambda)}(x) \) is the tangent cone to \( K(t, \lambda) \) at \( x \) and \( T_{k(t, \lambda)}(x)^{-} \) is its negative polar (see for example Laurent [20]).

These inclusions arise in theoretical mechanics in the study of elastoplastic systems (see Moreau [22]). Furthermore, if \( K(t, \lambda) = K(\lambda) \) (i.e. the set \( K \) is independent of time) and \( H = \mathbb{R}^N, \) then Cornet [8] proved that inclusion (11) above is in fact equivalent to the following projected differential inclusion:
\[
\begin{cases}
-\dot{x}(t) \in \text{proj}(-F(t, x(t), \lambda); T_{k(\lambda)}(x)) \text{ a.e.} \\
x(0) = x_0(\lambda)
\end{cases}
\]

Here \( \text{Proj}(\cdot; T_{k(\lambda)}(x)) \) denotes the metric projection on the closed, convex cone \( T_{k(\lambda)}(x). \) Cornet [8] and Henry [14] indicated that differential inclusions like (12) above arise naturally in mathematical economics in the study of planning procedures. More generally, if a dynamic system has state constraints, in describing the effect of the constraints on the dynamic equation, it can be assumed in many cases that the velocity \( \dot{x}(t) \) is projected at each time instant on the set of allowed directions towards the constraint set at the point \( x(t). \) This then leads us to the multivalued Cauchy problem (12), which as we already mentioned, is equivalent to (11). This is true for electrical networks with diode nonlinearities (for details and additional examples we refer to the book of Krasnosel’skii-Pokrovskii [18]).
Recall (see for example Laurent [20]), that if \( \varphi(t, x, \lambda) = \delta_{K(t, \lambda)}(x) = 0 \) if \( x \in K(t, \lambda) \) and \(+\infty\) otherwise (the indicator function of the closed and convex set \( K(t, \lambda) \subseteq H \)), then \( \partial \varphi(t, x, \lambda) = N_{K(t, \lambda)}(x) \). So problem (11) fits in the general framework of this paper.

To illustrate the use of problems like (11) (and also (12)), consider the following differential variational inequality on \( T \times \mathbb{R}^N \):

\[
\begin{aligned}
\text{(13)}
\end{aligned}
\]

\[
\begin{cases}
 x(\cdot) \in C(T, \mathbb{R}^N), \quad \theta_1(\lambda) \leq x(t) \leq \theta_2(\lambda) \text{ for all } t \in T, \quad x(0) = x_0(\lambda) \\
 \dot{x}(t) \in F(t, x(t), \lambda) \text{ a.e. on } T_1(\lambda) = \{ s \in T = [0, b] : \theta_1(\lambda) < x(s) < \theta_2(\lambda) \} \\
 -\dot{x}(t) \in F(t, x(t), \lambda) - \mathbb{R}^N_+ \text{ a.e. on } T_2(\lambda) = \{ s \in T = [0, b] : \theta_1(\lambda) = x(s) \} \\
 -\dot{x}(t) \in F(t, x(t), \lambda) + \mathbb{R}^N_+ \text{ a.e. on } T_3(\lambda) = \{ s \in T = [0, b] : \theta_2(\lambda) = x(s) \}
\end{cases}
\]

We will need the following hypotheses on the data of (13):

\[
\text{H}(\theta) : \quad \theta_1, \theta_2 : E \to \mathbb{R}^N \text{ are continuous functions such that for all } \lambda \in E, \quad \theta_1(\lambda) \leq \theta_2(\lambda). \\
\text{H}(F)_4 : \quad F : T \times \mathbb{R}^N \times E \to P_{kc}(\mathbb{R}^N) \text{ is a multifunction such that}
\]

\[
\begin{align}
(1) & \quad t \to F(t, x, \lambda) \text{ is measurable,} \\
(2) & \quad h(F(t, x, \lambda), F(t, y, \lambda)) \leq k_B(t) \| x - y \| \text{ a.e. for all } \lambda \in B \subseteq E \text{ compact and with } k_B(\cdot) \in L^1_+, \\
(3) & \quad |F(t, x, \lambda)| = \sup\{ \| v \| : v \in F(t, x, \lambda) \} \leq a_B(t) + c_B(t) \| x \| \text{ a.e. for all } \lambda \in B \subseteq E \text{ compact and with } a_B, c_B \in L^2_+, \\
(4) & \quad \lambda \to F(t, x, \lambda) \text{ is } h\text{-continuous.}
\end{align}
\]

\[
\text{H}''_0 : \quad \lambda \to x_0(\lambda) \text{ is continuous from } E \text{ into } \mathbb{R}^N \text{ and for all } \lambda \in E, \quad \theta_1(\lambda) \leq x_0(\lambda) \leq \theta_2(\lambda). \\
\]

Let \( K(\lambda) = \{ v \in \mathbb{R}^N : \theta_1(\lambda) \leq v \leq \theta_2(\lambda) \} \). So

\[
K(\lambda) = [\theta_1(\lambda) + \mathbb{R}^N_+] \cap [\theta_2(\lambda) - \mathbb{R}^N_+]
\]

where \( \mathbb{R}^N_+ = \{ v \in \mathbb{R}^N : v = (v_i)_{i=1}^N \text{ and } v_i \geq 0 \text{ for all } i = 1, \ldots, N \} \) (the positive orthant of \( \mathbb{R}^N \)).

Then combining hypothesis \( H(\theta) \) with Proposition 2.3 of DeBlasi-Pianigiani [10], we have that \( \lambda \to K(\lambda) \) is continuous from \( E \) into \( P_{kc}(\mathbb{R}^N) \). If \( x \in \text{int} \ K(\lambda) \), then \( T_K(x) = \mathbb{R}^N \) and so \( N_K(x) = \{0\} \); if \( x = \theta_1(\lambda) \), then \( T_K(x) = \mathbb{R}^N_+ \) and so \( N_K(x) = -\mathbb{R}^N_+ \); and finally if \( x = \theta_2(\lambda) \), then \( T_K(x) = -\mathbb{R}^N_+ \) and so \( N_K(x) = \mathbb{R}^N_+ \). Thus if we set \( \varphi(x, \lambda) = \delta_{K(\lambda)}(x) \), then \( \partial \varphi(x, \lambda) = N_{K(\lambda)}(x) \) and so problem (13) is equivalent to the following differential variational inequality:

\[
\begin{cases}
 -\dot{x}(t) \in N_{K(\lambda)}(x(t)) + F(t, x(t), \lambda) \text{ a.e.} \\
 x(0) = x_0(\lambda)
\end{cases}
\]

Denote the solution set of (13) by \( S(\lambda) \subseteq C(T, \mathbb{R}^N) \). Note that the finite dimensionality of the state space guarantees that hypothesis \( H_e \) is satisfied (in fact both \( H_e(1) \) and \( H_e(2) \) hold; cf. hypothesis \( H(\theta) \)). So we can apply Theorems 3.5 and 3.6 and get:

**Theorem 5.3.** If hypotheses \( H(\theta) \), \( H(F)_4 \), and \( H''_0 \) hold, then

\[
S : E \to P_k(C(T, \mathbb{R}^N))
\]

is both Vietoris and \( h \)-continuous.
For the more general time-dependent system (11) defined on an infinite dimensional separable Hilbert space $H$, we need the following hypothesis on the set $K(t, \lambda)$:

$$H(K) : \quad K : T \times E \to P_f(H) \text{ is a multifunction such that } h(K(t', \lambda), K(t, \lambda)) \leq \int_{t}^{t'} v(s) \, ds \text{ for all } 0 \leq t \leq t' \leq b \text{ and all } \lambda \in E \text{ and with } v(\cdot) \in L^2(T),$$

and furthermore if $\lambda_n \to \lambda$ in $E$, then $K(t, \lambda_n) \overset{M}{\to} K(t, \lambda)$ (here $\overset{M}{\to}$ denotes the Mosco convergence; i.e. $w-\lim K(t, \lambda_n) \subseteq K(t, \lambda) \subseteq \lim K(t, \lambda)$, see Section 2).

So if we set $\varphi(t, x, \lambda) = \delta_{K(t, \lambda)}(x)$, then we see that hypotheses $H(\varphi)$ hold and (2) are satisfied with $g(t) = \int_{t}^{b} v(s) \, ds$, $t \in T$, $g(\cdot) = v(\cdot) \in L^2(T)$, $\beta = 2$, $\alpha = 0$ and $K_r = 1$ for all $r > 0$. Also from Mosco [23], we know that since $K(t, \lambda_n) \overset{M}{\to} K(t, \lambda)$ for $\lambda_n \to \lambda$ in $E$, then $\varphi(t, \cdot, \lambda_n) \overset{M}{\to} \varphi(t, \cdot, \lambda)$. Thus from Theorems 3.5 and 3.6 we have:

**Theorem 5.4.** If hypotheses $H(K)$, $H(F)_3$, $H^1_1$, and $H_0$ hold, then $S : E \to P_f(C(T, H))$ is both Vietoris and $h$-continuous.

(v) As a final application we consider a class of multivalued parabolic partial differential equations, which are of interest in the study of free boundary problems. So let $T = [0, b]$ and $Z$ be a bounded domain in $\mathbb{R}^N$, with a $C^2$-boundary $\Gamma = \partial Z$. Also let $\gamma$ be a maximal monotone subset of $\mathbb{R} \times \mathbb{R}$. Hence $\gamma$ is automatically cyclically maximal monotone (see Brezis [6], p. 43) and so there exists $j \in \Gamma_0(\mathbb{R})$ (unique up to an additive constant) such that $\gamma = \partial j$. We assume that $0 \in D(\gamma)$ and $j \geq 0$. We consider the following problem:

$$\begin{equation}
\begin{aligned}
&\frac{\partial x}{\partial t} - \text{div}(a(t, z, \lambda)Dx) + \gamma(x(t, z)) \ni f(t, z) \text{ a.e. on } T \times Z \\
x|_{T \times \Gamma} = 0, \quad x(0, z) = x_0(z, \lambda) \text{ a.e. on } Z, \\
f(t, \cdot) \in \{ h \in L^2(Z) : h(z) = \int_Z k(t, z, z') g(z', x(z')) \lambda \, dz' \} \text{ a.e. on } Z \}
\end{aligned}
\end{equation}$$

We will need the following hypotheses on the data:

- $H(a)_2 : a : T \times Z \times E \to \mathbb{R}$, $a(\cdot, \cdot, \cdot, \cdot, \lambda)$ is measurable, $0 < m_1B < a(t, z, \lambda) \leq m_2B$ for all $\lambda \in B \subseteq E$ compact $|a(t, z, \lambda) - a(s, z, \lambda)| \leq k|t - s|$ a.e. on $Z$ and if $\lambda_n \to \lambda$ in $E$, then $a(\cdot, \cdot, \lambda_n) \to a(\cdot, \cdot, \lambda)$ a.e. on $T \times Z$.

$$H(k) : \quad k \in L^2(T \times Z \times Z).$$

- $H(g)_3 : g : T \times Z \times \mathbb{R} \times E \to \mathbb{R}$ is a function such that
  1. $(t, z) \to g(t, z, x, \lambda)$ is measurable,
  2. $|g(t, z, x, \lambda) - g(t, z, y, \lambda)| \leq k_B(t, z)|x - y|$ a.e. for all $\lambda \in B \subseteq E$ compact and with $k_B \in L^2(T \times Z)$,
  3. $|g(t, z, x, \lambda)| \leq a_B(t, z) + c_B(t, z)|x|$ a.e. for all $\lambda \in B \subseteq E$ compact and with $a_B, c_B \in L^2(T \times Z)$,
  4. $\lambda \to g(t, z, x, \lambda)$ is continuous.

- $H_0^{(iv)} : \quad \hat{x}_0(\lambda) = x_0(\cdot, \lambda) \in H_0^1(Z), j(\hat{x}_0(\cdot, \lambda)) \in L^1(Z)$ and for every $B \subseteq E$ compact we have $\sup_{x \in B} \int_Z j(\hat{x}_0(z, \lambda)) \, dz < \infty$.

We denote the solution set of (14) by $S(\lambda) \subseteq C(T, L^2(Z))$. We have the following result concerning this solution multifunction:
Theorem 5.5. If hypotheses $H(a)_2$, $H(k)$, $H(g)_3$, and $H^*_0$ hold, then $S: E \to P_k(C(T, L^2(Z)))$ is both Vietoris and $h$-continuous.

Proof. Let $H = L^2(Z)$ and define $\varphi: T \times H \times E \to H$ by

$$
\varphi(t, x, \lambda) = \begin{cases} 
\frac{1}{2} \int_Z a(t, z, \lambda)\|Dx(z)\|_H^2 dz + \int_Z j(x(z)) dz \\
\text{if } x \in H^*_0(Z), j(x(\cdot)) \in L^1(Z) \\
+\infty & \text{otherwise.}
\end{cases}
$$

From Brezis [7], Example 6, we know that $\varphi(t, \cdot, \lambda) \in \Gamma_0(H)$ and

$$
\partial \varphi(t, x, \lambda) = \{u \in L^2(Z): u(z) \in \gamma(x(z)) - \text{div}(a(t, z, \lambda)x(\cdot)) \text{ a.e. on } Z\}.
$$

Then as before we can easily check that $\varphi(t, x, \lambda)$ satisfies $H(\varphi)(1)$ and (2). Furthermore, hypothesis $H(a)_2$ combined with Theorem 5.14, p. 51, and Theorem 13.12, p. 159, of Dal Maso [9] tells us that if $\lambda_n \to \lambda$ in $E$, then $\varphi(t, \cdot, \lambda_n) \overset{M}{\to} \varphi(t, \cdot, \lambda)$ in $L^2(Z)$. So hypothesis $H(\varphi)$ is valid.

Also let $F: T \times H \times E \to P_wk_e(H)$ be defined by

$$
F(t, x, \lambda) = \left\{ h \in H: h(z) = \int_Z k(t, z, z')g(z', x(z'), \lambda) dz' \text{ a.e. on } Z \right\}.
$$

Using hypotheses $H(k)$ and $H(g)_3$, it is easy to check that $H(F)_3$ is satisfied. Furthermore, note that for every $t \in T$ and every $\lambda \in E$, the operator $R_{t, \lambda}: H \to H$ defined by $R_{t, \lambda}(x)(z) = \int_Z k(t, z, z')g(z', x(z'), \lambda) dz'$ is the composition of a Nemitsky (superposition) operator which is continuous and bounded and a Hilbert-Schmidt integral operator which is compact. So $R_{t, \lambda}(\cdot)$ is compact and in addition because of hypothesis $H(g)_3(3)$, we see that hypothesis $H_c(2)$ holds. Finally hypothesis $H^*_0$ implies hypothesis $H_0$.

Rewrite problem (14) in the following equivalent form:

$$
\begin{cases} 
-\dot{x}(t) \in \partial \varphi(t, x(t), \lambda) + F(t, x(t), \lambda) \text{ a.e.} \\
x(0) = \dot{x}_0(\lambda)
\end{cases}.
$$

Apply Theorems 3.5 and 3.6 to get the desired continuities of $\lambda \to S(\lambda)$. \qed
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