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Abstract. A Cauchy integral formula is constructed for solutions to the polynomial Dirac equation \((D^k + \sum_{m=0}^{k-1} b_mD^m)f = 0\), where each \(b_m\) is a complex number, \(D\) is the Dirac operator in \(\mathbb{R}^n\), and \(f\) is defined on a domain in \(\mathbb{R}^n\) and takes values in a complex Clifford algebra. Some basic properties for the solutions to this equation, arising from the integral formula, are described, including an approximation theorem. We also introduce a Bergman kernel for square integrable solutions to \((D + \lambda)f = 0\) over bounded domains with piecewise \(C^1\), or Lipschitz, boundary.

Introduction

It is well understood [1, 3, 4] that solutions to the Dirac equation, \(Df = 0\), in \(\mathbb{R}^n\) can be described by a Cauchy integral formula. Here, \(D\) stands for the homogeneous Dirac operator \(\sum_{j=1}^n e_j \partial / \partial x_j\), and the \(e_j\)'s are the generators of a real Clifford algebra \(A_n\). As \(D^2 = -\Delta\), the negative Laplacian over \(\mathbb{R}^n\), it may easily be shown (see [8]) that Green's formula for harmonic functions can be modified via Clifford algebras to more closely resemble a Cauchy integral formula.

In [12], X. Zhenyuan shows that solutions to the inhomogeneous Dirac equation \((D + \lambda)f = 0\), with \(\lambda \in \mathbb{C}\), also possess a Cauchy integral formula, with a Cauchy kernel \(E_{-\lambda}(x - y)\). A similar kernel for this equation is also produced for the case \(n = 3\) by Gürlebeck and Sprössig [4, Chapter 4] and is used to describe boundary value problems for Helmholtz' equation \(\Delta h = \lambda^2 h\). Using the kernel \(E_\lambda\), produced in [12], these results automatically generalize to the cases \(n > 3\). Clifford algebras have also been used by Mitrea [6] to study boundary value problems and associated \(H^p\) spaces for the Helmholtz equation over nonsmooth domains.

In [11], Sommen and X. Zhenyuan construct a Cauchy kernel for \(D - \lambda\) as a power series \(\sum_{m=1}^{\infty} a_m G_m(x)\), where \(a_m \in \mathbb{R}\), and \(G_m(x)\) is a fundamental solution to the operator \(D^m\). In this paper, we show that this method of construction generalizes to allow us to obtain Cauchy kernels and Cauchy-Green type integral formulae for solutions to each polynomial equation \((D^k + \sum_{m=0}^{k-1} b_mD^m)h = 0\), with \(b_m \in \mathbb{C}\). It automatically follows that many existing results in Clifford analysis extend to the context described here; for instance, the approximation theorems described in [1, Chapter 3] automatically
generalize. We briefly illustrate some of these points. We also show that the results given here give improved information over that given in [9] on the holomorphic continuation of solutions to \((D^k + \sum_{m=1}^{k-1} b_m D^m)f = 0\), and building upon results presented in [10], we produce a Bergman kernel for square integrable solutions to \((D-\lambda)f = 0\) over arbitrary bounded domains with piecewise \(C^1\), or Lipschitz, boundary.

Preliminaries

We shall consider the real, \(2^n\)-dimensional Clifford algebra, \(A_n\), generated from \(R^n\) equipped with the negative definite inner product. Consequently, if \(\{e_j\}_{j=1}^n\) is an orthonormal basis for \(R^n\), then \(A_n\) has basis elements

\[1, e_1, \ldots, e_n, \ldots, e_{j_1} \cdots e_{j_r}, \ldots, e_1 \cdots e_n,\]

where \(1\) is the unit of the algebra, \(j_1 < \cdots < j_r, 1 \leq r \leq n\), and the elements \(e_1, \ldots, e_n\) satisfy the anticommutation relationship

\[e_j e_k + e_k e_j = -2\delta_{j,k}, \quad 1 \leq j, k \leq n,\]

with \(\delta_{j,k}\) the Kronecker delta.

The Euclidean Dirac operator \(D\) is the differential operator

\[
\sum_{j=1}^{n} e_j \frac{\partial}{\partial x_j}.
\]

It may easily be observed that \(D^2 = -\Delta_n\), where \(\Delta_n\) is the Laplacian in \(R^n\).

We shall use the complexification \(A_n(C)\), of \(A_n\).

Definition. Suppose \(U\) is a domain in \(R^n\), and \(f: U \rightarrow A_n(C)\) is a \(C^1\)-function satisfying \(Df = 0\). Then \(f\) is called a left-monogenic function. If the \(C^1\)-function \(h: U \rightarrow A_n(C)\) satisfies

\[
\sum_{j=1}^{n} \frac{\partial h}{\partial x_j} e_j = 0,
\]

then \(h\) is called a right-monogenic function.

An example of a function which is both left- and right-monogenic is the function \(G_1(x) = (1/w_n)x/\|x\|^n\) defined on \(R^n\setminus\{0\}\). Here, \(w_n\) denotes the surface area of the unit sphere in \(R^n\). It should also be noted that we are assuming that \(n > 1\).

The function theory associated to monogenic functions and the applications of this function theory have been pursued by many authors (see, for instance, [1-6, 8-12]). For \(n > 2\), the function \(G_1(x)\) is a generalization of the Cauchy kernel from one-variable complex analysis. In particular, from Stokes' theorem, the homogeneity of \(G_1(x)\), and the fact that \(x^2 = -\|x\|^2\) for each \(x \in R^n\), we have

**Theorem 1** (Cauchy's integral formula). Suppose that \(f: U \rightarrow A_n(C)\) is left-monogenic, and \(M\) is a closed, bounded region in \(U\) with piecewise \(C^1\) (or Lipschitz continuous) boundary. Suppose also that \(x_0 \in M^\circ\), where \(M^\circ\) denotes the interior of \(M\). Then

\[
f(x_0) = \int_{\partial M} G_1(x - x_0)n(x) f(x) d\partial M,
\]
where \( n(x) \) is the unit vector outward normal to \( M \) at \( x \), and \( d\partial M \) denotes the usual Lebesgue measure on \( \partial M \).

This classical result was established for the case \( n = 3 \) by Dixon [3] in 1904 and has been reintroduced and proved many times since.

Besides the Cauchy kernel \( G_1(x) \), we also have the kernels \( G_k(x) \), where

\[
G_{2l+1}(x) = A_{2l+1} \frac{x}{\|x\|^{n-2l}}, \quad l = 0, 1, \ldots,
\]

\[
G_{2l}(x) = A_{2l} \frac{1}{\|x\|^{n-2l}}, \quad l = 1, \ldots,
\]

when \( n \) is odd, and

\[
G_{2l+1}(x) = A'_{2l+1} \frac{x}{\|x\|^{n-2l}}, \quad l = 0, 1, \ldots, \frac{n-1}{2},
\]

\[
G_{2l}(x) = A'_{2l} \frac{1}{\|x\|^{n-2l}}, \quad l = 1, \ldots, \frac{n-2}{2},
\]

\[
G_k(x) = B_k x^{k-n} + C_k x^{k-n} \ln \|x\|, \quad \text{for } k \geq n,
\]

when \( n \) is even. Moreover, the real coefficients \( A_k, A'_k, B_k, \) and \( C_k \) are chosen so that \( DG_k = G_{k-1} \). It follows that \( G_k D = G_{k-1} \), and \( D^k G_k = 0 \). Using the functions \( G_k \), we have from Stokes’ theorem, Theorem 1 and simple homogeneity arguments.

**Theorem 2** [9]. Suppose that \( g: U \to \mathbb{A}_n(\mathbb{C}) \) satisfies the equation \( D^k g = 0 \). Suppose also that \( M \subseteq U \) is as in Theorem 1, and \( x_0 \in M^\circ \). Then

\[
g(x_0) = \int_{\partial M} \sum_{j=1}^{k} (-1)^{j-1} G_j(x - x_0)n(x)D^{j-1}g(x) d\partial M.
\]

In [11] it is shown that for each \( \lambda \in \mathbb{C} \), the series \( \sum_{l=1}^{\infty} \lambda^{l-1} G_l(x - x_0) \) is well defined on \( \mathbb{R}^n \setminus \{x_0\} \), and \( (D - \lambda)E_{-\lambda}(x - x_0) = E_{-\lambda}(x - x_0)(D - \lambda) = 0 \), where

\[
E_{-\lambda}(x - x_0) = \sum_{l=1}^{\infty} \lambda^{l-1} G_l(x - x_0).
\]

The convergence of the series \( \sum_{l=1}^{\infty} \lambda^{l-1} G_l(x - x_0) \) follows easily in the case \( n \) odd by simply checking convergence for the series \( \sum_{l=n+1}^{\infty} \lambda^{l-1} G_l(x - x_0) \). It is then a reasonably straightforward exercise to check for convergence for the cases \( n \) even.

**Proposition 1.** Suppose that \( A(x) \) is a \( C^1 \)-function defined on \( U \), and \( f, g: U \to \mathbb{A}_n(\mathbb{C}) \). Furthermore, \( Df(x) + A(x)f(x) = 0 \), while \( g(x)D - g(x)A(x) = 0 \). Then we have

\[
\int_{\partial M} g(x)n(x)f(x) d\partial M = 0,
\]

for each closed, bounded region \( M \subseteq U \), with piecewise \( C^1 \), or Lipschitz, boundary.

As \( E_{-\lambda}(x - x_0) = G_1(x - x_0)Q_{-\lambda}(x - x_0) \), where \( Q_{-\lambda}(x) \) is a bounded function, and \( Q_1(0) = 1 \), it follows from Proposition 1 that one may deduce
Theorem 3 [12]. Suppose that \( g: U \to A_n(C) \) satisfies \((D + \lambda)g = 0\), and \( M \subseteq U \) is as in Theorem 1. Then we have
\[
g(x_0) = \int_{\partial M} E_{-\lambda}(x - x_0)n(x)g(x) \, d\partial M,
\]
for each \( x_0 \in M^\circ \).

A similar result holds for solutions to the equation
\[ h(x)D + \lambda h(x) = 0. \]
From Theorem 3 it follows that many existing results which hold for solutions to \( Df = 0 \) carry over to solutions to \( Dg + \lambda g = 0 \). For instance, via Stokes’ theorem we have the following Pompeiu representation for \( C^1 \)-functions.

Theorem 4. Suppose that \( h: U \to A_n(C) \) is a \( C^1 \)-function, and \( M \) is a bounded, closed region in \( U \), with piecewise \( C^1 \), or Lipschitz, boundary. Then we have that
\[
h(x_0) = \int_{\partial M} E_{-\lambda}(x - x_0)n(x)h(x) \, d\partial M - \int_M E_{-\lambda}(x - x_0)(D + \lambda)h(x) \, dx^n,
\]
for each \( x_0 \in M^\circ \).

We also have

Proposition 2. Suppose that \( U \) is a bounded domain, and \( h: U \to A_n \) is a bounded, \( C^1 \)-function. Then the integral
\[
\int_U E_{-\lambda}(x - x_0)h(x) \, dx^n
\]
is well defined on \( U \) and gives a \( C^1 \)-function.

Outline Proof. As \( E_{-\lambda}(x - x_0) = G_1(x - x_0)Q_\lambda(x - x_0) \), where \( Q_\lambda(x) \) is a locally bounded, real analytic function on \( R^n \), it follows that the integral \((1)\) is well defined.

Suppose now that \( u \in S^{n-1} \), the unit sphere in \( R^n \), and \( \frac{\partial}{\partial u} \) denotes the partial differentiation in the direction of \( u \). Suppose also that \( B_u(x_0) \) is a box lying in \( U \) with its center at \( x_0 \) and with a face normal to \( u \). Then
\[
limit_{\delta \to 0} \frac{1}{\delta} \left( \int_U (E_{-\lambda}(x - x_0) - E_{-\lambda}(x - x_0 - \delta u))h(x) \, dx^n \right)
= \int_{U \setminus B_u(x_0)} \frac{\partial E_{-\lambda}}{\partial u}(x - x_0)h(x) \, dx^n + \int_{B_u(x_0)} E_{-\lambda}(x - x_0) \frac{\partial h}{\partial u}(x) \, dx^n
+ \int_{B_1(x_0)} E_{-\lambda}(x - x_0)h(x) \, dB_1(x_0) - \int_{B_2(x_0)} E_{-\lambda}(x - x_0)h(n) \, dB_2(x_0),
\]
where \( B_1(x_0) \) is the face of \( B_u(x_0) \) with \( u \) as an outward-pointing normal vector, while \( B_2(x_0) \) is the face of \( B_u(x_0) \) with \(-u\) as an outward-pointing normal vector.

As a consequence of Proposition 2, we have...
Theorem 5. Suppose that \( U \) is a bounded domain and \( h: U \to \mathbb{A}_n(\mathbb{C}) \) is a bounded \( C^1 \)-function. Then
\[
(D - \lambda) \int_U E_{-\lambda}(x - x_0)h(x) \, dx^n = -h(x_0).
\]

Using the fact that \( E_{-\lambda}(x - x_0) = Q_{\lambda}(x - x_0)G_1(x - x_0) \), with \( Q_\lambda(x) \) a locally bounded function, and \( Q_\lambda(0) = 1 \), it is straightforward to show that
\[
\|f(x_0)\| \leq \frac{C(A(X_0, r_1, r_2))}{r_1^{n-1}(r_1 - r_2)} \int_{A(x_0, r_1, r_2)} \|f(x)\| \, dx^n,
\]
where \( \|f\| = (|j_0|^2 + \cdots + |j_{1-j}|)^{1/2} \) for each \( J = j_0 + \cdots + j_{1-j} e_1 \cdots e_n \in \mathbb{A}_n(\mathbb{C}) \), where \( j_0, j_{1-j} \in \mathbb{C} \) while \( r_1, r_2 \in \mathbb{R}^+ \) with \( r_2 < r_1 \), and
\[
A(x_0, r_1, r_2) = \{x \in \mathbb{R}^n : r_2 < \|x - x_0\| < r_1\}.
\]
Moreover, the ball \( B(x_0, r_1) \) lies in \( U \), and \( C(A(x_0, r_1, r_2)) \in \mathbb{R}^+ \). From Hölder's inequality, it now follows that the right \( \mathbb{A}_n(\mathbb{C}) \)-module of \( L^p \)-integrable functions, \( 1 < p < \infty \), on \( U \), and satisfying \( Df + \lambda f = 0 \), is complete. This is a complete analogy to the case \( \lambda = 0 \) described in [4]. This result is described for the case \( n = 3 \) in [4, Chapter 4]. The special case \( p = 2 \) is also described in [2].

**Polynomial Dirac equations**

In this section, we study some properties of solutions to the polynomial Dirac equation \((D^k + \sum_{m=0}^{k-1} b_m D^m)g = 0\), where each \( b_m \in \mathbb{C} \). In the case where \( k = 2 \) and \( b_1 = 0 \), this equation becomes Helmholtz' equation. We shall begin by constructing a solution to the general equation \((D^k + \sum_{m=0}^{k-1} b_m D^m)g = 0\) from the function \( G_k(x) \). If at least one of the coefficients \( b_m \) is nonzero, then the function \( G_k(x) \) is not annihilated by the polynomial Dirac operator \( D^k + \sum_{m=0}^{k-1} b_m D^m \). In this case, we may apply the operator \( \sum_{m=0}^{k-1} b_m D^m \) to \( G_k(x) \) to obtain \( \sum_{m=0}^{k-1} b_m G_{k-m}(x) = -D^k \sum_{m=0}^{k-1} b_m G_{2k-m}(x) \). Upon applying the operator \( \sum_{m=0}^{k-1} b_m D^m \) to the function \( \sum_{m=0}^{k-1} b_m G_{2k-m}(x) \), we would obtain the first few terms in the formal series
\[
\sum_{p=0}^{\infty} \frac{(-1)^p}{(k-1) \ldots 1} \left( \sum_{m=0}^{k-1} b_m D^m \right)^p G_{k(1+p)}(x).
\]
For any domain on which this series converges, we have a solution to the equation \((D^k + \sum_{m=0}^{k-1} b_m D^m)g = 0\).

The method of constructing the formal series (2) is a direct analogue of a standard recursive method for constructing solutions to ordinary differential equations. We first establish convergence of the formal series (2) for the cases \( n \) odd. The case of \( n \) even is complicated slightly by the presence of the log function in \( G_q(x) \) for \( q \geq n \). A simple inspection of the series
\[
\sum_{p=0}^{\infty} (-1)^p \sum_{m_0=0}^{k-1} \ldots \sum_{m_1=0}^{k-1} b_{m_0} \ldots b_{m_1} G_{k(p+1)-m_0-\ldots-m_1}(x)
\]
reveals that for some integer \( m(k) \) the functions \( G_{k(p+1)-m_0-\ldots-m_1}(x) \) each have a positive degree of homogeneity for \( n + 1 \geq m(k) \). It follows that in
order to test the convergence of (3), it is sufficient to test convergence of the series

\[ \sum_{p=0}^{\infty} (-1)^p \sum_{m_p=0}^{k-1} \cdots \sum_{m_1=0}^{k-1} b_{m_p} \cdots b_{m_1} G_{k(p+m(k)) - m_p - \cdots - m_1}(x). \]

As \( D\|x\|^{2q-1} = (2q - 1)\|x\|^{2q-3} \), \( D\|x\|^{2q-1} = (-2q - n + 1)\|x\|^{2q-1} \), and \( 2q + n - 1 > 2q \), we have that \( \|G_{L+n}(x)\| \leq c(n)\frac{1}{L!}\|x\|^L \), for some constant \( c(n) \in \mathbb{R}^+ \). Convergence for series (4) on \( \mathbb{R}^n \) for the special case \( b_{k-1} = \cdots = b_1 = 0 \) and \( b_0 = \lambda \in \mathbb{C} \) now follows quite easily upon comparing (4) with the exponential series \( \sum_{p=0}^{\infty} \frac{\lambda^p}{p!}\|x\|^p \). Also, the convergence of (4) on \( \mathbb{R}^n \) for the special case \( b_0 = 0, b_1 = 1, b_j = 0, j = 2, \ldots, k-1 \), follows by comparison with the exponential series. Convergence on \( \mathbb{R}^n \) for other special cases of the series (4) follows similarly. To establish convergence, on \( \mathbb{R}^n \), of the series (4) in the general case, we may first place

\[ b = \sup\{1, |b_0|, \ldots, \{b_{k-1}\}\}. \]

It may now be observed that \( |b_{m_1} \cdots b_{m_p}| \leq b^L \), where \( L = k(p+m(k)) - m_1 - \cdots - m_p \). It follows that

\[ \left\| \sum_{p=0}^{\infty} (-1)^p \sum_{m_p=0}^{k-1} \cdots \sum_{m_1=0}^{k-1} b_{m_p} \cdots b_{m_1} G_{k(p+m(k))-m_p-\cdots-m_1}(x) \right\| \leq c(n) \sum_{L=0}^{\infty} \frac{A(L)}{L!} b^L \|x\|^L, \]

where \( A(L) \) denotes the number of occurrences of the term \( G_L(x) \) in (4).

We now need to obtain appropriate estimates for the coefficient \( A(L) \). It may be observed that \( A(L) \leq B(L) \), where \( B(L) \) is the order of the set

\[ R(L) = \{(a_1, \ldots, a_p) : p \in \mathbb{N}, a_j = 1, \ldots, k \quad \text{with } 1 \leq j \leq p, \text{ and } a_1 + \cdots + a_p = L\}. \]

To estimate \( B(L) \), we first obtain an estimate for the order of the set

\[ Q(L) = \{(a_1, \ldots, a_p) : p \in \mathbb{N}, a_j \in \{1, \ldots, k\}, \quad \text{with } 1 \leq j \leq n, a_1 + \cdots + a_p = L, \text{ and } a_1 \leq a_2 \leq \cdots \leq a_p\}. \]

There is precisely one element in \( Q(L) \) whose entries are all \( 1 \). There are at most \( \lfloor \frac{L}{2} \rfloor \) elements in \( Q(L) \) whose entries are either \( 1 \) or \( 2 \). Moreover, there are at most \( \lfloor \frac{L}{k} \rfloor \) elements whose entries are either \( 1 \) or \( k \).

Consequently, there are at most \( 1 + \lfloor \frac{L}{2} \rfloor + \cdots + \lfloor \frac{L}{k} \rfloor \) elements in \( Q(L) \) whose entries are either \( 1 \) or \( j \), with \( j = 2, \ldots, k \). Now, \( 1 + \lfloor \frac{L}{2} \rfloor + \cdots + \lfloor \frac{L}{k} \rfloor \leq 1 + L(1 + \frac{1}{2} + \cdots + \frac{1}{k}) \). Similarly, one can show that the number of elements in \( Q(L) \), whose entries contain only \( 1 \), \( j \), and \( k \), with \( j \neq k \), and with at least one \( j \) and at least one \( k \), is bounded by \( L^2(1 + \frac{1}{2} + \cdots + \frac{1}{k})^2 \). Continuing in...
this way, we see that the order of the set \( Q(L) \) is bounded above by
\[
1 + L \left( 1 + \cdots + \frac{1}{k} \right) + \cdots + L^k \left( 1 + \cdots + \frac{1}{k} \right)^k
\leq \left( 1 + \frac{1}{2} + \cdots + \frac{1}{k} \right)^k (1 + L + \cdots + L^k)
= \left( 1 + \frac{1}{2} + \cdots + \frac{1}{k} \right)^k \frac{(L^k+1-1)}{(L-1)} \leq 2 \left( 1 + \cdots + \frac{1}{k} \right)^k L^k.
\]
In order to obtain an upper bound for the order of the set \( R(L) \) we can multiply the estimate \( 2(1+\cdots+\frac{1}{k})^k L^k \) by the maximum number, \( D(L) \), of permutations possible for any entry \( a_1, \ldots, a_p \), where \( (a_1, \ldots, a_p) \in Q(L) \).

To obtain an estimate for \( D(L) \), we first take an element
\[
(1, \ldots, 1, 2, \ldots, 2, 3, \ldots, k, \ldots, k) \in Q(L),
\]
where 1 appears \( q_1 \) times, 2 appears \( q_2 \) times, \ldots, and \( k \) appears \( q_k \) times.

So, \( q_1 + 2q_2 + \cdots + kq_k = L \). The number of possible permutations of these entries without repetition is
\[
\frac{(L-q_2-2q_3-\cdots-(k-1)q_k)}{q_1! \cdots q_k!} = \frac{(q_1+q_2+\cdots+q_k)!}{q_1! \cdots q_k!}.
\]
Also, \( q_1 + \cdots + q_k \leq L \). As \( q_1 + \cdots + q_k \leq L \), we have that \( D(L) \leq \frac{L!}{q_1! \cdots q_k!} \leq \frac{L!}{q_j!} \)
for \( j = 1, \ldots, k \). As \( q_1 + 2q_2 + \cdots + kq_k = L \), we have that at least one \( q_j \geq \lfloor \frac{L}{k} \rfloor \) for \( L \geq k^2 \). Consequently, \( D(L) \leq \frac{L!}{[L/k]^k} \). It follows that \( A(L) \leq 2(1+\cdots+k)\frac{L^k}{[L/k]^k} \) for \( L \) large enough. So, the series on the right-hand side of (5) is dominated by the first \( k^2 - 1 \) terms and the series
\[
c(n) \sum_{L=k^2}^{\infty} 2 \left( 1 + \cdots + \frac{1}{k} \right)^k \frac{L^k}{L^k} b^L \|x\|^L.
\]
By placing \( L = mk^2 + L \mod k^2 \) in the previous series and applying the ratio test to the resulting \( k^2 - 1 \) series in \( m \), it follows that each series converges on \( R^n \). Consequently, the series (2) gives a solution to the equation \( (D^k + \sum_{m=0}^{k-1} b_mD^m)h = 0 \) on \( R^n \setminus \{0\} \) whenever \( n \) is odd.

We now turn to the case \( n \) even. This case follows similar lines to the odd-dimensional case. Again, we have that after finitely many terms, series (2) contains only \( G_L(x) \)'s, which do not have negative degrees of homogeneity. For such a \( G_L(x) \), we have that
\[
\|G_L(x)\| \leq c'(n) \frac{L}{L^k} (\|x\|^L + \|x\|^L \ln \|x\|),
\]
for some \( c'(n) \in R^+ \). Consequently, convergence of series (2) on \( R^n \setminus \{0\} \) when \( n \) is even follows by similar arguments to those given for the case \( n \) odd.

It follows that we have deduced

**Theorem 6.** Series (2) converges on \( R^n \setminus \{0\} \), for each \( n \), and gives a solution to the equation \( (D^k + \sum_{m=0}^{k-1} b_mD^m)h = 0 \) on this domain.

We shall now denote the function given in expression (2) by \( E_{b_0, \ldots, b_{k-1}}(x) \).

From this function we can construct other solutions to the equation \( (D^k + \sum_{m=0}^{k-1} b_mD^m)h = 0 \) as follows:
Proposition 3. Suppose that \( \mu \) is an \( A_n(\mathbb{C}) \)-valued measure on \( \mathbb{R}^n \), with compact support \([\mu]\). Then \( \int_{[\mu]} E_{b_0, \ldots, b_{k-1}}(x - y) \, d\mu(y) \) gives a solution to \( (D^k + \sum_{m=0}^{k-1} b_m D^m)h = 0 \) on \( \mathbb{R}^n \setminus [\mu] \).

It may also be observed from the construction of \( E_{b_0, \ldots, b_{k-1}}(x) \) that this function also satisfies the equation \( hD^k + \sum_{m=0}^{k-1} b_m hD^m = 0 \). Consequently, for each \( A_n(\mathbb{C}) \)-valued measure \( \mu \) with compact support \([\mu]\) on \( \mathbb{R}^n \), we have that \( \int_{[\mu]} d\mu(y) E_{b_0, \ldots, b_{k-1}}(x - y) \) gives a solution to \( hD^k + \sum_{m=0}^{k-1} b_m hD^m = 0 \) on \( \mathbb{R}^n \setminus [\mu] \). We now show that the kernel \( E_{b_0, \ldots, b_{k-1}}(x - y) \) acts as a Cauchy-Green kernel for solutions to the equation \( (D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_m D^m)h = 0 \).

**Theorem 7.** Suppose that \( f: U \rightarrow A_n(\mathbb{C}) \) satisfies the equation

\[
(D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_m D^m) f = 0,
\]

and \( M \) is a closed bounded region in \( U \), with piecewise \( C^1 \) (or Lipschitz) boundary. Then for each \( x_0 \in M^c \), we have

\[
f(x_0) = \int_{\partial M} \left( \sum_{j=0}^{k-1} (-1)^j (E_{b_0, \ldots, b_{k-1}}(x - x_0) D^{k-1-j} n(x) D^j f(x)) \right.
\]

\[+ \sum_{m=1}^{k-1} b_m \sum_{j=0}^{m-1} (-1)^j (E_{b_0, \ldots, b_{k-1}}(x - x_0) D^{m-1-j} n(x) D^j f(x)) \, d\partial M.
\]

**Outline Proof.** The proof follows from Stokes' theorem, and upon noting that \( E_{b_0, \ldots, b_{k-1}}(x - x_0) D^{k-1} = G(x - x_0) K_{b_0 \cdots b_{k-1}}(x - x_0) \), where \( K_{b_0, \ldots, b_{k-1}}(0) = 1 \), and \( K_{b_0 \cdots b_{k-1}} \) is continuous on \( \mathbb{R}^n \).

Having obtained the Cauchy-Green integral formula (6), it follows that many existing results obtained for solutions to the Dirac equation, or Laplace equation, carry through to the context described here. For instance, by similar arguments to those given in [7, Chapter 13], or [1, Chapter 3], we have the following approximation theorem:

**Theorem 8.** Suppose that \( J \) is a compact set in \( \mathbb{R}^n \), and \( \mathbb{R}^n \setminus J \) is connected. Suppose also that \( \Omega \) is a domain in \( \mathbb{R}^n \) containing \( J \). Then, for each function \( h: \Omega \rightarrow A_n(\mathbb{C}) \) satisfying

\[
(D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_m D^m) h = 0,
\]

and for each ball \( B(0, R) \) with \( \Omega \subseteq B(0, R) \), there is for each \( \varepsilon > 0 \) a function \( f: B(0, R) \rightarrow A_n(\mathbb{C}) \) satisfying

\[
(D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_m D^m) f = 0,
\]

and

\[\sup \| f(x) - h(x) \| < \varepsilon.\]
Following the sequential argument given in [1, Theorem 18.4], we may, in
the previous definition, replace \( B(0, R) \) by \( R^n \), and assume that \( f \) is defined
on all \( R^n \). Following [7, Chapter 13], and [1, Chapter 3], we may also drop the
assumption, in Theorem 8, that the set \( R^n \setminus J \) is connected. We also have the
following Pompeiu representation formula:

**Theorem 9.** Suppose that \( g: U \to A_n(\mathbb{C}) \) is a \( C^k \)-function, and \( M \) is a closed
bounded region in \( U \) with Lipschitz boundary. Then for each \( x_0 \in M^o \), we have

\[
 g(x_0) = \int_{\partial M} \left( \sum_{j=0}^{k-1} (-1)^j (E_{b_0, \ldots, b_{k-1}}(x - x_0)D^{k-1-j})n(x)D^j f(x) \right) \\
+ \sum_{m=1}^{k-1} b_m \sum_{j=0}^{m-1} (-1)^j (E_{b_0, \ldots, b_{k-1}}(x - x_0)D^{m-1-j})n(x)D^j j(x) d\partial M \\
+ \int_M E_{b_0, \ldots, b_{k-1}}(x - x_0) \left( D^k + \sum_{m=1}^{k-1} (-1)^{k-m} b_mD^m \right) g(x) \, dx^n .
\]

If we assume that the function \( g(x) \) appearing in Theorem 9 has compact
support, then expression (7) becomes

\[
 g(x_0) = \int_{R^n} E_{b_0, \ldots, b_{k-1}}(x - x_0) \left( D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_mD^m \right) g(x) \, dx^n .
\]

We also have that whenever \( U \) is a bounded domain and \( g: U \to A_n(\mathbb{C}) \) is a
\( C^k \)-function, then

\[
 \left( D^k + \sum_{m=0}^{k-1} b_mD^m \right) \int_U E_{b_0, \ldots, b_{k-1}}(x - x_0)g(x) \, dx^n = g(x_0)
\]

for each \( x_0 \in U \). When \( g \) has compact support, this identity can be replaced
by

\[
 \left( D^k + \sum_{m=0}^{k-1} b_mD^m \right) \int_{R^n} E_{b_0, \ldots, b_{k-1}}(x - x_0)g(x) \, dx^n = g(x_0) .
\]

Expressions (8) and (9) show us that the convolution operator \( E_{b_0, \ldots, b_{k-1}} \) is a left inverse for the differential operator \( D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_mD^m \), while
the differential operator \( D^k + \sum_{m=0}^{k-1} b_mD^m \) is a left inverse for the convolution
operator \( E_{b_0, \ldots, b_{k-1}} \). Upon placing \( b_0 = \cdots = b_{k-1} = 0 \), it may be observed
that the convolution operator \( \tilde{G}_k \) is a left inverse for the operator \( D^k \). Suppose
now that \( \psi: R^n \to A_n(\mathbb{C}) \) is a \( C^\infty \)-function with compact support. Upon
taking the Fourier transform of \( \psi \),

\[
 \left( D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_mD^m \right) \psi ,
\]
we obtain
\[ \lambda(n) \int_{\mathbb{R}^n} e^{i(x, \xi)} \left( D^k + \sum_{m=0}^{k-1} (-1)^{k-m} b_m D^m \right) \psi(x) \, dx \]

\[ = \lambda(n) (-1)^k \left( i\xi^k + \sum_{m=0}^{k-1} b_m (i\xi)^m \right) \int_{\mathbb{R}^n} e^{i(x, \xi)} \psi(x) \, dx, \]

where \( \lambda(n) \) is a normalizing constant.

It may be observed that in a deleted neighborhood of the origin, the inverse of the polynomial \( (i\xi)^k + \sum_{m=0}^{k-1} b_m (i\xi)^m \) is given by the series

\[ (i\xi)^{-1} - \sum_{m=0}^{k-1} b_m (i\xi)^{m-k} + \cdots + (-1)^p \sum_{m_1=0}^{k-1} \cdots \sum_{m_p=0}^{k-1} b_{m_1} \cdots b_{m_p} (i\xi)^{m_1+\cdots+m_p-pk} + \cdots. \]

Upon replacing \( (i\xi)^{-L} \) in (10) by \( G_L(x) \), we reobtain the series (2), which gives us back \( E_{b_0, \ldots, b_{k-1}}(x) \).

We may also observe that convergence of series (2) does not depend on the vector \( x \) belonging to \( \mathbb{R}^n \). Instead, we may assume that \( x \in \mathbb{C}^n \). It follows that the function \( E_{b_0, \ldots, b_{k-1}} \) holomorphically extends to a Riemann surface covering \( \mathbb{C}^n \setminus N(0) \), where \( N(0) = \{ z_1 e_1 + \cdots + z_n e_n \in \mathbb{C}^n : z_1^2 + \cdots + z_n^2 = 0 \} \). It follows that any solution to \( (D^k + \sum_{m=0}^{k-1} b_m D^m) f(z) = 0 \), where \( D = \sum_{j=0}^n e_j \frac{\partial}{\partial z_j} \), and \( z \in \mathbb{C}^n \), in a neighborhood of one of the special manifolds described in [9], automatically has a holomorphic continuation to a covering space of the cells of harmonicity described in [9]. For the particular operator \( D^k + \sum_{m=0}^{k-1} b_m D^m \), this improves upon the holomorphic continuation result given in [9].

We shall now rewrite the operator \( D^k + \sum_{m=0}^{k-1} b_m D^m \) as \( (D - \lambda_1) \cdots (D - \lambda_k) \), where \( \lambda_1, \ldots, \lambda_k \) are the roots of the polynomial \( z^k + \sum_{m=0}^{k-1} b_m z^m \), where \( z \in \mathbb{C} \). We shall also rewrite \( E_{b_0, \ldots, b_{k-1}} \) as \( E_{(\lambda_1, \ldots, \lambda_{k-1})} \).

**Proposition 4.** \( (D - \lambda_1)E_{(\lambda_1, \ldots, \lambda_{k-1})}(x) = E_{(\lambda_2, \ldots, \lambda_k)}(x) \).

The result follows by simply inspecting the series (2).

Similarly, we have that \( E_{(\lambda_1, \ldots, \lambda_{k-1})}(x)(D - \lambda) = E_{(\lambda_2, \ldots, \lambda_k)}(x) \). In particular, we have that \( (D - \lambda)E_{(\lambda, \ldots, \lambda_{k-1})}(x) = E_{(\lambda, \ldots, \lambda_k)}(x)(D - \lambda) \).

Let us now assume that \( \lambda \) is real and introduce the function

\[ g_\lambda(x, y) = E_{(\lambda, \ldots, \lambda_{k-1})}(y - x) + h(x, y), \]

where \( x, y \in U \times U \setminus \{(x, x) : x \in U\} \), and \( U \) is a bounded domain with piecewise \( C^1 \), or Lipschitz, boundary. Moreover, the real-valued function \( h(x, y) \) satisfies Helmholtz' equation \( (D^2 - \lambda^2) f = 0 \) in both the variables \( x \) and \( y \).

Using methods described in [4, Chapter 4], and elsewhere, we may arrange it so that \( g_\lambda(x, y) = 0 \) on \( U \times \partial \text{cl} U \), where \( \text{cl} U \) denotes the closure of \( U \).

Let us now introduce the function

\[ B_\lambda(x, y) = (D_x + \lambda)g_\lambda(x, y)(D_y + \lambda) \]

where \( D_x = \sum_{j=1}^n e_j \partial / \partial x_j \) and \( D_y = \sum_{j=1}^n e_j \partial / \partial y_j \). It may be observed that the function \( B_\lambda(x, y) \) is a continuous function on \( U \times U \). By similar arguments to those used in [10], it may be observed that the function \( B_\lambda(x, y) \)
is the Bergman kernel for $L^2$-integrable solution to the equation $(D - \lambda)f = 0$ on $U$, where for each $a = a_1 + \cdots + a_n e_1 \cdots e_n \in A_n(C)$, $\overline{a}$ denotes $a_0 + \cdots + (-1)^{\frac{n(n-1)}{2}} a_1 \cdots a_n e_1 \cdots e_n$ and So, we have that
\[
\int_U B(x, y)f(y)\,dy^n = f(x)
\]
for each $x \in U$, whenever $(D - \lambda)f = 0$ and $f$ is square integrable over $U$. An explicit formula for $B_\lambda(x, y)$ is given in [2] for the case where $U$ is the unit ball in $R^n$.

In [10], it is shown that the Bergman kernel for the Dirac operator $D$ is a projection operator from the $A_n$-module of $A_n$-valued square integrable functions on $U$ to the Bergman $A_n$-module of square integrable functions which are solutions to the equation $Df = 0$. Similar arguments show that the operator $B_\lambda(x, y)$ is also a projection operator.
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