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Abstract. A version of the uniform ergodic theorem valid for commuting multioperators is given.

Let $X$ be a complex Banach space, and let $\mathcal{L}(X)$ be the algebra of linear continuous operators acting in $X$. For every $S \in \mathcal{L}(X)$ we set

$$M_k(S) = k^{-1}(I + S + S^2 + \cdots + S^{k-1}), \quad k = 1, 2, 3, \ldots,$$

i.e. the averages associated with $S$, where $I = I_X$ is the identity of $X$.

If $T = (T_1, \ldots, T_n) \in \mathcal{L}(X)^n$ is a commuting multioperator (briefly, a c.m.) we also set

$$M_\nu(T) = M_{\nu_1}(T_1) \cdots M_{\nu_n}(T_n), \quad \nu \in \mathbb{Z}_+^n, \nu \geq e,$$

where $\mathbb{Z}_+^n$ is the family of multi-indices of length $n$ (i.e. $n$-tuples of non-negative integers) and $e := (1, \ldots, 1) \in \mathbb{Z}_+^n$. In other words, $(2)$ defines the averages associated with $T$ (see [Bru], [Du-Sc], [Kr], etc.).

Definition. A c.m. $T \in \mathcal{L}(X)^n$ is said to be Cesàro quasi-bounded if the sequences

$$\left( \prod_{k \neq j} M_{\nu_k}(T_k) \right)_{\nu_1 \geq 1, \ldots, \nu_{j-1} \geq 1, \nu_{j+1} \geq 1, \ldots, \nu_n \geq 1}$$

are bounded in $\mathcal{L}(X)$. If, in addition, the limit

$$\lim_\nu M_\nu(T)$$

exists in the uniform topology of $\mathcal{L}(X)$, then $T$ is said to be uniformly ergodic.

Remarks. (1) If $n = 1$, then $(3)$ is automatically fulfilled, and therefore the above definition extends the usual concept of uniformly ergodic operator (see, for instance, [Kre]).

(2) A pair $T = (T_1, T_2)$ is Cesàro quasi-bounded if and only if both $T_1$ and $T_2$ are Cesàro bounded, i.e. $(M_k(T_j))_{k \geq 1}$ ($j = 1, 2$) are bounded [Kre].

(3) If $T_1, \ldots, T_n$ are uniformly ergodic commuting operators, then $T = (T_1, \ldots, T_n)$ is uniformly ergodic. The converse is not true, in general. Indeed,
if $T_1 = 0$ and $T_2$ is Cesàro bounded but not uniformly ergodic (see [Mb-Ze] for such an example), then $T = (T_1, T_2)$ is, however, uniformly ergodic.

(4) A c.m. $T \in \mathcal{L}(X)^n$ is Cesàro quasi-bounded if and only if $T^* \in \mathcal{L}(X^*)^n$ is Cesàro quasi-bounded, where $X^*$ is the dual of $X$ and $T^*$ is the “adjoint” of $T$ (i.e. $T^* = (T_1^*, \ldots, T_n^*)$). Similarly, $T$ is uniformly ergodic if and only if $T^*$ is uniformly ergodic.

(5) It is not known to the authors whether the existence of the limit (4) implies the Cesàro quasi-boundedness if $n \geq 2$. Note that the current hypothesis when defining the averages (2) is that $T_1, \ldots, T_n$ is a family of commuting power bounded operators (see [Kre]).

Let $T \in \mathcal{L}(X)^n$ be a c.m. We define the operators $R_{\nu, j}(T) \in \mathcal{L}(X)$ by the formula

$$R_{\nu, j}(T) := \nu_j^{-1} T_j^{\nu_j} \prod_{k \neq j} M_{\nu_k}(T_k), \quad \nu \geq e, \quad j = 1, \ldots, n, \quad n \geq 2.$$  

If $n = 1$, we set $R_{\nu, 1}(T) := \nu_1^{-1} T_1^{\nu_1}$.

**Lemma 1.** If $T \in \mathcal{L}(X)^n$ is Cesàro quasi-bounded, then $\lim_{\nu} M_{\nu}(T)(I - T_j) = 0$ if and only if $\lim_{\nu} R_{\nu, j}(T) = 0$ for each $j \in \{1, \ldots, n\}$.

**Proof.** As we have

$$M_{\nu_j}(T_j)(I - T_j) = \nu_j^{-1}(I - T_j^{\nu_j}),$$

it follows that

$$M_{\nu}(T)(I - T_j) = \nu_j^{-1}(I - T_j^{\nu_j}) \prod_{k \neq j} M_{\nu_k}(T_k)$$

$$= \nu_j^{-1} \prod_{k \neq j} M_{\nu_k}(T_k) - R_{\nu, j}(T).$$

(6)

Since $T$ is assumed to be Cesàro quasi-bounded, we have

$$\lim_{\nu} \nu_j^{-1} \prod_{k \neq j} M_{\nu_k}(T_k) = 0,$$

which combined with (6) leads easily to our assertion.

**Remark.** If $T \in \mathcal{L}(X)^n$ is Cesàro quasi-bounded, and if $\lim_{k} k^{-1} T_j^{k} = 0$ for some $j$, then

$$\lim_{\nu} R_{\nu, j}(T) = 0.$$ 

For every operator $S \in \mathcal{L}(X)$ we denote by $N(S)$ the kernel of $S$.

The next result is a version of [Mb-Ze, Lemma 1].

**Lemma 2.** Let $T \in \mathcal{L}(X)^n$ be Cesàro quasi-bounded, such that $\lim_{\nu} R_{\nu, j}(T) = 0$ ($j = 1, \ldots, n$). Then

$$\left[ \sum_{j=1}^{n} (I - T_j)X \right] \cap \left[ \bigcap_{j=1}^{n} N(I - T_j) \right] = \{0\}.$$  

**Proof.** Let $x$ be a vector in the left-hand side of (7). Then $x = \sum_{j=1}^{n} (I - T_j)x_j$, and so

$$M_{\nu}(T)x = \sum_{j=1}^{n} M_{\nu}(T)(I - T_j)x_j.$$
But we also have $x = T_j x$ $(j = 1, \ldots, n)$, whence $M_\nu(T)x = x$. Therefore

$$x = \lim_\nu M_\nu(T)x = \lim_\nu \sum_{j=1}^n M_\nu(T)(I - T_j)x_j$$

$$= \lim_\nu \sum_{j=1}^n R_{\nu, j}(T)x_j = 0,$$

via Lemma 1.

The standard decomposition of the space with respect to a uniformly ergodic c.m. can be expressed as follows.

**Lemma 3.** Let $T \in \mathcal{L}(X)^n$ be uniformly ergodic, and let $E := \lim_\nu M_\nu(T)$. Then $E$ is a projection in $X$ such that

$$EX = \bigcap_{j=1}^n N(I - T_j),$$

$$N(E) = \left[ \sum_{j=1}^n (I - T_j)x \right]^-.$$ 

**Proof.** Note the identity

$$T_j M_\nu(T) = \frac{\nu_j + 1}{\nu_j} M_{\nu + e_j}(T) - \frac{1}{\nu_j} \prod_{k \neq j} M_{\nu_k}(T_k),$$

valid for every $j = 1, \ldots, n$, where

$$e_j = (0, \ldots, 0, 1, 0, \ldots, 0).$$

Passing to the limit in (10), we obtain

$$T_j E = E T_j = E, \quad j = 1, \ldots, n.$$ 

As we have from (11) that $E M_\nu(T) = E$, it follows that $E^2 = E$, i.e. $E$ is a projection.

To prove (8), let $x = Ey$. Then, from (11),

$$(I - T_j)x = E(I - T_j)y = 0, \quad j = 1, \ldots, n,$$

thus $EX \subset \bigcap_{j=1}^n N(I - T_j)$.

Conversely, if $(I - T_j)x = 0$ for all $j$, then $x = M_\nu(T)x$ for all $\nu$, and so $x = EX$. Consequently $\bigcap_{j=1}^n N(I - T_j) \subset EX$, showing that (8) holds.

Let us prove (9). The inclusion $\sum_{j=1}^n (I - T_j)x \subset N(E)$ follows easily from (11). Conversely, if

$$x^* \in \left[ \sum_{j=1}^n (I - T_j)x \right]^\perp,$$

then $x^*(I - T_j) = 0$ for each $j$. Thus $x^* M_\nu(T) = x^*$ for all $\nu$, whence $x^* = x^* E$. Consequently $x^* \in N(E)^\perp$, showing that

$$N(E) \subset \left[ \sum_{j=1}^n (I - T_j)x \right]^-. $$

which completes the proof of the lemma.
The next result extends to several variables an important observation of [Lin].

**Lemma 4.** Let $T \in \mathcal{L}(X)^n$ be uniformly ergodic. Then the space $\sum_{j=1}^n (I - T_j)X$ is closed in $X$.

**Proof.** Let $Y := \{\sum_{j=1}^n (I - T_j)X\}^\perp$. By the previous lemma, $Y = (I - E)X$. Note that $Y$ is invariant under $T$. Let $S = T|Y$. Then

$$M_\nu(S) = M_\nu(T)(I - E)|Y,$$

and therefore

$$\|M_\nu(S)\| \leq \|M_\nu(T)(I - E)\|.$$ 

Since $\lim_\nu M_\nu(T)(I - E) = 0$, we can find a multi-index $\nu$ such that $\|M_\nu(S)\| < 1$. Then $I - M_\nu(S)$ is invertible. We deduce from here that $e \not\in \sigma(T)$, where $\sigma(S)$ is the (Taylor) joint spectrum of $S$ (see [Tay 1], or [Vas]). Indeed if $e \in \sigma(S)$, as we have

$$\sigma(I - M_\nu(S)) = \{1 - M\nu(z) ; z \in \sigma(S)\}$$

by the spectral mapping theorem (see [Tay 2] or [Vas]), we obtain $0 \in \sigma(I - M_\nu(S))$, which is a contradiction. But if we have $e \not\in \sigma(S)$, then, in particular, $\sum_{j=1}^n (I - S_j)Y = Y$, which follows from the definition of the (Taylor) joint spectrum. Therefore

$$Y = \sum_{j=1}^n (I - S_j)Y \subset \sum_{j=1}^n (I - T_j)X \subset Y,$$

which establishes our assertion.

The next result is a several variables version of the uniform ergodic theorem from [Dun], which reflects the improvement due to [Lin].

**Theorem 1.** Let $T \in \mathcal{L}(X)^n$ be Cesàro quasi-bounded. Then the following two conditions are equivalent.

(i) $T$ is uniformly ergodic.

(ii) $\lim_\nu R_{\nu,j}(T) = 0$ ($j = 1, \ldots, n$), and the subspaces $\sum_{j=1}^n (I - T_j)X$, $\sum_{j=1}^n (I^* - T^*_j)X^*$ are closed in $X, X^*$, respectively.

**Proof** (i) $\Rightarrow$ (ii). If $T$ is uniformly ergodic, then $\lim_\nu M_\nu(T)(I - T_j) = 0$, and so $\lim_\nu R_{\nu,j}(T) = 0$ ($j = 1, \ldots, n$), by Lemma 1. The space $\sum_{j=1}^n (I - T_j)X$ is closed by Lemma 4.

Since $T^*$ is also uniformly ergodic, the space $\sum_{j=1}^n (I^* - T^*_j)X^*$ is closed too.

(ii) $\Rightarrow$ (i). Let $X^n = X \oplus \cdots \oplus X$ ($n$ times), endowed with the norm $\|x_1 \oplus \cdots \oplus x_n\|^2 = \|x_1\|^2 + \cdots + \|x_n\|^2$.

Let $\delta_T: X^n \rightarrow X$ be given by the formula

$$\delta_T \left( \bigoplus_{j=1}^n x_j \right) := \sum_{j=1}^n (I - T_j)x_j, \quad x_1, \ldots, x_n \in X.$$ 

Let also $\gamma_T: X \rightarrow X^n$ be given by

$$\gamma_T(x) := \bigoplus_{j=1}^n (I - T_j)x, \quad x \in X.$$
If $\delta_{T^n}$, $\gamma_{T^n}$ are the operators given by (12), (13) for $T^n$, respectively, then we have

$$\delta_{T^n} = (\gamma_{T^n})^*, \quad \gamma_{T^n} = (\delta_{T^n})^*$$

as one can easily check (via the natural identification $X^{*n} = X^{n*}$, described in [Kat]).

The hypothesis implies that the spaces $Y := \delta_{T}(X^n)$, $Y_* := \delta_{T^*}(X^{*n})$ are closed. If $Z := N(\gamma_{T})$, $Z_* = N(\gamma_{T^*})$, then $Y_* = Z_{\perp}$ and $Z_* = Y_{\perp}$, by (14) and the fact that $Y$, $Y_*$ are closed.

By virtue of Lemma 2, we have $Y_* \cap Z_* = \{0\}$. Therefore $(Y + Z)^{-} = X$. Then for each $x \in X$ we find sequences $(y_k)_k \subset Y$, $(z_k)_k \subset Z$ such that $y_k + z_k \to x$ as $k \to \infty$. Then

$$\gamma_{T}(x) = \lim_{k \to \infty} \gamma_{T}(y_k + z_k) = \lim_{k \to \infty} \gamma_{T}(y_k),$$

and therefore

$$\gamma_{T}(x) \in \overline{\gamma_{T}(Y)}, \quad x \in X.$$  

We shall show that $\gamma_{T}(Y)$ is closed in $X^n$. Indeed, let $S = T\mid Y$. Since $Y = \delta_{T}(X^n)$ is closed, there is a constant $C > 0$ such that for every $y \in Y$ we can find $x_1, \ldots, x_n \in X$ such that $y = \delta_{T}(x_1 \oplus \cdots \oplus x_n)$ and $\|x_1 \oplus \cdots \oplus x_n\| \leq C \|y\|$. Hence

$$\|M_{\nu}(S)y\| = \left\| \sum_{j=1}^{n} M_{\nu}(T)(I - T_j)x_j \right\|$$

$$\leq C \left( \sum_{j=1}^{n} \|M_{\nu}(T)(I - T_j)\|^2 \right)^{1/2} \|y\|$$

As we have

$$\lim_{\nu} \left( \sum_{j=1}^{n} \|M_{\nu}(T)(I - T_j)\|^2 \right)^{1/2} = \lim_{\nu} \left( \sum_{j=1}^{n} \|R_{\nu, j}(T)\|^2 \right)^{1/2} = 0$$

by Lemma 1, it follows from (16) that we can find a multi-index $\nu$ such that $\|M_{\nu}(S)\| < 1$.

Now, an argument used in the proof of Lemma 4 shows that $e \notin \sigma(S)$. In particular, as a consequence of the definition of the (Taylor) joint spectrum, $\gamma_{S}$ has closed range, and so $\gamma_{T}(Y)$ is closed.

From (15) we can now derive that for every $x \in X$ there is a $y \in Y$ such that $\gamma_{T}(x) = \gamma_{T}(y)$. Hence $z := x - y \in Z$, and so $X = Y + Z$. As we have $Y \cap Z = \{0\}$ by Lemma 2, we have obtained that $X$ is the direct topological sum of the spaces $Y$, $Z$.

We have only to show that $\lim_{T} M_{\nu}(T)$ exists in $\mathcal{L}(X)$. Let $E$ be the projection of $X$ onto $Z$, parallel to $Y$. Since $M_{\nu}(T\mid Z) = I_{Z}$, we have for all $\nu'$, $\nu'' \in Z^{n*}_{+}$:

$$\|[M_{\nu'}(T) - M_{\nu''}(T)]x\| = \|[M_{\nu'}(S) - M_{\nu''}(S)](I - E)x\|$$

$$\leq (1 + \|E\|)\|M_{\nu'}(S) - M_{\nu''}(S)\| \|x\|.$$
As \( \lim \nu M_\nu(S) = 0 \) by (16) and (17), we obtain from (18) that the limit \( \lim \nu M_\nu(T) \) exists in \( L(X) \). Therefore \( T \) is uniformly ergodic and the proof of the theorem is completed.

**Remark.** The space \( \sum_{j=1}^n (I^* - T_j^*)X^* \) is closed if and only if the space

\[
\left\{ \bigoplus_{j=1}^n (I - T_j)x \in X^n; \ x \in X \right\}
\]

is closed. This follows from the fact that (19) is precisely \( \gamma_T(X) \). This shows that for \( n = 1 \), condition (ii) from Theorem 1 is equivalent to \( \lim k^{-1}T_k^k = 0 \) and \( (I - T_1)X \) closed, as in Lin's version of the uniform ergodic theorem (see [Lin]).

If \( n > 1 \), then the closedness of the space \( \sum_{j=1}^n (I - T_j)X \) and that of (19) are independent. We owe to V. Müller (Prague) an example of this, which will be published elsewhere.

For various purposes, one can state another (less concentrated) version of Theorem 1, also reflecting more recent contributions for the case of one operator (see, for instances, [Mb-Ze]). Unfortunately, conditions expressed in terms of poles or finite descent do not seem to have a counterpart in our context.

**Theorem 2.** Let \( T \in L(X)^n \) be Cesàro quasi-bounded, such that \( \lim \nu R_{\nu,j}(T) = 0 \) \( (j = 1, \ldots, n) \). Then the following conditions are equivalent:

(a) \( T \) is uniformly ergodic.

(b) The spaces

\[
\sum_{j=1}^n (I - T_j)X + \bigcap_{j=1}^n N(I - T_j),
\]

\[
\sum_{j=1}^n (I^* - T_j^*)X^* + \bigcap_{j=1}^n N(I^* - T_j^*)
\]

are closed in \( X, X^* \), respectively.

(c) The spaces \( \sum_{j=1}^n (I - T_j)X, \sum_{j=1}^n (I^* - T_j^*)X^* \) are closed in \( X, X^* \), respectively.

(d) The space \( \sum_{j=1}^n (I - T_j)X \) is closed and complemented in \( X \), and its complement is equal to \( \bigcap_{j=1}^n N(I - T_j) \).

(e) There are two closed subspaces \( Y, Z \) of \( X \) that are invariant under \( T \), such that \( X = Y + Z \), \( \lim \nu M_\nu(T|Y) = 0 \) and \( T|Z = (I_Z, \ldots, I_Z) \).

**Proof.** (a) \( \Rightarrow \) (b). It follows from (8), (9) and Lemma 4 that

\[
X = \sum_{j=1}^n (I - T_j)X + \bigcap_{j=1}^n N(I - T_j).
\]

In particular, the right-hand side of (20) is closed.

The remaining assertion from (b) follows similarly, by the fact that \( T^* \) is also uniformly ergodic.

(b) \( \Rightarrow \) (c) Let \( X_0 \) be the right-hand side of (20), which is closed by the
hypothesis. If $\delta_T$ is the operator (12), then the mapping
\[ \tau: [X^n/N(\delta_T)] \oplus \left( \bigcap_{j=1}^{n} N(I - T_j) \right) \to X_0 \]
given by
\[ \tau \left( \bigoplus_{j=1}^{n} x_j + N(\delta_T) \oplus z \right) = \sum_{j=1}^{n} (I - T_j) x_j + z \]
is linear, continuous and bijective, via Lemma 2.

Therefore $\tau^{-1}$ is continuous, and $\sum_{j=1}^{n} (I - T_j) X$ must be closed in $X$.

A similar argument shows that $\sum_{j=1}^{n} (I^* - T_j^*) X^*$ must be closed in $X^*$.

(c) $\Rightarrow$ (d). This follows from the proof of the implication (ii) $\Rightarrow$ (i) of Theorem 1.

(d) $\Rightarrow$ (e). We take $Y := \sum_{j=1}^{n} (I - T_j) Y$ and $Z := \bigcap_{j=1}^{n} N(I - T_j)$. Then $T|Z = (I_Z, \ldots, I_Z)$, and $X = Y + Z$, as in the proof Theorem 1. That $\lim_{\nu} M_{\nu}(T|Y) = 0$ follows from (16) and (17).

(e) $\Rightarrow$ (a). Since $\lim_{\nu} M_{\nu}(T|Y) = 0$, it follows as in the proof of Theorem 1 that $e \not\in \sigma(T|Y)$.

On the other hand, $\sigma(T|Z) = \{e\}$. It follows from the Taylor idempotent theorem (see [Tay 2] or [Vas]) that $Y \cap Z = \{0\}$. The existence of the limit $\lim_{\nu} M_{\nu}(T)$ can be obtained as in the last part of the proof of Theorem 1.

Hence all equivalences are established.

A version of [Lin, Corollary 1] can be also obtained in our context.

**Corollary.** Let $T \in \mathcal{L}(X)^n$ be Cesàro quasi-bounded, such that $\lim_{\nu} R_{\nu,j}(T) = 0$ ($j = 1, \ldots, n$). Suppose that
\[
\max_{1 \leq j \leq n} \sup_{m \geq 0} \left\| \sum_{k=0}^{m} T_j^k y \right\| < \infty, \quad y \in \left[ \sum_{j=1}^{n} (I - T_j) X \right]^-, \\
\max_{1 \leq j \leq n} \sup_{m \geq 0} \left\| \sum_{k=0}^{m} T_j^* y^* \right\| < \infty, \quad y^* \in \left[ \sum_{j=1}^{n} (I^* - T_j^*) X^* \right]^-. 
\]

Then $T$ is uniformly ergodic.

**Proof.** By the uniform boundedness principle, we have
\[
\max_{1 \leq j \leq n} \sup_{m \geq 0} \left\| \sum_{k=0}^{m} S_j^k \right\| < \infty, 
\]
where $S_j := T_j|Y$ ($j = 1, \ldots, n$), $Y := [\sum_{j=1}^{n} (I - T_j) X]^-$.

Then
\[
\lim_{k \to \infty} M_k(S_j) = 0 \quad (j = 1, \ldots, n),
\]
and therefore $\lim_{\nu} M_{\nu}(S) = 0$.

In particular, we obtain $\bigcap_{j=1}^{n} N(I Y - S_j) = \{0\}$. It follows from Theorem 2 (see (d) and (e)) that
\[
\sum_{j=1}^{n} (I - S_j) Y = Y \subset \bigcap_{j=1}^{n} (I - T_j) X \subset Y.
\]
Therefore $\sum_{j=1}^{n}(I - T_j)X$ is closed. Similarly, $\sum_{j=1}^{n}(I^* - T_j^*)X^*$ is closed. In virtue of Theorem 1, $T$ is uniformly ergodic.
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