SINGULAR JACOBI FORMS

JAE-HYUN YANG

Abstract. We introduce the differential operator $M_{g,h}$ characterizing singular Jacobi forms. We also characterize singular Jacobi forms by the weight of the associated rational representation of the general linear group. And we provide eigenfunctions of the differential operator $M_{g,h}$.

1. Introduction

Let $g$ and $h$ be two positive integers. Let $\mathcal{M}$ be a symmetric positive definite, half-integral matrix of degree $h$. For two positive integers $k$ and $l$, we denote by $\mathbb{R}^{(k,l)}$ the space of all $k \times l$ matrices with entries in the field $\mathbb{R}$ of real numbers. We let

$$\mathcal{P}_g := \{ Y \in \mathbb{R}^{(g,g)} | Y = Y^t > 0 \}$$

be the open convex cone of positive definite matrices of degree $g$ in the Euclidean space $\mathbb{R}^{(g(g+1)/2)}$. We define the differential operator $M_{g,h}$ on $\mathcal{P}_g \times \mathbb{R}^{(h,g)}$ defined by

$$M_{g,h} := \det(Y) \cdot \det \left( \frac{\partial}{\partial Y} + \frac{1}{8\pi} \left( \frac{\partial}{\partial V} \right) \mathcal{M}^{-1} \left( \frac{\partial}{\partial V} \right) \right),$$

where

$$Y = (y_{\mu\nu}) \in \mathcal{P}_g, \quad V = (v_{kl}) \in \mathbb{R}^{(h,g)}, \quad \frac{\partial}{\partial Y} = \left( \frac{1 + \delta_{\mu\nu}}{2} \frac{\partial}{\partial y_{\mu\nu}} \right)$$

and

$$\frac{\partial}{\partial V} = \left( \frac{\partial}{\partial v_{kl}} \right).$$

We note that this differential operator generalizes the differential operator $M_g := \det(Y) \cdot \det(\partial/\partial Y)$ on $\mathcal{P}_g$ which was introduced by H. Maass (cf. [M]). Using the differential operator $M_g$, Maass (cf. [M], pp. 202–204) proved that if a nonzero singular modular form of degree $n$ and weight $k$ exists, then $nk \equiv 0 \pmod{2}$ and $0 < 2k \leq n - 1$. The converse was proved by R. Weissauer (cf. [W], Satz 4).
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The aim of this paper is to characterize singular Jacobi forms. Singular Jacobi forms are defined to be the Jacobi forms which admit a Fourier expansion such that a Fourier coefficient \( c(T, R) \) vanishes unless

\[
\det \begin{pmatrix} T & 1/2 R \\ 1/2 R & \mathcal{M} \end{pmatrix} = 0.
\]

For more detail, we refer to Definition 2.2. This paper is organized as follows. In Section 2, we review the notion of singular Jacobi forms which was introduced by Ziegler (cf. [Z], Definition 3.7) and establish the notations. In Section 3, we investigate some properties of the differential operator \( M_{g,h} \) to be used in the next section. In Section 4, we prove the main theorems. That is, we prove that singular Jacobi forms are characterized by \( M_{g,h} \) and the weight of the associated rational representation of the general linear group \( GL(g, C) \). In the final section, we provide eigenfunctions of the above-mentioned differential operator \( M_{g,h} \).

Notations. We denote by \( \mathbb{Z} \), \( \mathbb{R} \) and \( \mathbb{C} \) the ring of integers, the field of real numbers, and the field of complex numbers respectively. \( \text{Sp}(g, \mathbb{R}) \) denotes the symplectic group of degree \( g \). \( H_g \) denotes the Siegel upper half plane of degree \( g \). For \( M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}(g, \mathbb{R}) \) and \( Z \in H_g \), we set \( M(Z) := (AZ + B)(CZ + D)^{-1} \). \( \Gamma_g := \text{Sp}(g, \mathbb{Z}) \) denotes the Siegel modular group of degree \( g \). \( [\Gamma_g, k] \) (resp. \( [\Gamma_g, \rho] \)) denotes the vector space of all Siegel modular forms of weight \( k \) (resp. of type \( \rho \)). The symbol \( " := " \) means that the expression on the right is the definition of that on the left. We denote by \( \mathbb{Z}^+ \) the set of all positive integers. \( F^{(k,l)} \) denotes the set of all \( k \times l \) matrices with entries in a commutative ring \( F \). For any \( M \in F^{(k,l)} \), \( tM \) denotes the transpose matrix of \( M \). For \( A \in F^{(k,k)} \), \( \sigma(A) \) denotes the trace of \( A \). For \( A \in F^{(k,l)} \) and \( B \in F^{(k,k)} \), we set \( B[A] = tABA \). \( E_g \) denotes the identity matrix of degree \( g \).

2. Singular Jacobi forms

In this section, we establish the notations and define the concept of singular Jacobi forms. Let

\[
\text{Sp}(g, \mathbb{R}) = \{ M \in \mathbb{R}^{(2g, 2g)} | tM J_g M = J_g \}
\]

be the symplectic group of degree \( g \), where

\[
J_g := \begin{pmatrix} 0 & E_g \\ -E_g & 0 \end{pmatrix}.
\]

It is easy to see that \( \text{Sp}(g, \mathbb{R}) \) acts on \( H_g \) transitively by

\[
M(Z) := (AZ + B)(CZ + D)^{-1},
\]

where \( M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}(g, \mathbb{R}) \) and \( Z \in H_g \). For two positive integers \( g \) and \( h \), we consider the Heisenberg group

\[
H^{(g,h)} := \{ [(\lambda, \mu), \kappa] | \lambda, \mu \in \mathbb{R}^{(h,g)}, \kappa \in \mathbb{R}^{(h,h)}, \kappa + \mu^t \lambda \text{ symmetric} \}
\]

endowed with the following multiplication law

\[
[(\lambda, \mu), \kappa] \circ [(\lambda', \mu'), \kappa'] := [(\lambda + \lambda', \mu + \mu'), \kappa + \kappa' + \lambda^t \mu' - \mu^t \lambda'].
\]
We define the semidirect product of $\text{Sp}(g, \mathbb{R})$ and $H_{\mathbb{R}}^{(g, h)}$

$$G^j := \text{Sp}(g, \mathbb{R}) \ltimes H_{\mathbb{R}}^{(g, h)}$$

endowed with the following multiplication law

$$(M, [(\lambda, \mu), \kappa]) \cdot (M', [(\lambda', \mu'), \kappa'])$$

$$= (MM', [(\lambda + \lambda', \mu + \mu'), \kappa + \kappa' + \lambda'\mu' - \mu'\lambda']),$$

with $M, M' \in \text{Sp}(g, \mathbb{R})$ and $(\lambda, \mu) := (\lambda, \mu)M'$. It is easy to see that $G^j$ acts on $H_g \times \mathbb{C}^{(h, g)}$ transitively by

$$(2.1) \quad (M, [(\lambda, \mu), \kappa]) \cdot (Z, W) := (M(Z), (W + \lambda Z + \mu)(CZ + D)^{-1}),$$

where $M = (A B \ C D) \in \text{Sp}(g, \mathbb{R})$, $[(\lambda, \mu), \kappa] \in H_{\mathbb{R}}^{(g, h)}$ and $(Z, W) \in H_g \times \mathbb{C}^{(h, g)}$.

Let $\rho$ be a rational representation of $\text{GL}(g, \mathbb{C})$ on a finite dimensional complex vector space $V_\rho$. Let $\mathcal{M} \in \mathbb{R}^{(h, h)}$ be a symmetric half-integral semipositive definite matrix of degree $h$. Let $C^\infty(H_g \times \mathbb{C}^{(h, g)}, V_\rho)$ be the algebra of all $C^\infty$ functions on $H_g \times \mathbb{C}^{(h, g)}$ with values in $V_\rho$. For $f \in C^\infty(H_g \times \mathbb{C}^{(h, g)}, V_\rho)$, we define

$$(f|_{\rho, \mathcal{M}}(M, [(\lambda, \mu), \kappa]))(Z, W)$$

$$= e^{-2\pi i \sigma(\mathcal{M}(W + \lambda Z + \mu)(CZ + D)^{-1} C)} \cdot e^{2\pi i \sigma(\mathcal{M}(\lambda Z + \lambda + 2\lambda)(W + (\lambda + \lambda')))}$$

$$\times \rho(CZ + D)^{-1} f(M(Z), (W + \lambda Z + \mu)(CZ + D)^{-1}),$$

where $M = (A B \ C D) \in \text{Sp}(g, \mathbb{R})$ and $[(\lambda, \mu), \kappa] \in H_{\mathbb{R}}^{(g, h)}$.

**Definition 2.1.** Let $\rho$ and $\mathcal{M}$ be as above. Let

$$H_{\mathbb{Z}}^{(g, h)} := \{(\lambda, \mu), \kappa) \in H_{\mathbb{R}}^{(g, h)} | \lambda, \mu \in \mathbb{Z}^{(h, g)}, \kappa \in \mathbb{Z}^{(h, h)}\}.$$

A Jacobi form of index $\mathcal{M}$ with respect to $\rho$ on $\Gamma_g$ is a holomorphic function $f \in C^\infty(H_g \times \mathbb{C}^{(h, g)}, V_\rho)$ satisfying the following conditions (A) and (B):

(A) $f|_{\rho, \mathcal{M}}(\tilde{\gamma}) = f$ for all $\tilde{\gamma} \in \Gamma_g := \Gamma_g \ltimes H_{\mathbb{Z}}^{(g, h)}$.

(B) $f$ has a Fourier expansion of the following form:

$$f(Z, W) = \sum_{T \geq 0} \sum_{R \in \mathbb{Z}^{(h, h)}} c(T, R) \cdot e^{2\pi i \sigma(TZ)} \cdot e^{2\pi i \sigma(RW)}$$

with $c(T, R) \neq 0$ only if $(\frac{T}{1}, R \frac{1}{\mathcal{M}}) \geq 0$.

If $g \geq 2$, the condition (B) is superfluous by the Koecher principle (cf. [Z], Lemma 1.6). We denote by $J_{\rho, \mathcal{M}}(\Gamma_g)$ the vector space of all Jacobi forms of index $\mathcal{M}$ with respect to $\rho$ on $\Gamma_g$. In the special case $V_\rho = \mathbb{C}$, $\rho(A) = (\det A)^k (k \in \mathbb{Z}, A \in \text{GL}(g, \mathbb{C}))$, we write $J_{\kappa, \mathcal{M}}(\Gamma_g)$ instead of $J_{\rho, \mathcal{M}}(\Gamma_g)$ and call $k$ the weight of a Jacobi form $f \in J_{\kappa, \mathcal{M}}(\Gamma_g)$.

Ziegler (cf. [Z], Theorem 1.8 or [E-Z], Theorem 1.1) proves that the vector space $J_{\rho, \mathcal{M}}(\Gamma_g)$ is finite dimensional.

**Definition 2.2.** A Jacobi form $f \in J_{\rho, \mathcal{M}}(\Gamma_g)$ is said to be singular if it admits a Fourier expansion such that a Fourier coefficient $c(T, R)$ vanishes unless $

\det(\frac{T}{1}, R \frac{1}{\mathcal{M}}) = 0$. 
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Example 2.3. Let \( S \in \mathbb{Z}^{(2k, 2k)} \) be a symmetric, positive definite, unimodular even integral matrix and \( c \in \mathbb{Z}^{(2k, h)} \). We define the theta series
\[
\vartheta^{(g)}_{S, c}(Z, W) := \sum_{\lambda \in \mathbb{Z}^{(2k, g)}} e^{\pi i (\sigma(S)Z^2 + 2\sigma(c)W^T)} \mathcal{O}_{\lambda}, \quad Z \in H_g, \ W \in \mathbb{C}^{(h, g)}.
\]
We put \( \mathcal{M} := \frac{1}{2} cSc \). We assume that \( 2k < g + \text{rank}(\mathcal{M}) \). Then it is easy to see that \( \vartheta^{(g)}_{S, c} \) is a singular Jacobi form in \( J_{k, \mathcal{M}}(\Gamma_g) \) (cf. [Z], p. 212).

Remark 2.4. Without loss of generality, we may assume that \( \mathcal{M} \) is a positive definite symmetric, half-integral matrix of degree \( h \) (cf. [Z], Theorem 2.4). From now on, throughout this paper \( \mathcal{M} \) is assumed to be positive definite.

3. THE DIFFERENTIAL OPERATOR \( M_{g, h, \mathcal{M}} \)

Let \( \mathcal{P}_g \) be the open convex cone of positive definite matrices of degree \( g \) in \( \mathbb{R}^{g(g+1)/2} \) defined in the introduction.

From now on, for \( Y = (y_{\mu v}) \in \mathcal{P}_g \) and \( V = (v_{kl}) \in \mathbb{R}^{(h, g)} \), we write
\[
\frac{dY}{dV} = \begin{pmatrix} \frac{d}{dY} \\
\frac{d}{dV} \end{pmatrix}, \quad 1 \leq \mu, \nu \leq g, \quad 1 \leq k, l \leq g,
\]

For a real matrix \( X \) of degree \( g \) and an integer \( k \) with \( 1 \leq k \leq g \), we denote by \( C_k(X) \) the matrix of minors of degree \( k \). We define the differential operator \( M_{k, h} \) on \( \mathcal{P}_g \times \mathbb{R}^{(h, g)} \) by
\[
M_{k, h} := \sigma \left( C_k(Y)C_k \left( \frac{\partial}{\partial Y} + \frac{1}{8\pi} \right) \left( \frac{\partial}{\partial V} \right) \left( \frac{\partial}{\partial V} \right) \right), \quad 1 \leq k \leq g.
\]

Following the notations of H. Maass (cf. [M], p. 67), the differential operator \( M_{k, h} \) may be expressed as
\[
M_{k, h} = \sum_{1 \leq \alpha_1 < \cdots < \alpha_k \leq g} \left( \beta_1 \cdots \beta_k \right)_Y \left( \alpha_1 \cdots \alpha_k \right)_{\mathcal{M}} e_{\alpha_1} \cdots e_{\beta_k}, \quad 1 \leq k \leq g.
\]

In particular, we are interested in the following differential operator
\[
M_{g, h} := \det(Y) \cdot \det \left( \frac{\partial}{\partial Y} + \frac{1}{8\pi} \left( \frac{\partial}{\partial V} \right) \left( \frac{\partial}{\partial V} \right) \right).
\]

Lemma 3.1. Let \( T = ^tT \in \mathbb{R}^{(h, g)} \) and \( R \in \mathbb{R}^{(g, h)} \). Then we have
\[
\frac{\partial}{\partial Y} e^{-2\pi\sigma TY} = -2\pi e^{-2\pi\sigma TY} \cdot T
\]
and
\[
M_{g, h}(e^{-2\pi\sigma(TY + RV)}) = \left( \frac{\pi}{2} \right)^g \det(Y \cdot (4T - R^tR)) \cdot e^{-2\pi\sigma(TY + RV)}.
\]

Proof. (3.3) follows from an easy computation. We set
\[
P := (P_{\mu v}) := \frac{\partial}{\partial Y} + \frac{1}{8\pi} \left( \frac{\partial}{\partial V} \right) \left( \frac{\partial}{\partial V} \right).
\]
Then we have

\[(3.6) \quad P_{\mu\mu} := \frac{\partial}{\partial y_{\mu\mu}} + \frac{1}{8\pi} \sum_{k=1}^{h} \frac{v_{k\mu}^2}{\partial v_{k\mu}^2}, \quad 1 \leq \mu \leq g,\]

and

\[(3.7) \quad P_{\mu\nu} := \frac{1}{2} \frac{\partial}{\partial y_{\mu\nu}} + \frac{1}{8\pi} \sum_{k=1}^{h} \frac{v_{k\mu} v_{k\nu}}{\partial v_{k\mu} \partial v_{k\nu}}, \quad 1 \leq \mu < \nu \leq g.\]

We note that if \( T = (t_{\mu\nu}) \), \( R = (r_{\mu k}) \) and \( V = (v_{k\nu}) \), then

\[
\sigma(TY) = \sum_{\mu=1}^{g} t_{\mu\mu} v_{\mu\mu} + 2 \sum_{\mu<\nu} t_{\mu\nu} v_{\mu\nu}, \quad \sigma(RV) = \sum_{\mu=1}^{g} \sum_{k=1}^{h} r_{\mu k} v_{k\nu}.\]

By an easy calculation, we get

\[(3.8) \quad P_{\mu\nu}(e^{-2\pi \sigma(TY + RV)}) = -\frac{\pi}{2} \left( 4t_{\mu\nu} - \sum_{k=1}^{h} r_{\mu k} r_{\nu k} \right) \cdot e^{-2\pi \sigma(TY + RV)}.\]

Thus we get

\[(3.9) \quad \det(P)(e^{-2\pi \sigma(TY + RV)}) = \left( -\frac{\pi}{2} \right)^g \det(4T - R^t R) \cdot e^{-2\pi \sigma(TY + RV)}.\]

Consequently we obtain the desired result (3.4). \( \Box \)

Now we let \( \mathcal{M} \) be a symmetric positive definite, half-integral matrix of degree \( h \). We define the differential operator \( M_{g,h,\mathcal{M}} \) on \( \mathcal{H}_g \times R^{(h,g)} \) by

\[(3.10) \quad M_{g,h,\mathcal{M}} := \det(Y) \cdot \det \left( \frac{\partial}{\partial Y} + \frac{1}{8\pi} \frac{1}{t} \left( \mathcal{M}^{-1/2} \frac{\partial}{\partial V} \right) \left( \mathcal{M}^{-1/2} \frac{\partial}{\partial V} \right) \right).\]

By changing the coordinate \( V \) by \( \hat{V} = \mathcal{M}^{1/2} V \), we obtain \( \partial / \partial \hat{V} = \mathcal{M}^{-1/2} \partial / \partial V \). Thus (3.10) may be written as

\[(3.11) \quad M_{g,h,\mathcal{M}} = \det(Y) \cdot \det \left( \frac{\partial}{\partial Y} + \frac{1}{8\pi} \frac{1}{t} \left( \frac{\partial}{\partial \hat{V}} \right) \left( \frac{\partial}{\partial \hat{V}} \right) \right).\]

**Theorem 3.2.** Let \( T = T \in R^{(h,g)} \) and \( R \in R^{(g,h)} \). Then we have

\[(3.12) \quad M_{g,h,\mathcal{M}}(e^{-2\pi \sigma(TY + RV)}) = \left( -\frac{\pi}{2} \right)^g \det(Y \cdot (4T - \mathcal{M}^{-1} R)) \cdot e^{-2\pi \sigma(TY + RV)}.\]

**Proof.** If we set \( \hat{R} = R \mathcal{M}^{-1/2} \), then \( \hat{R} \hat{V} = RV \). Applying (3.11) to \( e^{-2\pi \sigma(TY + RV)} = e^{-2\pi \sigma(TY + \hat{R} \hat{V})} \) and using Lemma 3.1, we obtain the desired result (3.12). \( \Box \)

4. **Proof of main theorems**

First we prove that a singular Jacobi form is characterized by the differential operator \( M_{g,h,\mathcal{M}} \).
Theorem 4.1. Let \( f \in J_p, \gamma(\Gamma_g) \) be a Jacobi form of index \( \gamma \) with respect to a rational representation \( \rho \) of \( GL(g, \mathbb{C}) \). Then the following conditions are equivalent:

1. \( f \) is a singular Jacobi form.
2. \( f \) satisfies the differential equation \( M_{g,h,\gamma} f = 0 \).

Proof. First we observe that for a Fourier coefficient \( c(T, R) \) of \( f(Z, W) \), we have

\[
\left( \begin{array}{c}
T \\
\frac{1}{2} R
\end{array} \right) = \left( \begin{array}{cc}
E^g & \frac{1}{2} R \\
0 & E_h
\end{array} \right) \left( \begin{array}{c}
T - \frac{1}{4} R \gamma^{-1} R \gamma^{-1} \\
0
\end{array} \right) \left( \begin{array}{c}
E^g & \frac{1}{2} R \\
0 & E_h
\end{array} \right)^t.
\]

Thus it follows immediately that \( \det \left( \begin{array}{c}
T \\
\frac{1}{2} R
\end{array} \right) = 0 \) if and only if \( \det \left( \begin{array}{c}
T \\
\frac{1}{2} R
\end{array} \right) = 0 \).

Suppose \( f \in J_p, \gamma(\Gamma_g) \) is singular. Then according to Theorem 3.2, we have

\[
M_{g,h,\gamma} f(Z, W) = \left( -\frac{\pi}{2} \right)^g \det(Y) \sum_{T, R} c(T, R) \det(4T - R \gamma^{-1} R) \times e^{2\pi i \sigma(TZ)} \cdot e^{2\pi i \sigma(RW)}.
\]

Since \( f \) singular, \( c(T, R) \neq 0 \) implies \( \det(4T - R \gamma^{-1} R) = 0 \). Hence we obtain the equation \( M_{g,h,\gamma} f = 0 \).

Conversely, we assume \( M_{g,h,\gamma} f = 0 \). Then

\[
\left( -\frac{\pi}{2} \right)^g \det(Y) c(T, R) \det(4T - R \gamma^{-1} R)
\]

\[
= \int_0^1 \cdots \int_0^1 M_{g,h,\gamma} f(Z, W) \cdot e^{-2\pi i \sigma(TZ+RW)} d[X]d[U],
\]

where \( Z = X + iY, \ W = U + iV \) with real \( X = (x_{\mu\nu}), \ Y = (y_{\mu\nu}), \ U = (u_{kl}), \ V = (v_{kl}) \) and

\[
d[X]d[U] = dx_{11} dx_{12} \cdots dx_{g-1,g} dx_{g} \, du_{11} \cdots du_{g-1,g}.
\]

According to the assumption, we have for any \( T \) and \( R \)

\[
c(T, R) \cdot \det(4T - R \gamma^{-1} R) = 0.
\]

This means that \( c(T, R) \neq 0 \) implies \( \det(4T - R \gamma^{-1} R) = 0 \). Hence \( f \) is singular. \( \square \)

Let \( S \) be a symmetric positive definite integral matrix of degree \( h \) and let \( a, b \in \mathbb{Q}(h, g) \). We consider

\[
\partial_{S,a,b}(Z, W) := \sum_{\lambda \in \mathbb{Z}(h, g)} e^{\pi i \sigma(S((\lambda+a)Z + (\lambda+a) + 2(\lambda+a)^t(W+b)))}
\]

with characteristic \( (a, b) \) converging uniformly on any compact subset of \( H_g \times C(h, g) \).

If \( f \) is a Jacobi form in \( J_p, \gamma(\Gamma_g) \), then according to [Z], we may write

\[
f(Z, W) = \sum_{a \in \mathcal{N}} f_a(Z) \cdot \partial_{2,\gamma,a,0}(Z, W), \quad Z \in H_g, \ W \in C(h, g),
\]

where \( \mathcal{N} \) is a complete system of representatives of \( (2\gamma)^{-1}Z(h, g)/Z(h, g) \) and \( \{f_a: H_g \rightarrow V_\rho| a \in \mathcal{N}\} \) are uniquely determined holomorphic vector valued functions on \( H_g \).

According to Yang (cf. [Y], Corollary 3.2), we have
Proposition 4.2. Let $\mathcal{M}$ be unimodular. We assume that $\rho$ satisfies the following condition:

\begin{equation}
\rho(A) = \rho(-A) \quad \text{for all } A \in GL(g, \mathbb{C}).
\end{equation}

Then we have

\begin{equation}
J_{\rho,\mathcal{M}}(\Gamma_g) = [\Gamma_g, \tilde{\rho}] \cdot \vartheta_{2,\mathcal{M},0,0}(Z, W) \cong [\Gamma_g, \tilde{\rho}],
\end{equation}

where $\tilde{\rho} = \rho \otimes \det^{-h/2}$.

Notation 4.3. In Proposition 4.2, we denote the isomorphism of $J_{\rho,\mathcal{M}}(\Gamma_g)$ onto $[\Gamma_g, \rho \otimes \det^{-h/2}]$ by

$$S_{\rho,\mathcal{M}} : J_{\rho,\mathcal{M}}(\Gamma_g) \to [\Gamma_g, \rho \otimes \det^{-h/2}].$$

Definition 4.4. An irreducible finite dimensional representation $\rho$ of $GL(g, \mathbb{C})$ is determined uniquely by its highest weight $(\lambda_1, \lambda_2, \ldots, \lambda_g) \in \mathbb{Z}^g$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_g$. We denote this representation by $\rho = (\lambda_1, \lambda_2, \ldots, \lambda_g)$. The number $k(\rho) := \lambda_g$ is called the weight of $\rho$.

Theorem 4.5. Let $\mathcal{M}$ be a symmetric, positive definite, unimodular even matrix of degree $h$. Assume that $\rho$ is irreducible and satisfies the condition (4.3). Then a nonvanishing Jacobi form in $J_{\rho,\mathcal{M}}(\Gamma_g)$ is singular if and only if $2k(\rho) < g + h$.

Proof. According to Proposition 4.2, we have

$$J_{\rho,\mathcal{M}}(\Gamma_g) = [\Gamma_g, \rho \otimes \det^{-h/2}] \cdot \vartheta_{2,\mathcal{M},0,0}(Z, W).$$

For any $f \in J_{\rho,\mathcal{M}}(\Gamma_g)$, $f = S_{\rho,\mathcal{M}}(f) \cdot \vartheta_{2,\mathcal{M},0,0}(Z, W)$. First of all, we observe that the Fourier coefficients $b(T, R)$ of $\vartheta_{2,\mathcal{M},0,0}(Z, W)$ is given by

$$b(T, R) = \begin{cases} 1 & \text{if } 3 \lambda \in \mathbb{Z}^{(h, \mathcal{M})} \text{ s.t. } T = \mathcal{M}[\lambda], \ tR = \mathcal{M}\lambda, \\ 0 & \text{otherwise.} \end{cases}$$

Obviously we have $4T - R\mathcal{M}^{-1}tR = 0$ for $T, R$ with $b(T, R) \neq 0$. Let $a(T)$ and $c(T, R)$ be the Fourier coefficients of $S_{\rho,\mathcal{M}}(f)(Z)$ and $f(Z, W)$ respectively. If $c(T, R) \neq 0$, then $c(T, R) = a(T_1)b(T_2, R)$ with $T = T_1 + T_2$ because $T_2$ is uniquely determined by $R$.

Now we suppose that $f(Z, W) \neq 0$ is singular. If $a(T_1) \neq 0$ for some half integral $T_1 \geq 0$, then there exist $T_2 \geq 0$ and $R \in \mathbb{Z}^{(h, \mathcal{M})}$ such that $b(T_2, R) \neq 0$ and hence $c(T_1 + T_2, R) = a(T_1)b(T_2, R) \neq 0$ is the Fourier coefficient of $f(Z, W)$. By assumption and the fact that $4T_2 - R\mathcal{M}^{-1}tR = 0$, we have

$$\det(4(T_1 + T_2) - R\mathcal{M}^{-1}tR) = \det(4T_1) = 0.$$ 

Hence $S_{\rho,\mathcal{M}}(f) \neq 0$ is singular. According to [W], Satz 4, we obtain the condition $2k(\rho) < g + h$. Conversely, suppose $2k(\rho) < g + h$. Then, according to [W], Satz 4, $S_{\rho,\mathcal{M}}(f)$ is singular. If $c(T, R) \neq 0$, then we have $c(T, R) = a(T_1)b(T_2, R)$ for uniquely determined half-integral $T_1$ and $T_2$ with $T = T_1 + T_2$. Since $a(T_1) \neq 0$ and $S_{\rho,\mathcal{M}}(f)$ is singular, $\det(T_1) = 0$. Using the fact that $4T_2 - R\mathcal{M}^{-1}tR = 0$, we obtain

$$\det(4T_2 - R\mathcal{M}^{-1}tR) = \det(4T_1) = 0.$$ 

Hence $f(Z, W)$ is singular. This completes the proof. □
Remark 4.6. For general $p$ and $\mathcal{M}$ without the above assumptions on them, it is possible to prove that a nonvanishing Jacobi form $f \in J_p, \mathcal{M}(\Gamma_g)$ is singular if and only if $2k(p) < g + h$ since [W], Satz 4 also holds for normal subgroups of finite index in $\Gamma_g$.

Remark 4.7. Ziegler (cf. [Z], Theorem 3.12) proved that a strongly singular Jacobi form may be written as a linear combination of theta series $\vartheta_{\mathcal{S}, c}^{(g)}$ (cf. (2.3)).

Finally we prove

Theorem 4.8. Let $\mathcal{M}$ be a symmetric, positive definite half-integral matrix of degree $h$. Then for all $a, b \in \mathbb{Q}^{(h, g)}$, the theta series $\vartheta_{\mathcal{M}, a, b}(Z, W)$ satisfies the differential equation

\[ M_{g, h, \mathcal{M}} \vartheta_{\mathcal{M}, a, b}(Z, W) = 0. \]

Proof. For each $\lambda \in \mathbb{Z}^{(h, g)}$, we put

\[ T_\lambda := (\lambda + a) \mathcal{M}(\lambda + a), \quad R_\lambda := 2^i(\lambda + a) \mathcal{M}. \]

According to Theorem 3.2, we have

\[ M_{g, h, \mathcal{M}} \vartheta_{\mathcal{M}, a, b}(Z, W) = (-\frac{\pi}{2})^g \det(Y) \cdot \sum_{\lambda \in \mathbb{Z}^{(h, g)}} \det(4T_\lambda - R_\lambda \mathcal{M}^{-1} R_\lambda) \cdot e^{2\pi i \{\mathcal{M}((\lambda + a)Z'(\lambda + a) + 2(\lambda + a)'W + b))\}}. \]

It is easy to show that $\det(4T_\lambda - R_\lambda \mathcal{M}^{-1} R_\lambda) = 0$ for all $\lambda \in \mathbb{Z}^{(h, g)}$. Hence we obtain the equation (4.5). $\square$

5. EIGENFUNCTIONS OF $M_{g, h, \mathcal{M}}$

In this section, we give eigenfunctions of the differential operator $M_{g, h, \mathcal{M}}$. For $Y \in \mathcal{P}_g$, we let $Y = T[Q]$ be the Jacobian decomposition of $Y$ such that

\[ T = \begin{pmatrix} t_1 & 0 & \cdots & 0 \\ 0 & t_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & t_g \end{pmatrix}, \quad Q = \begin{pmatrix} 1 & * & \cdots & * \\ 0 & 1 & \cdots & * \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}, \]

where $T$ is a diagonal matrix with all $t_\nu > 0$ ($\nu = 1, \ldots, g$) and $Q$ is an upper triangular matrix with ones in the main diagonal (cf. [M]). We call the $t_\nu$ ($1 \leq \nu \leq g$) and the elements $q_{kl}$ ($1 \leq k < l \leq g$) of $Q$ Jacobian coordinates of $Y$.

For $s = (s_1, \ldots, s_g) \in \mathbb{C}^g$, we define the function $f_s(Y)$ on $\mathcal{P}_g$ by

\[ f_s(Y) := \prod_{k=1}^{g} t_k^{s_k + k/2 - (g + 1)/4}, \quad Y = T[Q] \in \mathcal{P}_g. \]

We put

\[ \varepsilon := (\varepsilon_{11}, \ldots, \varepsilon_{1g}, \ldots, \varepsilon_{h1}, \ldots, \varepsilon_{hg}) \in \mathbb{Z}_{2}^{hg}, \quad Z_2 = \{0, 1\}. \]

That is, $\varepsilon_{ij} = 0$ or $1$ for $1 \leq i \leq h$ and $1 \leq j \leq g$. 
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Theorem 5.1. Let $\mathcal{M}$ be a half-integral positive definite symmetric matrix of degree $h$. Let $\mathcal{M}^{1/2}$ be the unique positive definite symmetric matrix such that $(\mathcal{M}^{1/2})^2 = \mathcal{M}$. We put $\mathcal{M}^{1/2} := (\alpha_{ij})$, $1 \leq i, j \leq h$. Then for each $s = (s_1, \ldots, s_g) \in \mathbb{C}^g$ and $\varepsilon = (\varepsilon_{11}, \ldots, \varepsilon_{h1}, \ldots, \varepsilon_{hg}) \in \mathbb{Z}_2^g$, the function $f_{s, \varepsilon, \mathcal{M}}(Y, V)$ on $\mathcal{P}_g \times \mathbb{R}^{(h,g)}$ defined by

$$f_{s, \varepsilon, \mathcal{M}}(Y, V) := f_s(Y) \cdot \left( \sum_{k=1}^h \alpha_{1k} v_{k1} \right)^{\varepsilon_{11}} \cdots \left( \sum_{k=1}^h \alpha_{kk} v_{kg} \right)^{\varepsilon_{kk}}$$

is an eigenfunction of the differential operator $M_{g, h, \mathcal{M}}$ with the eigenvalue $\lambda_{s, \varepsilon, \mathcal{M}} = \prod_{k=1}^g (s_k + (g - 1)/4)$.

Proof. We leave the proof to the interested reader. $\square$
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