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Abstract. We find necessary and sufficient conditions for a spectral differential equation

$$L_N[y](x) = \sum_{i=1}^{N} \ell_i(x)y^{(i)}(x) = \lambda_n y(x)$$

to have Sobolev orthogonal polynomials of solutions, which are orthogonal relative to the Sobolev (pseudo-) inner product

$$\phi(p, q) = \int_{\mathbb{R}} p(x)q(x)\,d\mu(x) + \int_{\mathbb{R}} p'(x)q'(x)\,d\nu(x),$$

where $d\mu$ and $d\nu$ are signed Borel measures having finite moments. This result generalizes a result by H. L. Krall, which handles the case when $d\nu = 0$.

1. INTRODUCTION

We consider a linear differential equation of order $N \geq 1$ of the spectral type

$$L_N[y](x) = \sum_{i=1}^{N} \ell_i(x)y^{(i)}(x) = \lambda_n y(x),$$

where each $\ell_i(x) = \sum_{j=0}^{\ell_i} \ell_{ij} x^j$ is a polynomial of degree $\leq i$, independent of $n = 0, 1, \cdots$, $\ell_N(x) \neq 0$, and $\lambda_n$ are eigenvalue parameters given by

$$\lambda_n = \ell_{11} n + \ell_{22} n(n - 1) + \cdots + \ell_{NN} n(n - 1) \cdots (n - N + 1).$$

Our purpose is to find conditions for the differential equation (1.1) to have Sobolev orthogonal polynomials of solutions, which are orthogonal relative to some Sobolev (pseudo-) inner product of the form

$$\phi(p(x), q(x)) = \int_{\mathbb{R}} p(x)q(x)d\mu(x) + \int_{\mathbb{R}} p'(x)q'(x)d\nu(x),$$

where $d\mu(x)$ and $d\nu(x)$ are signed Borel measures on the real line $\mathbb{R}$ with finite moments.
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When $d\nu(x) = 0$, such conditions were already found by H. L. Krall [6] (see also [10] for another proof of Krall's theorem).

Recently, R. Koekoek and H. G. Meijer [5] introduced a new class of Sobolev orthogonal polynomials, $\{L_n^\alpha,M,N(x)\}_{n=0}^\infty$, called the generalized Laguerre polynomials, which are orthogonal relative to the Sobolev inner product

$$
\frac{1}{\Gamma(\alpha + 1)} \int_0^\infty p(x) q(x) x^\alpha e^{-x} dx + Mp(0)q(0) + Np'(0)q'(0),
$$

where $\alpha > -1$, $M \geq 0$, and $N \geq 0$. On the other hand, R. Koekoek [3, 4] found an infinite-order differential equation with polynomial coefficients, which has $\{L_n^\alpha,M,N(x)\}_{n=0}^\infty$ as solutions. As a special case, he also found differential equations of the form (1.1) of order $\leq 4\alpha + 10$, which have $\{L_n^\alpha,M,N(x)\}_{n=0}^\infty$ as solutions for $\alpha = 0, 1, 2$. Note that the inner product (1.4) is exactly of type (1.3).

These examples motivate the present work and the work by Kwon and Littlejohn [9], in which the special case with $N = 2$ is handled.

Our main result (see Theorem 3.7 below) generalizes Krall's theorem (see Theorem 2 in [6] and Theorem 2.4 in [10]), which handles a special case with $d\nu(x) = 0$ and a result in [9] (see Theorem 4.1 in [9]), which handles a special case with $N = 2$.

2. Preliminaries

All polynomials throughout this work are assumed to be real polynomials of a real variable $x$; the space of all such polynomials is denoted by $\mathcal{P}$. We shall denote the degree of a polynomial $\pi \in \mathcal{P}$ by $\deg(\pi)$, with the convention that $\deg(0) = -1$. By a polynomial system (PS), we mean a sequence of polynomials $\{\phi_n(x)\}_{n=0}^\infty$ with $\deg(\phi_n) = n$ $(n \geq 0)$; in this case $\{\phi_n(x)\}_{n=0}^\infty$ is a basis for $\mathcal{P}$. We call any linear functional $\sigma : \mathcal{P} \to \mathbb{R}$ a moment functional and denote its action on a polynomial $n$ by $(\sigma, n)$. With this action, any moment functional $\sigma$ defines a symmetric bilinear form on $\mathcal{P} \times \mathcal{P}$ by the formula $(\sigma, pq) \{ p, q \in \mathcal{P} \}$.

We say that a moment functional $\sigma$ is quasi-definite (respectively, positive-definite) if the moments

$$
\sigma_n := (\sigma, x^n) \quad (n \geq 0)
$$

of $\sigma$ satisfy the Hamburger condition

$$
\Delta_n(\sigma) := \det[\sigma_{i+j}]_{i,j=0}^n \neq 0 \quad (\text{respectively, } \Delta_n(\sigma) > 0)
$$

for each $n \geq 0$.

More generally for any symmetric bilinear form $\phi(\cdot, \cdot)$ on $\mathcal{P} \times \mathcal{P}$, we call the double sequence

$$
\phi_{m,n} := \phi(x^m, x^n) \quad (m \text{ and } n \geq 0)
$$

the moments of $\phi(\cdot, \cdot)$ and say that $\phi(\cdot, \cdot)$ is quasi-definite (respectively, positive-definite) if

$$
\Delta_n(\phi) := \det[\phi_{i+j}]_{i,j=0}^n \neq 0 \quad (\text{respectively, } \Delta_n(\phi) > 0)
$$

for each $n \geq 0$. 
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Lemma 2.1. A symmetric bilinear form \( \phi(\cdot, \cdot) \) on \( \mathbb{P} \times \mathbb{P} \) is quasi-definite (respectively, positive-definite) if and only if there are PS \( \{P_n(x)\}_{n=0}^{\infty} \) and real constants \( K_n \neq 0 \) (respectively, \( K_n > 0 \)) for \( n \geq 0 \) such that

\[
\phi(P_m(x), P_n(x)) = K_n\delta_{mn} \quad (m \text{ and } n \geq 0).
\]

Moreover, in this case, the PS \( \{P_n(x)\}_{n=0}^{\infty} \) satisfying (2.3) is uniquely determined up to non-zero constant multiples.

Proof. Assume that \( \phi(\cdot, \cdot) \) is quasi-definite. Define a sequence of polynomials by

\[
P_0(x) := 1
\]

and

\[
P_n(x) := [\Delta_{n-1}(\phi)]^{-1} \det \begin{bmatrix}
\phi_{0,0} & \phi_{0,1} & \cdots & \phi_{0,n} \\
\phi_{1,0} & \phi_{1,1} & \cdots & \phi_{1,n} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{n-1,0} & \phi_{n-1,1} & \cdots & \phi_{n-1,n} \\
1 & x & \cdots & x^n
\end{bmatrix} \quad (n \geq 1).
\]

Then \( \{P_n(x)\}_{n=0}^{\infty} \) is a monic PS and we have (2.3) with

\[
K_n = \Delta_n(\phi)/\Delta_{n-1}(\phi) \quad (n \geq 0),
\]

where \( \Delta_{-1}(\phi) = 1 \). Now let \( \{\tilde{P}_n(x)\}_{n=0}^{\infty} \) be another PS satisfying

\[
\phi(\tilde{P}_m, \tilde{P}_n) = \tilde{K}_n\delta_{mn} \quad (m \text{ and } n \geq 0),
\]

where \( \tilde{K}_n \neq 0 \). Since \( \{P_n(x)\}_{n=0}^{\infty} \) is a PS, for each \( n \geq 0 \) we may write \( \tilde{P}_n(x) \) as

\[
\tilde{P}_n(x) = \sum_{j=0}^{n} C_{n,j}P_j(x)
\]

for some real constants \( C_{n,j} \) \( (j = 0, 1, \ldots, n) \) with \( C_{n,n} \neq 0 \). Then, for any \( k = 0, 1, \ldots, n - 1 \), we have, by the orthogonality (2.3),

\[
0 = \phi(\tilde{P}_n, P_k) = \sum_{j=0}^{n} C_{n,j}\phi(P_j, P_k) = \sum_{j=0}^{N} C_{n,j}K_j\delta_{jk} = C_{n,k}\tilde{K}_k
\]

so that \( C_{n,k} = 0 \). Hence we have \( \tilde{P}_n(x) = C_{n,n}P_n(x) \). Conversely, assume that there is a PS \( \{P_n(x)\}_{n=0}^{\infty} \) satisfying (2.3). We may assume that each \( P_n(x) \) is monic so that \( \{P_n(x)\}_{n=0}^{\infty} \) is the unique monic PS satisfying (2.3). Writing

\[
P_n(x) = \sum_{k=0}^{n} C^n_k x^k \quad (C^n_1 = 1),
\]

we see that the condition (2.3) is equivalent to

\[
\sum_{k=0}^{n} \phi_{m,k}C^n_k = \phi(x^m, P_n(x)) = \phi(P_m(x), P_n(x)) = K_n\delta_{mn}
\]

for \( n \geq 0 \) and \( m = 0, 1, \ldots, n \). Since for any fixed \( n \geq 0 \) the simultaneous equations (2.6) have a unique non-trivial solution \( \{C^n_k\}_{k=0}^{n} \), we have \( \Delta_n(\phi) \neq 0 \) \( (n \geq 0) \). Finally, we have that \( K_n > 0 \) for \( n \geq 0 \) if and only if \( \Delta_n(\phi) > 0 \) for \( n \geq 0 \). □
By various representation results like Boas’ moment theorem [1] or Duran’s generalization [2] of Boas’ Theorem, any moment functional $\sigma$ will have an integral representation of the form

$$\langle \sigma, \pi(x) \rangle = \int \pi(x) \, d\mu(x) \quad (\pi(x) \in \mathcal{P})$$

or

$$\langle \sigma, \pi(x) \rangle = \int \pi(x) \psi(x) \, dx \quad (\pi(x) \in \mathcal{P}),$$

where $\mu(x)$ is a function of bounded variation on $\mathbb{R}$ (so that $d\mu$ is, in general, a signed Borel measure on $\mathbb{R}$) and where $\psi(x)$ is a $C^\infty$-function of the Schwartz class. With these representations, the Sobolev inner product given in (1.3) can be written as

$$\phi(p(x), q(x)) = \langle \sigma, p(x)q(x) \rangle + \langle \tau, p'(x)q'(x) \rangle,$$

where $\sigma$ and $\tau$ are moment functionals. As we shall see, it is more advantageous for us to use this abstract notation involving moment functionals instead of using one of the above integral representations of moment functionals.

In case the symmetric bilinear form $\phi(-, \cdot)$ in (2.7) is quasi-definite, we call a corresponding PS $\{P_n(x)\}_{n=0}^\infty$ in Lemma 2.1 a Sobolev orthogonal polynomial system (SOPS) relative to $\phi(-, \cdot)$. When $\tau = 0$, we simply call $\{P_n(x)\}_{n=0}^\infty$ an orthogonal polynomial system (OPS) relative to $\sigma$.

Since a PS is a basis for $\mathcal{P}$, any PS $\{\phi_n(x)\}_{n=0}^\infty$ determines a moment functional $\sigma$ (uniquely up to a non-zero constant multiple), called a canonical moment functional for $\{\phi_n(x)\}_{n=0}^\infty$, by the conditions

$$\langle \sigma, \phi_0(x) \rangle \neq 0 \quad \text{and} \quad \langle \sigma, \phi_n(x) \rangle = 0 \quad (n \geq 1).$$

Remark 2.1. Suppose that the symmetric bilinear form $\phi(-, \cdot)$ in (2.7) is quasi-definite, and let $\{P_n(x)\}_{n=0}^\infty$ be an SOPS relative to $\phi(-, \cdot)$. Then $\sigma$ must be a canonical moment functional for $\{P_n(x)\}_{n=0}^\infty$. In particular, $\langle \sigma, 1 \rangle \neq 0$.

Now we introduce some formal calculus on moment functionals. For a moment functional $\sigma$ and a polynomial $\pi(x)$, we let $\sigma'$, the derivative of $\sigma$, and $\pi(x)\sigma$, the multiplication of $\sigma$ by a polynomial, be those moment functionals defined by

$$\langle \sigma', p(x) \rangle = -\langle \sigma, p'(x) \rangle \quad (p(x) \in \mathcal{P})$$

and

$$\langle \pi(x)\sigma, p(x) \rangle = \langle \sigma, \pi(x)p(x) \rangle \quad (p(x) \in \mathcal{P}).$$

It is easy then to obtain the following Leibniz rule for any moment functional $\sigma$ and polynomial $\pi(x)$ as

$$\langle \pi(x)\sigma, p(x) \rangle = \langle \sigma, \pi(x)p(x) \rangle \quad (p(x) \in \mathcal{P}).$$

Lemma 2.2. Let $\sigma$ be a moment functional and $\pi(x)$ a polynomial.

(i) Then $\sigma = 0$ if and only if $\sigma' = 0$.

(ii) If $\sigma$ is quasi-definite and $\pi(x)\sigma = 0$, then $\pi(x) \equiv 0$. 
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Proof. (i) If $\sigma = 0$, then $\langle \sigma', x^n \rangle = -n(\sigma, x^{n-1}) = 0$ for any integer $n \geq 0$ so that $\sigma' = 0$. Conversely, if $\sigma' = 0$, then $\langle \sigma, x^n \rangle = \langle \sigma, \frac{1}{n+1} (x^{n+1})' \rangle = \frac{-1}{n+1} \langle \sigma', x^{n+1} \rangle = 0$ for any integer $n \geq 0$ so that $\sigma = 0$.

(ii) Assume that $\sigma$ is quasi-definite and $\pi(x)\sigma = 0$. Let $\{P_n(x)\}_{n=0}^{\infty}$ be an OPS relative to $\sigma$, satisfying the orthogonality condition $\langle \sigma, P_m(x)P_n(x) \rangle = K_n\delta_{mn}$ ($m$ and $n \geq 0$) with $K_n \neq 0$. Suppose $\deg(\pi) = n \geq 0$ and write $\pi(x) = \sum_{k=0}^{n} C_k P_k(x)$, where $C_n \neq 0$. Then we have

$$0 = \langle \pi(x)\sigma, P_n(x) \rangle = \sum_{k=0}^{n} C_k \langle \sigma, P_k(x)P_n(x) \rangle = C_n K_n,$$

so that $C_n = 0$, which is a contradiction. Hence $\pi(x) \equiv 0$. \( \square \)

3. Main theorem

For a linear differential operator

$$L[\cdot] = \sum_{i=0}^{N} a_i(x) D^i,$$

where $D = d/dx$, each $a_i(x)$ is a real-valued function in $C^i(I)$, and $I$ is an open interval in $\mathbb{R}$, we let $L^*[\cdot]$ be the formal adjoint of $L[\cdot]$ defined by

$$L^*[y] = \sum_{i=0}^{N} (-1)^i (a_i y)^{(i)}.$$

Proposition 3.1. For a differential operator $L_N[\cdot]$ in (1.1) and a Sobolev inner product $\phi(\cdot, \cdot)$ in (2.7), the following are equivalent.

(a) $L_N[\cdot]$ is symmetric on polynomials relative to $\phi(\cdot, \cdot)$, that is,

$$\phi(L_N[p], q) = \phi(p, L_N[q])$$

for any polynomials $p(x)$ and $q(x)$.

(b) Moment functionals $\sigma$ and $\tau$ satisfy

$$L_N[q] \sigma - L_N^*[q] \tau = (L_N[q]' \tau)' - L_N^*[q'(\tau)']$$

for any polynomial $q(x)$.

Proof. For any polynomials $p(x)$ and $q(x)$, we have

$$\phi(L_N[p], q) = \langle \sigma, L_N[p]q \rangle + \langle \tau, L_N[p]'q' \rangle = \langle L_N[q] \sigma, p \rangle - \langle L_N^*[q'(\tau)', p] \rangle$$

and

$$\phi(p, L_N[q]) = \langle \sigma, p L_N[q] \rangle + \langle \tau, p' L_N[q]' \rangle = \langle L_N[q] \sigma, p \rangle - \langle L_N[q]' \tau', p \rangle.$$ 

Since $p(x)$ can be any polynomial, the statements (a) and (b) are equivalent. \( \square \)

With the notation $\sigma \pi(x) := \pi(x)\sigma$ for any polynomial $\pi(x)$ and any moment functional $\sigma$, we may view the equation (3.2) as a differential equation of order $N+2$ in $q(x)$. To be precise, we may rewrite the equation (3.2) as

$$\sum_{k=0}^{N+2} R_{k+1}(\sigma, \tau) q^{(k)}(x) = 0,$$
where

\begin{align*}
R_{N+3}(\sigma, \tau) &= R_{N+3}(\tau) = \left[(-1)^N - 1\right] \ell_N \tau; \\
R_{N+2}(\sigma, \tau) &= R_{N+2}(\tau) = \left[(-1)^N (N+1) - 1\right] (\ell_N \tau)' - \left[(-1)^N + 1\right] \\
& \quad \times (\ell_N' + \ell_{N-1}) \tau; \\
R_{k+1}(\sigma, \tau) &= \sum_{j=0}^{N-k+2} (-1)^{j+k} \binom{j+k-2}{k-2} (\ell_{j+k-2} \tau)'(j) - \ell_{k-2} \tau \\
& \quad - 2(\ell_{k-1} \tau)' - (\ell_k \tau)'' \\
& \quad - \sum_{j=0}^{N-k+1} (-1)^{j+k} \binom{j+k-1}{k-1} (\ell_{j+k-1} \tau)'(j) + \ell_{k-1} \tau' \\
& \quad + (\ell_k \tau')' - \sum_{j=0}^{N-k} (-1)^{j+k} \binom{j+k}{k} (\ell_{j+k} \tau)'(j) \\
& \quad + \ell_k \sigma, \quad k = 0, 1, \ldots, N,
\end{align*}

\begin{align*}
\text{where } (-)^k &= 0 \text{ for } k < 0 \text{ and } \ell_k(x) = 0 \text{ for } k \leq 0.
\end{align*}

Hence, the condition (b) in Proposition 3.1 is also equivalent to the condition that \( \sigma \) and \( \tau \) satisfy \( N + 3 \) functional equations:

\begin{equation}
R_{k+1}(\sigma, \tau) = 0, \quad k = 0, 1, \ldots, N + 2.
\end{equation}

Are these equations independent? No. For example, if \( N \) is even, then \( R_{N+3}(\tau) \equiv 0 \) and if \( N \) is odd, then \( R_{N+3}(\tau) = -2\ell_N \tau \) and \( R_{N+2}(\tau) = -(N+2)(\ell_N \tau)' \) so that \( R_{N+3}(\tau) = 0 \) if and only if \( R_{N+2}(\tau) = 0 \) (cf. Lemma 2.2). In fact, the above \( N + 3 \) equations can be reduced to \( \left[\frac{N+3}{2}\right] \) equivalent equations as we shall see below.

We set

\begin{align*}
S_{k+1}(\sigma) &= \sum_{j=0}^{N-k} (-1)^{j+k} \binom{j+k}{k} (\ell_{j+k} \sigma)'(j) - (\ell_k \sigma); \\
T_{k+1}(\sigma) &= \sum_{j=0}^{N-k+1} (-1)^{j+k} \binom{j+k-1}{k-1} (\ell_{j+k-1} \sigma)'(j) - \ell_{k-1} \sigma - (\ell_k \sigma)' \\
U_{k+1}(\sigma) &= \sum_{j=0}^{N-k+2} (-1)^{j+k} \binom{j+k-2}{k-2} (\ell_{j+k-2} \sigma)'(j) - \ell_{k-2} \sigma \\
& \quad - 2(\ell_{k-1} \sigma)' - (\ell_k \sigma)'', \\
& \quad k = 0, 1, \ldots, N. \quad \text{Then}
\end{align*}

\begin{equation}
R_{k+1}(\sigma, \tau) = U_{k+1}(\tau) - T_{k+1}(\tau') - S_{k+1}(\sigma), \quad k = 0, 1, \ldots, N.
\end{equation}

**Proposition 3.2.** The statement (a) or (b) in Proposition 3.1 is also equivalent to any one of the following.

(c) \( \sigma \) and \( \tau \) satisfy \( N + 3 \) functional equations in (3.7).
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(d) \( \sigma \) and \( \tau \) satisfy \( r + 1 \) functional equations

\[
R_{2k+2}(\sigma, \tau) = 0, \quad k = 0, 1, \ldots, r := \left\lfloor \frac{N + 1}{2} \right\rfloor.
\]

(c) \( \sigma \) and \( \tau \) satisfy \( r + 1 \) functional equations

\[
R_{2k+1}(\sigma, \tau) = 0, \quad k = 0, 1, \ldots, r := \left\lfloor \frac{N + 1}{2} \right\rfloor.
\]

We first need several lemmas. For \( j = 0, 1, \ldots \), we set

\[
c_j = \frac{2(2^{2j+2} - 1)B_{2j+2}}{(2j + 2)!},
\]

where \( \{B_{2j}\}_{j=1}^{\infty} \) are the Bernoulli numbers defined by

\[
\frac{x}{e^x - 1} = 1 - \frac{1}{2} x + \sum_{j=1}^{\infty} B_{2j} x^{2j}.
\]

**Lemma 3.3.** The following combinatorial identities hold:

\[
\frac{1}{(2i + 1)!} = \sum_{j=0}^{i} \frac{c_j}{(2i - 2j)!} + c_i \quad (i = 0, 1, \ldots);
\]

\[
\frac{1}{(2i + 2)!} = \sum_{j=0}^{i} \frac{c_j}{(2i - 2j + 1)!} \quad (i = 0, 1, \ldots).
\]

**Proof.** See Lemma 4.4 in [11]. \( \square \)


**Lemma 3.4.** If \( N = 2r \) is even, then for any moment functional \( \sigma \), we have

\[
S_{N-2k-1}(\sigma) - \sum_{j=0}^{k} c_j P(N - 2k + 2j - 1, 2j + 1) S_{N-2k+2j}^{(2j+1)}(\sigma) = 0,
\]

\( k = 0, 1, \ldots, r - 1 \), where \( P(n, k) = n(n - 1) \ldots (n - k + 1) \).

**Proof.** See Lemma 4.5 in [11]. \( \square \)

**Lemma 3.5.** For any non-negative integers \( n \) and \( i \), we have the following combinatorial identities:
\[
\begin{align*}
(3.18) \quad & \binom{n + 2i + 3}{n} - \sum_{j=0}^{i} c_j P(n + 2j + 3, 2j + 1) \binom{n + 2i + 3}{n + 2j + 1} \\
& - 2c_{i+1} P(n + 2i + 5, 2i + 3) - c_i P(n + 2i + 3, 2i + 1) = 0; \\
(3.19) \quad & \binom{n + 2i + 4}{n} - \sum_{j=0}^{i} c_j P(n + 2j + 3, 2j + 1) \binom{n + 2i + 4}{n + 2j + 1} \\
& - c_{i+1}(n + 2i + 2)P(n + 2i + 5, 2i + 3) = 0; \\
(3.20) \quad & \binom{n + 2i + 3}{n} - \sum_{j=0}^{i} c_j P(n + 2j + 2, 2j + 1) \binom{n + 2i + 3}{n + 2j + 1} \\
& - 2c_{i+1} P(n + 2i + 4, 2i + 3) = 0; \\
(3.21) \quad & \binom{n + 2i + 2}{n} - \sum_{j=0}^{i} c_j P(n + 2j + 2, 2j + 1) \binom{n + 2i + 2}{n + 2j + 1} \\
& + c_i P(n - 2i + 2, 2i + 1) = 0.
\end{align*}
\]

\textit{Proof.} The identities \((3.18)\) and \((3.19)\) follow immediately from \((3.15), (3.16),\) and

\[
\binom{n + 2}{k} = \binom{n + 4}{k + 2} - 2\binom{n + 3}{k + 2} + \binom{n + 2}{k + 2}.
\]

The identities \((3.20)\) and \((3.21)\) follow immediately from \((3.15), (3.16),\) and

\[
\binom{n + 1}{k + 1} = \binom{n}{k + 1} + \binom{n}{k}.
\]

\textbf{Lemma 3.6.} If \(N = 2r\) is even, then for any moment functional \(\sigma\), we have

\[
(3.22) \quad U_{N-2k-1}(\sigma) = \sum_{j=0}^{k} c_j P(N - 2k + 2j - 1, 2j + 1)U_{N-2k+2j}^{(2j+1)}(\sigma) \\
= c_{k+1} P(N + 1, 2k + 3)[(N - 2)(\ell_N \sigma)^{(2k+4)} - 2(\ell_{N-1} \tau)^{(2k+3)}],
\]

\[
(3.23) \quad T_{N-2k-1}(\sigma) = \sum_{j=0}^{k} c_j P(N - 2k + 2j - 1, 2j + 1)T_{N-2k+2j}^{(2j+1)}(\sigma) \\
= -2c_{k+1} P(N + 1, 2k + 3)(\ell_N \sigma)^{(2k+3)},
\]

\(k = 0, 1, \cdots, r - 1.\)

\textit{Proof.} For simplicity of notation, we let \(c_j P(N - 2k + 2j - 1, 2j + 1) = c_j(m)\) and \(N - 2k = m\). Then
\[
U_{m-1}(\sigma) - \sum_{j=0}^{k} c_j(m) U_{m+2j}^{(2j+1)}(\sigma)
\]

\[
= \sum_{j=0}^{2k+4} (-1)^j \binom{m+j-4}{m-4} (\ell_{m+j-4\sigma})^{(j)} - \ell_{m-4\sigma} - 2(\ell_{m-3\sigma})' - (\ell_{m-2\sigma})''
- \sum_{j=0}^{k} c_j(m) \left\{ \sum_{i=0}^{2k-2j+3} (-1)^{i+1} \binom{m+2j+i-3}{m+2j-3} (\ell_{m+2j+i-3}\sigma)^{(i+2j+1)}
- (\ell_{m+2j-3\sigma})^{(2j+1)} - 2(\ell_{m+2j-2\sigma})^{(2j+2)} - (\ell_{m+2j-1\sigma})^{(2j+3)} \right\}
\]

\[
= - \sum_{j=-1}^{k} \binom{m+2j-1}{m-4} (\ell_{m+2j-1\sigma})^{(2j+3)} - 2(\ell_{m-3\sigma})' + \sum_{i=0}^{k} \sum_{j=0}^{i} c_j(m)
\times \binom{m+2i-1}{m+2j-3} (\ell_{m+2i-1\sigma})^{(2i+3)} + 2 \sum_{j=-1}^{k-1} c_{j+1}(m) (\ell_{m+2j-1\sigma})^{(2j+3)}
+ \sum_{j=0}^{k} c_j(m) (\ell_{m+2j-1\sigma})^{(2j+3)} + \sum_{j=-1}^{k} \binom{m+2j}{m-4} (\ell_{m+2j\sigma})^{(2j+4)}
- (\ell_{m-2\sigma})'' - \sum_{i=0}^{k} \sum_{j=0}^{i} c_j(m) \binom{m+2i}{m+2j-3} (\ell_{m+2i\sigma})^{(2i+4)} - \sum_{j=0}^{k} c_j(m)
\times (m+2j-2) (\ell_{m+2j-2\sigma})^{(2j+2)} + 2 \sum_{j=-1}^{k-1} c_{j+1}(m) (\ell_{m+2j\sigma})^{(2j+4)}
\]

\[
= \sum_{i=0}^{k} \left\{ - \binom{m+2i-1}{m-4} + \sum_{j=0}^{i} c_j(m) \binom{m+2i-1}{m+2j-3} + 2c_{i+1}(m) + c_i(m) \right\}
\times (\ell_{m+2i-1\sigma})^{(2i+3)}
\]

\[
+ \sum_{i=0}^{k} \left\{ \binom{m+2i}{m-4} - \sum_{j=0}^{i} c_j(m) \binom{m+2i}{m+2j-3} - c_{i+1}(m)(m+2i-2) \right\}
\times (\ell_{m+2i\sigma})^{(2i+4)} + c_{k+1}(m) [(N-2)(\ell_N\sigma)^{(2k+4)} - 2(\ell_{N-1}\sigma)^{(2k+3)}]
= c_{k+1}(m) [(N-2)(\ell_N\sigma)^{(2k+4)} - 2(\ell_{N-1}\sigma)^{(2k+3)}]
\]

since the coefficients in the first and the second summations vanish by (3.18) and (3.19) respectively. Similarly we have

\[
T_{m-1}(\sigma) - \sum_{j=0}^{k} c_j(m) T_{m+2j}^{(2j+1)}(\sigma)
\]

\[
= \sum_{i=0}^{k} \left\{ - \binom{m+2i}{m-3} + \sum_{j=0}^{i} c_j(m) \binom{m+2i}{m+2j-2} + 2c_{i+1}(m) \right\}
\times (\ell_{m+2i\sigma})^{(2i+3)}
\]
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\[
+ \sum_{i=0}^{k} \left\{ \left( \binom{m+2i-1}{m-3} \right) - \sum_{j=0}^{i} c_j(m) \left( \binom{m+2i-1}{m+2j-2} + c_i(m) \right) \right. \\
\times \left( \ell_{m+2i-1} \sigma \right)^{(2i+2)} - 2c_{k+1}(m) \left( \ell_N \sigma \right)^{(2k+3)} \\
= -2c_{k+1}(m) \left( \ell_N \sigma \right)^{(2k+3)} 
\]

since the coefficients in the first and the second summations vanish by (3.20) and (3.21) respectively. 

Proof of Proposition 3.2. We only need to show the equivalence of the statements (c), (d), and (e). It is trivial that (c) implies (d) and (e).

(d) \(\Rightarrow\) (c): We first claim that

\[(3.24) \quad R_{2k-1}(\sigma, \tau) = \sum_{j=0}^{r-k+1} c_j P(2k+2j-1, 2j+1)R_{2k+2j}^{(2j+1)}(\sigma, \tau), \]

\[k = 1, 2, \cdots, r+1, \quad \text{where} \quad r := \left\lfloor \frac{N+1}{2} \right\rfloor. \]

First we assume \(N = 2r\) is even. Since \(S_{N+1}(\sigma) = 0\), we have from (3.5) and (3.6) with \(k = N\)

\[R_{N+1}(\sigma, \tau) = U_{N+1}(\tau) - T_{N+1}(\tau') \]
\[= \frac{N(N+1)}{2} (\ell_N \tau)'' - (N+1)[(\ell_{N-1} \tau)' + (\ell_N' \tau)'] \]
\[= \frac{N+1}{2} R_{N+2}^r(\tau) \]

so that (3.24) holds for \(k = r+1\) since \(c_0 = \frac{1}{2}\).

For \(1 \leq k \leq r\), we have from (3.17), (3.22), and (3.23)

\[R_{2k-1}(\sigma, \tau) - \sum_{j=0}^{r-k+1} c_j P(2k+2j-1, 2j+1)R_{2k+2j}^{(2j+1)}(\sigma, \tau) = (U_{2k-1}(\tau) - T_{2k-1}(\tau') - S_{2k-1}(\sigma)) - \sum_{j=0}^{r-k+1} c_j P(2k+2j-1, 2j+1) \]
\[\times (U_{2k+2j}^{(2j+1)}(\tau) - T_{2k+2j}^{(2j+1)}(\tau') - S_{2k+2j}^{(2j+1)}(\sigma)) \]
\[= c_{r-k+1} P(N+1, N-2k+3) \]
\[\times \left[ (N-2)(\ell_N \tau)'^{N-2k+3} - 2(\ell_{N-1} \tau)'^{N-2k+3} \right] \]
\[+ 2c_{r-k+1} P(N+1, N-2k+3) (\ell_N' \tau)'^{N-2k+3} \]
\[- c_{r-k+1} P(N+1, N-2k+3) R_{N+2}^{(N-2k+3)}(\tau) \]

\[= 0 \]

so that (3.24) holds also for \(1 \leq k \leq r\).

For \(N = 2r+1\) odd, we let \(L_{N+1}[\cdot] := \ell_{N+1}(\chi)D^{N+1} + L_N[\cdot]\) with \(\ell_{N+1}(\chi) \equiv 0\) and let \(\{\tilde{R}_k(\sigma, \tau)\}_{k=1}^{N+4}\) be the coefficients in (3.3) corresponding to \(L_{N+1}[\cdot]\). Then

\[\tilde{R}_{N+4}(\sigma, \tau) \equiv 0 \quad \text{and} \quad \tilde{R}_k(\sigma, \tau) = R_k(\sigma, \tau), \quad 1 \leq k \leq N+3.\]
Hence, in the case, we also have (3.24). Now (3.24) implies that if \( R_{2k}(\sigma, \tau) = 0, \ 1 \leq k \leq r + 1 \), then \( R_k(\sigma, \tau) = 0, \ 1 \leq k \leq 2r + 2 \). Hence (d) implies (c) since \( R_{N+3}(\tau) = R_{2r+3}(\tau) = 0 \) when \( N = 2r \) is even.

(e) \( \Rightarrow \) (c): We may solve \( r+1 \) equations in (3.24) successively for \( R'_{2r+2}, R'_{2r}, \ldots, R'_2 \) as

\[
(3.25) \quad R'_{2k}(\sigma, \tau) = \sum_{j=0}^{r-k+1} \gamma_{jk} R_{2k+2j-1}^{(2j)},
\]

where \( \gamma_{0k} = (c_0(2k-1))^{-1} = \frac{2}{2k-1}, 1 \leq k \leq r + 1 \). Since for any \( k = 1, \ldots, N + 3 \), \( R_k(\sigma, \tau) = 0 \) if and only if \( R_k(\sigma, \tau) = 0 \) by Lemma 2.2, (3.25) implies that if \( R_{2k+1}(\sigma, \tau) = 0, \ 0 \leq k \leq r \), then \( R_k(\sigma, \tau) = 0, \ 1 \leq k \leq 2r + 2 \). Hence, (e) implies (c) since \( R_{N+3}(\tau) = R_{2r+3}(\tau) = 0 \) when \( N = 2r \) is even. \( \square \)

Remark 3.1. In fact, Lemma 3.4 and Lemma 3.6 mean that differential operators on both sides of the equations (3.17), (3.22), and (3.23) are the same respectively.

Remark 3.2. It can be easily shown that the set of \( r+1 \) equations in (3.12) or (3.13) is also equivalent to the set of \( r+1 \) equations consisting of one equation from each pair \( R_{2k-1}(\sigma, \tau) = 0 \) and \( R_{2k}(\sigma, \tau) = 0 \) for \( k = 1, 2, \ldots, r + 1 \).

We are now ready to give our main result.

Theorem 3.7. Let \( \{P_n(x)\}_{n=0}^\infty \) be an SOPS relative to a quasi-definite Sobolev inner product \( \phi(\cdot, \cdot) \) in (2.7). Then any one of the statements (a), (b), (c), (d), and (e) in Proposition 3.1 and in Proposition 3.2 is also equivalent to the following.

(f) For each \( n \geq 0 \), \( P_n(x) \) satisfies the differential equation (1.1).

Moreover, if any one of these equivalent conditions holds, then \( N = 2r \) must be even.

Proof. By Proposition 3.1 and Proposition 3.2, it suffices to show that the statement (a) in Proposition 3.1 and the above statement (f) are equivalent.

(a) \( \Rightarrow \) (f): For any fixed integer \( n \geq 1 \), \( L_N[P_n](x) \) is a polynomial of degree \( \leq n \) so that we may write \( L_N[P_n](x) \) as

\[
L_N[P_n](x) = \sum_{j=0}^{n} C_j P_j(x)
\]

for some constants \( C_j, \ j = 0, 1, \ldots, n \). Then for any integer \( k \) with \( 0 \leq k < n \),

\[
C_k \phi(P_k(x), P_k(x)) = \phi(\sum_{j=0}^{n} C_j P_j(x), P_k(x)) = \phi(L_N[P_n](x), P_k(x)) = \phi(P_n(x), L_N[P_k](x)) = 0
\]

since \( L_N[P_k](x) \) is a polynomial of degree \( \leq k \) and \( k < n \). Hence, \( C_k = 0, k = 0, 1, \ldots, n - 1 \), and \( L_N[P_n](x) = C_n P_n(x) = \lambda_n P_n(x) \) by comparing the coefficients of \( x^n \) from both sides.
From the orthogonality of \( \{P_n(x)\}_{n=0}^\infty \), we have
\[
0 = (\lambda_m - \lambda_n)\phi(P_m(x), P_n(x)) = \phi(\lambda_m P_m(x), P_n(x)) - \phi(P_m(x), \lambda_n P_n(x))
\]
\[
= \phi(L_n[P_m](x), P_n(x)) - \phi(P_m(x), L_n[P_n](x))
\]
for every \( m \) and \( n \geq 0 \). Since \( \{P_n(x)\}_{n=0}^\infty \) is a basis of \( \mathcal{P} \), we have (3.1).

Finally assume that \( N \) is odd and \( \ell_N(x) \neq 0 \). We know that \( \sigma \) and \( \tau \) satisfy the condition (3.12). In particular,
\[
R_{N+3}(\tau) = -2\ell_N\tau = 0
\]
and
\[
R_{N+1}(\sigma, \tau) = \frac{N(1-N)}{2}(\ell_N\tau')'' + (N-3)(\ell_{N-1}\tau')' + (N-1)(\ell_N\tau')' + 2\ell_{N-1}\tau' - 2\ell_{N-2}\tau + 2\ell_N\sigma = 0.
\]
Equivalently, \( \sigma \) and \( \tau \) satisfy
\begin{equation}
(3.26)
\ell_N\tau = 0,
\end{equation}
\begin{equation}
(3.27)
(N-1)(\ell_N' + \ell_{N-1})\tau' + [(N-1)\ell_N'' + (N-3)\ell_{N-1}' - 2\ell_{N-2}]\tau + 2\ell_N\sigma = 0.
\end{equation}
Hence, we have \( \ell_N(x)\sigma = \alpha(x)\tau' + \beta(x)\tau \) for some polynomial \( \alpha(x) \) and \( \beta(x) \). Then for any polynomial \( \pi(x) \), we have from (3.26)
\[
\phi(\pi, \ell_N^3) = (\sigma, \pi\ell_N^3) + (\tau, 3\pi'\ell_N^2\ell_N')
\]
\[
= (\alpha\tau' + \beta\tau, \pi\ell_N^2) + (\ell_N\tau, 3\pi'\ell_N\ell_N')
\]
\[
= (\ell_N\tau, \beta\pi\ell_N - (\alpha\pi)'\ell_N - 2\alpha\pi\ell_N')
\]
\[
= 0.
\]
It contradicts the fact that \( \phi(P_n(x), \ell_N^3(x)) \neq 0 \) when \( n = \deg(\ell_N^3) \). □

We call the \( r+1 \) functional equations in (3.12) or (3.13) the moment equations of \( L_N[\cdot] \) (relative to \( \phi(\cdot, \cdot) \)).

When \( \tau \equiv 0 \), we may obtain Krall’s theorem [6] as a special case of Theorem 3.7:

**Corollary 3.8.** Let \( \sigma \) be a quasi-definite moment functional and \( \{P_n(x)\}_{n=0}^\infty \) an \( \text{OPS} \) relative to \( \sigma \). Then, \( \{P_n(x)\}_{n=0}^\infty \) satisfy the differential equation (1.1) if and only if \( \sigma \) satisfies \( r := \lfloor \frac{N+1}{2} \rfloor \) functional equations
\begin{equation}
(3.28)
S_{2k+2}(\sigma) = 0, \quad k = 0, 1, \ldots, r - 1.
\end{equation}
Moreover, in this case, \( N = 2r \) must be even.

**Proof.** By Theorem 3.7, \( \{P_n(x)\}_{n=0}^\infty \) satisfy the differential equation (1.1) if and only if \( R_{2k+2}(\sigma, 0) = 0, k = 0, 1, \ldots, r \). However, \( R_{2k+2}(\sigma, 0) = -S_{2k+2}(\sigma), k = 0, 1, \ldots, r - 1 \), and \( R_{2r+2}(\sigma, 0) \equiv 0 \). Hence, the conclusion follows. □

**Remark 3.3.** In [11], Littlejohn and Race showed that the set of \( r \) equations in (3.28) is also equivalent to
\begin{equation}
(3.29)
W_{k+1}(\sigma) = \sum_{i=2k+1}^{N} (-1)^i \binom{i-k-1}{k} (\ell_i\sigma)(i-2k-1) = 0, \quad k = 0, 1, \ldots, r - 1.
\end{equation}
If we rewrite (3.29) in terms of moments \( \{\sigma_n\}_{n=0}^{\infty} \) of \( \sigma \), then we obtain

\[
(3.30) \quad S_k(m) = \sum_{i=2k+1}^{N} \sum_{j=0}^{i} \binom{i-k-1}{k} P(m-2k-1, i-2k-1) \ell_{i-j} \sigma_{m-j} = 0
\]

for \( k = 0, 1, \cdots, r-1 \) and \( m = 2k+1, 2k+2, \cdots \). The moment equations in (3.30) were found and used by H. L. Krall [6] in his characterization of differential equations having OPS's of solutions.

Remark 3.4. If we view the equations in (3.28) or in (3.29) as true differential equations for functions, then any common non-trivial classical solution \( s(x) \) (if it exists) is a symmetry factor of the differential operator \( L_N[\cdot] \), that is, \( s(x)L_N[\cdot] \) is formally symmetric (see [11] for details).

Finally, we give several examples illustrating our main theorem.

Example 3.1. We consider the differential equation (1.1) with \( N = 2 \):

\[
(3.31) \quad L_2[y](x) = \ell_2(x)y''(x) + \ell_1(x)y'(x) = [n(n-1)\ell_{22} + n\ell_{11}]y(x).
\]

In this case, there are four moment equations:

\[
\begin{align*}
R_4(\tau) &= 2(\ell_2 \tau)' - 2(\ell_2' + \ell_1) \tau = 0, \\
R_3(\tau) &= -3(\ell_1 \tau)' + 3(\ell_2 \tau)' = 32 R_4(\tau) = 0, \\
R_2(\sigma, \tau) &= -(\ell_1 \tau)' + (\ell_2 \tau)' = 2(\ell_2 \sigma)' + 2 \ell_1 \sigma = 0, \\
R_1(\sigma, \tau) &= -(\ell_2 \sigma)', + (\ell_1 \sigma)' = 12 R_2(\sigma, \tau) - 14 R_3(\tau) = 0,
\end{align*}
\]

which can be simplified into the following equivalent set of two uncoupled equations

\[
(\ell_2 \sigma)' - \ell_1 \sigma = 0, \quad \ell_2 \tau' = \ell_1 \tau = 0.
\]

It is shown in [9] that there are essentially (i.e., up to a real linear change of variable) eleven distinct SOPS's that satisfy the differential equation (3.31). In particular, if \( \sigma \) is quasi-definite, then we obtain only classical OP's and an SOPS, which is not an OPS, can arise only when \( \sigma \) is not quasi-definite (in fact, discrete) and \( \tau \) is quasi-definite (see [9] for details). For example, the Laguerre polynomials \( \{L_{n}^{(-1)}(x)\}_{n=0}^{\infty} \) satisfy

\[
xy''(x) - xy'(x) = -ny(x)
\]

and is orthogonal relative to

\[
\phi(p, q) = Ap(0)q(0) + \int_{0}^{\infty} p'(x)q'(x)e^{-x} dx,
\]

where \( A \neq 0 \).

Example 3.2. We consider the differential equation (1.1) with \( N = 4 \):

\[
L_4[y](x) = \ell_4(x)y^{(4)}(x) + \ell_3(x)y^{(3)}(x) + \ell_2(x)y''(x) + \ell_1(x)y'(x) = \lambda_n y(x).
\]
In this case, there are six moment equations:

\[ R_6(\sigma, \tau) = R_6(\tau) = 4(\ell_4 \tau)' - 2(\ell_4 + \ell_3) \tau = 0, \]
\[ R_5(\sigma, \tau) = R_5(\tau) = \frac{5}{2} R_6'(\tau) = 0, \]
\[ R_4(\sigma, \tau) = 4(\ell_4 \tau)^{(3)} - 3(\ell_3 \tau)'' + 2(\ell_2 \tau)' - \ell_1 \tau + 6(\ell_4 \tau)'' - 3(\ell_3 \tau)' + \ell_2 \tau' \]
\[ - (\ell_1 + 2\ell_2 + \ell_3') \tau - (\ell_2 + \ell_3') \tau' + 2\ell_3 \sigma - 4(\ell_4 \sigma)' = 0, \]
\[ R_3(\sigma, \tau) = \frac{3}{2} R_4'(\sigma, \tau) - \frac{5}{2} R_6'(\tau) = 0, \]
\[ R_2(\sigma, \tau) = (\ell_4 \tau)'(4) - (\ell_3 \tau)''(3) + (\ell_2 \tau)'(4) - (\ell_1 \tau)'(4) \]
\[ - 4(\ell_4 \sigma)^{(3)} + 3(\ell_3 \sigma)'' - 2(\ell_2 \sigma)' + 2\ell_1 \sigma = 0, \]
\[ R_1(\sigma, \tau) = \frac{1}{2} R_2'(\sigma, \tau) - \frac{1}{4} R_4'(\sigma, \tau) + \frac{1}{8} R_6'(\tau) = 0. \]

We may replace the three moment equations \( R_{2k}(\sigma, \tau) = 0, \ k = 1, 2, 3, \) by

\[ 2(\ell_4 \tau)' - (\ell_4 + \ell_3) \tau = 0, \]
\[ (\ell_4 \tau)^{(3)} - (\ell_3 \tau)'' + (\ell_2 \tau)' + 4(\ell_4 \tau)''' - 3(\ell_3 \tau)' + 2\ell_2 \tau' \]
\[ - (3\ell_1 + \ell_2') \tau + 3\ell_3 \sigma - 6(\ell_4 \sigma)' = 0, \]
\[ (\ell_4 \sigma)^{(3)} - (\ell_3 \sigma)'' + (\ell_2 \sigma)' - \ell_1 \sigma = 0. \]

Unlike the case for \( N = 2, \) we cannot uncouple these three moment equations unless \( \tau \equiv 0. \)

When \( \tau \equiv 0, \) H. L. Krall [7] classified all fourth-order differential equations having OP's as solutions.

**Example 3.3.** In [5], Koekoek and Meijer introduced the generalized Laguerre polynomials \( \{L_{n, M, N}^{\alpha, \sigma}(x)\}_{n=0}^{\infty}, \) which are orthogonal relative to the positive-definite Sobolev inner product:

\[ \int_{0}^{\infty} \frac{p(x)q(x)\lambda^{\alpha}e^{-\lambda} d\lambda}{(\alpha + 1)} + Mp(0)q(0) + Np'(0)q'(0), \]

where \( \alpha > -1, M \geq 0, \) and \( N \geq 0. \)

Note that \( \phi(\cdot, \cdot) \) in equation (3.32) is exactly of the form (2.7), where \( \alpha = \frac{1}{(\alpha + 1)}H(x), \lambda^{\alpha}e^{-\lambda} + M\delta(x) \) is positive-definite, \( \tau = N\delta(x) \) is discrete, and \( H(x) \) is the Heaviside step function. Later, Koekoek [3, 4] found an infinite-order differential equation with polynomial coefficients satisfied by \( \{L_{n, M, N}^{\alpha, \sigma}(x)\}_{n=0}^{\infty}. \) Furthermore, he also found differential equations of order \( \leq 4\alpha + 10 \) of type (1.1) satisfied by \( \{L_{n, M, N}^{\alpha, \sigma}(x)\}_{n=0}^{\infty} \) for \( \alpha = 0, 1, 2. \) For \( N \geq 0 \) and \( \alpha = 0, 1, \) or \( 2, \) \( \{L_{n, M, N}^{\alpha, \sigma}(x)\}_{n=0}^{\infty} \) is the first example of an SOPS which is not an OPS and satisfies a differential equation of type (1.1).

**Remark 3.5.** It can be shown (see Lemma 0.1 in [8]) that for any PS \( \{P_{n}(x)\}_{n=0}^{\infty} \) and any sequence of real numbers \( \{\lambda_{n}\}_{n=0}^{\infty} \) with \( \lambda_{0} = 0 \) and \( \lambda_{m} \neq \lambda_{n} \) for \( m \neq n, \) there exists a unique sequence \( \{\ell_{i}(x)\}_{i=1}^{\infty} \) of polynomials with \( \deg(\ell_{i}) \leq i, \) \( i \geq 1, \) such that

\[ L[P_{n}](x) = \sum_{i=1}^{\infty} \ell_{i}(x)P_{n}^{(i)}(x) = \lambda_{n}P_{n}(x), \quad n \geq 0. \]
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