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Abstract. We develop a generalized differentiation theory for nonsmooth functions and sets with nonsmooth boundaries defined in Asplund spaces. This broad subclass of Banach spaces provides a convenient framework for many important applications to optimization, sensitivity, variational inequalities, etc. Our basic normal and subdifferential constructions are related to sequential weak-star limits of Fréchet normals and subdifferentials. Using a variational approach, we establish a rich calculus for these nonconvex limiting objects which turn out to be minimal among other set-valued differential constructions with natural properties. The results obtained provide new developments in infinite dimensional nonsmooth analysis and have useful applications to optimization and the geometry of Banach spaces.

1. Introduction

It is well known that nonsmooth functions, sets with nonsmooth boundaries and set-valued mappings appear naturally and frequently in various areas of mathematics and applications. We refer the reader to [2, 10, 11, 39, 44, 48, 63] for many examples and motivations, especially related to optimization, stability, variational systems, and control systems. A systematic study of the local behavior of nondifferentiable objects is accomplished in the framework of nonsmooth analysis, which has become an active and fruitful area of mathematics, rich with applications. The term “nonsmooth analysis” was coined in the 1970s by Francis Clarke, who performed pioneering work in this area for fairly general nonsmooth objects.

The heart of nonsmooth analysis is the generalized differentiation of nonsmooth functions. Over the last twenty years great progress has been made in the development and applications of workable calculus for various set-valued generalized derivatives; see [2, 5, 10, 11, 24, 26, 30, 39, 44, 46, 49, 56, 59, 63, 68, 69] and references therein. While the subdifferential theory in finite dimensions has been well developed, there still exist many open principal questions in infinite dimensional spaces.

There are several natural ways to define general subdifferentials satisfying useful calculus rules. In particular, it can be done taking limits of more primitive subdifferential constructions which do not possess such a calculus. It is important that limiting constructions depend not only on the choice of primitive objects but also...
on the character of the limit: topological or sequential. The topological way allows one to develop useful subdifferentials in general infinite dimensional settings, but it may lead to rather complicated and broad constructions. The sequential way usually leads to smaller and more convenient objects, but it requires some special geometric properties of spaces in question; see discussions and examples in Borwein-Fitzpatrick [4].

The sequential nonconvex subdifferential constructions in Banach spaces were first introduced in Kruger-Mordukhovich [34, 35] on the basis of sequential limits of Fréchet $\varepsilon$-normals and subdifferentials. Such limiting normal cone and subdifferential appeared as infinite dimensional extensions of the corresponding finite dimensional constructions in Mordukhovich [41, 42] motivated by applications to optimization and control. Useful properties of those and related constructions were revealed mainly for Banach spaces with Fréchet differentiable renorms; see, e.g., [5, 8, 25, 29, 31, 32, 33, 34, 35, 38, 39, 40, 44, 54, 65, 67] and the subsequent sections for more details.

On the other line of development, a series of infinite dimensional extensions of the nonconvex constructions in [41, 42] were introduced and studied by Ioffe [20, 23, 24] on the basis of topological limits of Dini subdifferentials and $\varepsilon$-subdifferentials. Such constructions, called “approximate subdifferentials”, are well defined in more general spaces, but all of them (including their “nuclei”) may be broader than the Kruger-Mordukhovich extension even for Lipschitz functions on Banach spaces with Fréchet differentiable renorms; see Section 9.

This paper is devoted to the development of sequential subdifferential and related constructions in infinite dimensions, mostly for the class of Banach spaces called Asplund spaces. This class is sufficiently rich and well investigated in the geometric theory of Banach spaces and various applications; see [1, 16, 55] and references therein. In particular, it includes every Banach space with a Fréchet differentiable renorm (hence any reflexive space) and all spaces with separable duals. Moreover, there are Asplund spaces which fail to have even a Gâteaux differentiable renorm.

Here we use the same sequential limits of Fréchet $\varepsilon$-normals and subdifferentials as in [34, 35], observing, in addition, that one can let $\varepsilon = 0$ in all the formulas for the case of Asplund spaces; see Section 2. For such nonconvex and not topologically closed constructions we develop a comprehensive subdifferential calculus involving lower semicontinuous (l.s.c.) functions defined on arbitrary Asplund spaces. This calculus includes, in particular, sum rules, chain rules, mean value theorems, subdifferentiation of marginal/value functions, etc. Most of the results obtained provide new information for spaces with Fréchet differentiable renorms; many of them are new even for the case of Hilbert spaces, where our constructions coincide with sequential limits of proximal normals/subgradients. Note that a number of important calculus results for the sequential constructions under consideration hold in any Banach spaces, where taking $\varepsilon > 0$ in the original limiting formulas is essential; see [52] and corresponding remarks in the text below.

Our approach to subdifferential calculus is mainly based on an extremal principle for set systems that is expressed in terms of Fréchet normals and actually turns out to be an extremal characterization of Asplund spaces; see [51]. This approach is essentially geometric, as well as variational, being related to corresponding generalizations of the classical separation theorem to the case of nonconvex sets. In this way we are able to obtain calculus results for nonconvex sequential subdifferentials of extended-real-valued functions that may not be locally Lipschitzian. The latter
case includes the calculus of normal cones to closed sets, which is of particular importance for applications to sensitivity analysis; cf. [47, 48, 53].

The remainder of the paper is organized as follows. In Section 2 we present basic definitions and preliminaries needed in the sequel. Here we also obtain equivalent representations of the Kruger-Mordukhovich limiting normal cone and related subdifferential/coderivative constructions in terms of sequential limits of the corresponding Fréchet (not ε-Fréchet) counterparts in Asplund spaces.

In Section 3 we study a concept of extremality for systems of closed sets in Banach spaces which is at the ground of our approach to subdifferential calculus. In the case of Asplund spaces we obtain a necessary condition for extremal points of set systems in terms of Fréchet normals. Under some additional local compactness assumptions we establish necessary extremality conditions in terms of the nonconvex limiting normal cone. These results imply, in particular, a nonconvex analogue of the Bishop-Phelps density theorem and its limiting counterpart in Asplund spaces.

Section 4 is devoted to the fundamental calculus results about representing the (limiting) subdifferentials and singular subdifferentials for sums of l.s.c. extended-real-valued functions defined on Asplund spaces. Based on the extremal principle in Section 3, we prove refined sum rules for those subdifferentials under minimal assumptions. As a corollary we obtain a formula for representing the nonconvex normal cone to the intersection of closed sets.

In Section 5 we consider single-valued continuous mappings between Banach spaces. The main purpose is to establish relationships between the coderivative for such a mapping and the subdifferential of its Lagrange scalarization. We prove the principal scalarization formula in the form of equality for a class of strictly Lipschitzian mappings defined on Asplund spaces.

Section 6 is devoted to the subdifferentiation of general marginal functions that can be viewed as value functions in problems of parametric optimization. In this way we obtain a series of chain rules for the nonconvex sequential subdifferentials of compositions between nonsmooth mappings in Asplund spaces. The chain rules are proved in both inclusion and equality forms under minimal assumptions.

In Section 7 we obtain more calculus rules for the subdifferentiation of maxima, minima, products, and quotients of real-valued functions, as well as for relations between “partial” and “full” subdifferentials for functions of two variables. Using the chain rule in Section 6, we establish a generalization of the classical mean value theorem for continuous functions defined on Asplund spaces.

Section 8 is devoted to an approximate mean value theorem of Zagrodny’s type [70] for l.s.c. functions. We prove refined results of this kind in terms of Fréchet subgradients in Asplund spaces and obtain some useful applications, including characterizations of local Lipschitzian behavior and exact relationships between our basic nonconvex limiting objects and Clarke’s normal cone and subdifferential.

In the concluding Section 9 we study the interrelation between our basic sequential constructions and Ioffe’s constructions of approximate subdifferentials for the case of Asplund spaces. Invoking recent results and examples in Borwein and Fitzpatrick [4], we prove that our sequential subdifferential for l.s.c. functions is included in any of the approximate subdifferentials and their “nuclei”, being strictly better even in the case of Lipschitz functions on Fréchet differentiable spaces. Furthermore, the weak-star closures of the sequential objects give exactly the so-called G-normal cones and subdifferentials, while Clarke’s constructions coincide with
the weak-star closures of the corresponding convex hulls. We also establish the minimality of the basic sequential subdifferential for l.s.c. functions among any subdifferential constructions satisfying some natural requirements.

Our notation is basically standard. For any Banach space $X$ we denote its norm by $\| \cdot \|$ and consider the dual space $X^*$ equipped with the weak-star topology $w^*$, where $\langle \cdot, \cdot \rangle$ means the canonic pairing. As usual, $B$ and $B^*$ stand for the unit closed balls in the space and dual space in question. The symbol $B_r(x)$ denotes the closed ball with center $x$ and radius $r$. Recall that $\overline{\Omega}$ and $\co \Omega$ mean, respectively, the closure and the convex hull of an arbitrary nonempty set $\Omega \subset X$, while the notation $cl^*$ is used for the weak-star topological closure in $X^*$. The adjoint (dual) operator to a linear continuous operator $A$ is denoted by $A^*$.

In contrast to the case of single-valued mappings $\Phi : X \to Y$, the symbol $\Phi : X \rightrightarrows Y$ stands for a multifunction from $X$ into $Y$. We denote the graph and kernel of $\Phi$ by

$$gph \Phi := \{ (x,y) \in X \times Y \mid y \in \Phi(x) \}, \quad \ker \Phi := \{ x \in X \mid 0 \in \Phi(x) \}.$$ 

In this paper we often consider multifunctions $\Phi$ from $X$ into the dual space $X^*$. For such objects, the expression

$$\limsup_{x \to \bar{x}} \Phi(x)$$

always means the sequential Kuratowski-Painlevé upper limit with respect to the norm topology in $X$ and the weak-star topology in $X^*$, i.e.,

$$\limsup_{x \to \bar{x}} \Phi(x) := \{ x^* \in X^* \mid \exists \text{ sequences } x_k \to \bar{x} \text{ and } x_k^{w^*} \to x^* \}
\text{ with } x_k^* \in \Phi(x_k) \text{ for all } k = 1,2,\ldots \}.$$ 

If $\varphi : X \to \mathbb{R} := [-\infty, \infty]$ is an extended-real-valued function, then, as usual,

$$\text{dom } \varphi := \{ x \in X \mid |\varphi(x)| < \infty \}, \quad \text{epi } \varphi := \{ (x,\mu) \in X \times \mathbb{R} \mid \mu \geq \varphi(x) \}.$$ 

In this case, $\limsup \varphi(x)$ and $\liminf \varphi(x)$ denote the upper and lower limits of such (scalar) functions in the classical sense. Depending on context, the symbols $x \xrightarrow{w^*} \bar{x}$ and $x \xrightarrow{\Omega} \bar{x}$ mean, respectively, that $x \to \bar{x}$ with $\varphi(x) \to \varphi(\bar{x})$ and $x \to \bar{x}$ with $x \in \Omega$.

Throughout the paper we use the convention that $a + \emptyset = \emptyset + b = \emptyset$ for any elements $a$ and $b$ and the empty set $\emptyset$. Some special notation will be introduced and explained in Sections 2 and 9.

2. Basic definitions and representations

This section contains preliminary material on the basic generalized differentiability concepts studied in the paper. We also present useful representations of these constructions for the case of Asplund spaces. Developing a geometric approach to the generalized differentiation, let us start with the definitions of normal elements to arbitrary sets in Banach spaces as in Kruger-Mordukhovich [34, 35].

2.1. Definition. Let $\Omega$ be a nonempty subset of the Banach space $X$ and let $\varepsilon \geq 0$.

(i) Given $x \in \overline{\Omega}$, the nonempty set

$$\mathcal{N}_x(\varepsilon; \Omega) := \{ x^* \in X^* \mid \limsup_{u \to x} \frac{(x^*, u - x)}{\|u - x\|} \leq \varepsilon \}$$
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is called the set of Fréchet $\varepsilon$-normals to $\Omega$ at $x$. When $\varepsilon = 0$, the set (2.1) is a cone which is called the Fréchet normal cone to $\Omega$ at $x$ and is denoted by $\tilde{N}(x; \Omega)$. If $x \notin \text{cl} \Omega$, we let $N_\varepsilon(x; \Omega) = \emptyset$ for all $\varepsilon \geq 0$.

(ii) Let $\bar{x} \in \text{cl} \Omega$. The nonempty cone

$$N(\bar{x}; \Omega) := \limsup_{x \to \bar{x}, \varepsilon \downarrow 0} \tilde{N}_\varepsilon(x; \Omega)$$

(2.2)

is called the normal cone to $\Omega$ at $\bar{x}$. We let $N(\bar{x}; \Omega) = \emptyset$ for $\bar{x} \notin \text{cl} \Omega$.

Note that the normal cone (2.2), in contrast to (2.1) for $\varepsilon > 0$, does not change if one replaces the norm $\| \cdot \|$ by another equivalent norm in $X$. In the finite dimensional case $X = \mathbb{R}^n$, the normal cone (2.2) coincides with the one in Mordukhovich [41]:

$$N(\bar{x}; \Omega) = \limsup_{x \to \bar{x}} \text{cone}(x - \Pi(x, \Omega))$$

where “cone” means the conic hull of a set and $\Pi(x, \Omega)$ is the multi-valued Euclidean projector of $x$ on the closure of $\Omega$.

Let us observe that the set of Fréchet $\varepsilon$-normals (2.1) is convex for any $\varepsilon \geq 0$ while the normal cone (2.2) is nonconvex even in simple finite dimensional situations (e.g., for $\Omega = \text{gph} |x|$ at $\bar{x} = 0 \in \mathbb{R}^2$). If the space $X$ is infinite dimensional, the weak-star topology of $X^*$ is not sequential and the sequential upper limit in (2.2) does not ensure that the set $N(\bar{x}; \Omega)$ is closed in both norm and weak-star topologies of $X^*$. Recently Fitzpatrick (personal communication) provided such examples in the Hilbert case $X = \ell^2$; cf. also [4]. Nevertheless, this limiting normal cone possesses a much broader spectrum of useful properties in comparison with the Fréchet normal cone $\tilde{N}(\bar{x}; \Omega)$ and its $\varepsilon$-perturbations (2.1); see [8, 11, 22, 25, 26, 27, 29, 31, 32, 33, 34, 35, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 63, 65] and references therein for more details and related material.

It follows directly from (2.2) that

$$\tilde{N}(\bar{x}; \Omega) \subset N(\bar{x}; \Omega)$$

(2.3)

for any set $\Omega \subset X$ and any point $\bar{x} \in \text{cl} \Omega$. The set $\Omega$ is called regular at $\bar{x}$ if (2.3) holds as equality.

The class of regular sets includes all convex sets for which

$$\tilde{N}_\varepsilon(\bar{x}; \Omega) = \{x^* \in X^* | (x^*, x - \bar{x}) \leq \varepsilon \|x - \bar{x}\| \text{ for any } x \in \Omega \} \forall \varepsilon \geq 0$$

and both cones in (2.3) coincide with the normal cone of convex analysis. In general, (2.3) does not hold as equality in many common situations important for applications.

In particular, such a regularity is always broken for finite dimensional sets which are nonsmooth Lipschitzian manifolds in the sense of Rockafellar [62], i.e., they can be locally represented as graphs of nonsmooth Lipschitz continuous functions. This class of sets covers graphs of maximal monotone operators and includes subdifferential mappings for convex, concave, and saddle functions; we refer the reader to [48, 62] for more details and discussions. It turns out that such graphical sets naturally appear in the following derivative-like constructions for multifunctions which are realizations of the geometric (graphical) approach to differentiation going back to Fermat.
2.2. Definition. Let $\Phi : X \Rightarrow Y$ be a multifunction between Banach spaces $X$ and $Y$, and let $(\bar{x}, \bar{y}) \in \text{cl gph } \Phi$. The multifunction $D^*\Phi(\bar{x}, \bar{y})$ from $Y^*$ into $X^*$ defined by

$$D^*\Phi(\bar{x}, \bar{y})(y^*) := \{x^* \in X^*| (x^*, -y^*) \in N((\bar{x}, \bar{y}); \text{gph } \Phi)\}$$

is called the coderviative of $\Phi$ at $(\bar{x}, \bar{y})$. The symbol $D^*\Phi(\bar{x}, \bar{y})$ is used in (2.4) when $\Phi$ is single-valued at $\bar{x}$ and $\bar{y} = \Phi(\bar{x})$. We let $D^*\Phi(\bar{x}, \bar{y})(y^*) = \emptyset$ if $(\bar{x}, \bar{y}) \notin \text{cl gph } \Phi$.

In the finite dimensional setting the coderivative (2.4) was introduced and studied in [42, 44, 49]. Defining by analogy the Fréchet $\varepsilon$-coderivative as

$$D^*_\varepsilon\Phi(x, y)(y^*) := \{x^* \in X^* | (x^*, -y^*) \in \hat{N}_\varepsilon((x, y); \text{gph } \Phi)\} \forall \varepsilon \geq 0,$$

one has the limiting representation

$$D^*\Phi(\bar{x}, \bar{y})(y^*) = \limsup_{(x, y, y^*) \rightarrow (\bar{x}, \bar{y}, y^*), \varepsilon \downarrow 0} D^*_\varepsilon\Phi(x, y)(y^*).$$

When $\varepsilon = 0$, the construction (2.5) is called the Fréchet coderivative of $\Phi$ at $(\bar{x}, \bar{y})$ and is denoted by $\hat{D}^*\Phi(\bar{x}, \bar{y})$. If both spaces $X$ and $Y$ are reflexive, the Fréchet coderivative is dual to a graphical derivative object (in the vein of Aubin-Frankowska [2, Chapter 5]) generated by the “weak contingent cone”. On the contrary, the coderivative (2.4) is not convex-valued and is not dual to any tangentially generated derivative-type object for multifunctions.

Let $\Phi$ be locally single-valued around $\bar{x}$. Recall that $\Phi : X \rightarrow Y$ is said to be strictly differentiable at $\bar{x}$ with the derivative $\Phi'(\bar{x})$ if

$$\lim_{x \rightarrow \bar{x}, u \rightarrow 0} \frac{\Phi(x) - \Phi(\bar{x}) - \Phi'(\bar{x})(x - \bar{x})}{\|x - \bar{x}\|} = 0.$$

It is well known that any mapping $\Phi$ continuously Fréchet differentiable around $\bar{x}$ is strictly differentiable at $\bar{x}$, but not vice versa. The next proposition can be derived directly from the definitions; cf. [44, 50].

2.3. Proposition. Let $X$ and $Y$ be Banach spaces and let $\Phi : X \rightarrow Y$ be strictly differentiable at $\bar{x}$. Then

$$D^*\Phi(\bar{x})(y^*) = \hat{D}^*\Phi(\bar{x})(y^*) = (\Phi'(\bar{x}))^*(y^*) \forall y^* \in Y^*.$$

Thus the coderviative (2.4) is a proper set-valued generalization of the adjoint linear operator to the classical strict derivative. In Section 5 we obtain a useful representation of the coderivative (2.4) for the class of nonsmooth strictly Lipschitzian mappings defined on Asplund spaces. In that formula we express the coderivative of a mapping with values in a Banach space in terms of the following subdifferential construction for its Lagrange scalarization.

Let $\varphi : X \rightarrow \mathbb{R}$ be an extended-real-valued function defined on a Banach space and let

$$\Phi(x) = E_{\varphi}(x) := \{\mu \in \mathbb{R} | \mu \geq \varphi(x)\}$$

be the associated epigraphical multifunction with gph $\Phi = \text{epi } \varphi$. Following the line in [41, 34, 44], we define the basic subdifferential constructions geometrically as special cases of the coderivative (2.4) related to the normal cone (2.2).

2.4. Definition. Let $\bar{x} \in \text{dom } \varphi$. The sets

$$\partial \varphi(\bar{x}) := D^*E_{\varphi}(\bar{x}, \varphi(\bar{x}))(1) = \{x^* \in X^* | (x^*, -1) \in \hat{N}((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi)\},$$
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non-smooth functions and is reduced to the subdifferential of convex analysis if \( \varphi \) is convex. It follows from (2.1) and (2.2) that for functions \( \varphi \) l.s.c. around \( \bar{x} \), the subdifferential (2.7) can be represented in the limiting form
\[
\partial \varphi(\bar{x}) = \limsup_{x \to \bar{x}, \varepsilon \to 0} \tilde{\partial}_\varepsilon \varphi(x)
\]
in terms of the Fréchet \( \varepsilon \)-subdifferentials
\[
\partial \varepsilon \varphi(x) := D_x^*E_{\varphi}(x, \varphi(x))(\varepsilon) = \{ x^* \in X^* | (x^*, -1) \in \hat{N}_\varepsilon((x, \varphi(x)); e\pi \varphi) \},
\]
where \( x \in \text{dom } \varphi \), \( \varepsilon \geq 0 \) with \( \tilde{\partial}_\varepsilon \varphi(x) = \emptyset \) for \( x \notin \text{dom } \varphi \). If \( \varepsilon = 0 \) in (2.10), this set is called the Fréchet subdifferential of \( \varphi \) at \( x \) and is denoted by \( \partial \varphi(x) \).

It follows from (2.9) that \( \partial \varphi(x) \subseteq \tilde{\partial}_\varepsilon \varphi(x) \). The function \( \varphi \) is called subdifferentially regular at \( \bar{x} \) if the latter holds as equality. The class of subdifferentially regular functions includes all convex functions, smooth (strictly differentiable) functions, “max functions”, etc. On the other hand, such a unilateral regularity fails, in particular, for nonsmooth concave functions like \( \varphi(x) = -|x| \), \( x \in \mathbb{R} \), where \( \partial \varepsilon(0) = \{-1, 1\} \) but \( \partial \varepsilon(0) = \emptyset \).

In some situations it is more convenient to replace \( \tilde{\partial}_\varepsilon \varphi(x) \) in (2.9) by its analytic counterpart
\[
\tilde{\partial}_\varepsilon \varphi(x) := \{ x^* \in X^* | \liminf_{u \to x} \frac{\varphi(u) - \varphi(x) - \langle x^*, u - x \rangle}{\|u - x\|} \geq -\varepsilon, \varepsilon \geq 0, \}
\]
which is effectively used, in particular, in the theory of viscosity solutions [15]. This follows from a fact proved in Kruger [31, Theorem 1] and Ioffe [25, Proposition 1]: \( \tilde{\partial}_\varepsilon \varphi(x) \subseteq \hat{\partial}_\varepsilon \varphi(x) \) and
\[
[x^* \in \tilde{\partial}_\varepsilon \varphi(x)] \Longrightarrow [x^* \in \hat{\partial}_\varepsilon \varphi(x)] \quad \text{for } \varepsilon := (\varepsilon/(1 - \varepsilon))(1 + \|x^*\|)
\]
when \( \varphi \) is l.s.c. at \( x \). Therefore, \( \hat{\partial}_0 \varphi(x) = \hat{\partial}_\varepsilon \varphi(x) \), and one has
\[
\tilde{\partial}_\varepsilon \varphi(x) = \limsup_{x \to \bar{x}, \varepsilon \to 0} \hat{\partial}_\varepsilon \varphi(x)
\]
for any function \( \varphi : X \to \mathbb{R} \) l.s.c. around \( \bar{x} \).

Regarding the singular subdifferential (2.8), we observe that this construction makes sense only for non-Lipschitzian functions. Indeed, directly from the definitions one can derive the following assertion; see [52].

2.5. Proposition. Let \( X \) be a Banach space and let \( \varphi : X \to \mathbb{R} \) be Lipschitz continuous around \( \bar{x} \). Then \( \partial \infty \varphi(\bar{x}) = \{0\} \).

Further, one can easily check that the normal constructions (2.1) and (2.2) to any set \( \Omega \subset X \) at \( \bar{x} \in \Omega \) are expressed in the subdifferential forms
\[
\hat{N}_\varepsilon(\bar{x}; \Omega) = \hat{\partial}_\varepsilon \delta(\bar{x}, \Omega) \quad \text{for any } \varepsilon \geq 0,
\]
\[
N(\bar{x}; \Omega) = \partial \delta(\bar{x}, \Omega) = \partial \infty \delta(\bar{x}, \Omega),
\]
where \( \delta(\cdot, \Omega) \) is the indicator function of \( \Omega \), that is, \( \delta(x, \Omega) = 0 \) if \( x \in \Omega \) and \( \delta(x, \Omega) = \infty \) if \( x \notin \Omega \).

On the other hand, the normal cone (2.2) admits a useful representation in terms of the subdifferential (2.7) of the Lipschitz continuous distance function

\[
\text{dist}(x, \Omega) := \inf\{\|x - \omega\| \text{ s.t. } \omega \in \Omega\}
\]

to the set \( \Omega \). The following result can be deduced from Thibault [65, Proposition 2.7].

2.6. Proposition. Let \( \Omega \) be a nonempty subset of a Banach space \( X \). Then

\[
N(x; \Omega) = \bigcup_{\lambda > 0} \lambda \partial \text{dist}(x, \Omega) \quad \forall \bar{x} \in \text{cl} \Omega.
\]

All the results discussed above are valid in any Banach spaces. Now let us assume the spaces considered are Asplund [1], i.e., they are Banach spaces on which every continuous convex function is Fréchet differentiable at a dense set of points. We refer the reader to the recent books [16, 55] for various properties and characterizations of such spaces that turn out to be very important for theory and applications. One of the most useful characterizations is as follows: a Banach space is Asplund if and only if each of its separable subspaces has a separable dual.

Note that the class of Asplund spaces turns out to be essentially broader than the class of spaces with Fréchet differentiable renorms. According to Haydon’s examples (see [16, Chapter 7]), there are Asplund spaces of continuous functions where every equivalent norm fails to be even Gâteaux differentiable at some non-zero points. One can find many interesting subclasses and examples of Asplund spaces in [16, 55].

In this paper we will use the following “fuzzy sum rule” for Fréchet subdifferentials in Asplund spaces, proved by Fabian [18, Theorem 3] with the help of the Borwein-Preiss smooth variational principle [6] and a separable reduction.

2.7. Proposition. Let \( X \) be an Asplund space and let \( \varphi_i : X \to \bar{\mathbb{R}} \), \( i = 1, 2 \), be l.s.c. functions one of which is Lipschitz continuous around \( \bar{x} \in \text{dom } \varphi_1 \cap \text{dom } \varphi_2 \). Then for any \( \varepsilon \geq 0, \delta > 0, \) and \( \gamma > 0 \) one has

\[
\hat{\partial}_\varepsilon (\varphi_1 + \varphi_2)(\bar{x}) \subset \bigcup_{\lambda > 0} \{ \hat{\partial}_\varphi_1(x_1) + \hat{\partial}_\varphi_2(x_2) \mid x_1 \in B_\delta(\bar{x}), \ 
|\varphi_i(x_i) - \varphi_i(\bar{x})| \leq \delta, \ i = 1, 2 \} + (\varepsilon + \gamma)B^*.
\]

Applying this result for the case of \( \varphi_1 = \varphi \) and \( \varphi_2 = 0 \), we get

2.8. Corollary. Let \( X \) be an Asplund space, let \( \varphi : X \to \mathbb{R} \) be a function l.s.c. around \( \bar{x} \in \text{dom } \varphi \), and let \( \varepsilon \geq 0, \delta > 0, \gamma > 0 \). Then

\[
\hat{\partial}_\varepsilon \varphi(\bar{x}) \subset \bigcup \{ \hat{\partial}_\varphi(x) \mid x \in B_\delta(\bar{x}), \ |\varphi(x) - \varphi(\bar{x})| \leq \delta \} + (\varepsilon + \gamma)B^*.
\]

Now we use Fabian’s results to prove refined representations of the normal cone (2.2) as well as the related coderivative and subdifferential constructions (2.4), (2.7), and (2.8). The representations obtained extend corresponding results of Ioffe [25] from spaces with Fréchet differentiable renorms to the general case of Asplund spaces.

2.9. Theorem. Let \( X \) and \( Y \) be Asplund spaces. Then the following hold:
Proof. Let us prove (i). By virtue of the normal cone definition (2.2), it suffices to verify that $N(x;\Omega)$ is contained in the right-hand side of (2.15). Taking any $x^* \in N(x;\Omega)$, we can find sequences $x_k \to x$, $x_k^w \to x^*$, and $\varepsilon_k \downarrow 0$ such that $x_k \in \Omega$ and $x_k^w \in N_{\varepsilon_k}(x_k;\Omega)$ for $k = 1, 2, \ldots$. Due to (2.13) the latter implies that $x_k^w \in \partial_x \delta(x_k;\Omega)$, where one may consider $\varepsilon_k > 0$ for all $k$.

Now let us apply Corollary 2.8 to the indicator function $\varphi(x) = \delta(x,\Omega)$ at the point $x_k$ for each $k$. Using this result for $\varepsilon = \theta = \gamma = \varepsilon_k$, we get $\tilde{x}_k \in B_{\varepsilon_k}(x_k) \cap \Omega$ and $\tilde{x}_k^w \in \partial \delta(x_k;\Omega)$ such that $\|\tilde{x}_k - x_k^w\| \leq 2\varepsilon_k$ for $k = 1, 2, \ldots$. Therefore, $\tilde{x}_k \to \tilde{x}$ and $\tilde{x}_k^w \to x^*$ as $k \to \infty$. Again employing (2.13), we conclude that $\tilde{x}_k^w \in N(\tilde{x}_k;\Omega)$, which implies (2.15).

Assertion (ii) immediately follows from (2.15) with $\Omega = \operatorname{gph} \Phi$, Definition 2.2, and (2.5) as $\varepsilon = 0$. In turn, this implies (2.16) for l.s.c. functions by virtue of (2.7) and (2.10). Note that (2.16) can be obtained directly from (2.9) if we use Corollary 2.8. It remains to prove (2.17) for the singular subdifferentials in Asplund space. To verify this it suffices to show that

$$
\partial^\infty \varphi(x) \subset \limsup_{x \to x^*, \varepsilon, \lambda \downarrow 0} \lambda \partial \varphi(x)
$$

since the other inclusions in (2.17) follow directly from the definitions.

Let $x^* \in \partial^\infty \varphi(x)$, i.e., $(x^*, 0) \in N((\tilde{x}, \varphi(\tilde{x})); \operatorname{epi} \varphi)$. It follows from assertion (i) of this theorem that there exist $(x_k, r_k) \in N((\tilde{x}, \varphi(\tilde{x}))$ and $(x_k^w, -\varepsilon_k) \in (x^*, 0)$ as $k \to \infty$ such that $(x_k^w - x_k^w) \leq 2\varepsilon_k$ for all $k = 1, 2, \ldots$. The latter implies that $\varepsilon_k \geq 0$ for all $k$. Thus one has two possibilities for the sequence $\{x_k^w, -\varepsilon_k\}$: either

- (a) there exists a subsequence of $\{\varepsilon_k\}$ consisting of positive numbers, or
- (b) $\varepsilon_k = 0$ for all $k$ sufficiently large.

In the case (a) we assume, without loss of generality, that $\varepsilon_k > 0$ for all $k$, which implies $r_k = \varphi(x_k)$ and $x_k^w/\varepsilon_k \in \partial \varphi(x_k)$ for $k = 1, 2, \ldots$. Hence, letting $\lambda_k = \varepsilon_k$ and $\tilde{x}_k := x_k^w/\varepsilon_k$, we get $\lambda_k \tilde{x}_k^w \to x^*$ and $\varepsilon_k \downarrow 0$ as $k \to \infty$.

In the case (b), one always has $(x_k^w, 0) \in N((x_k, \varphi(x_k)); \operatorname{epi} \varphi)$. Now using Proposition 2.7 and the technique developed in Ioffe [25, proof of Theorem 4], we get sequences $\{\tilde{x}_k\}$ and $\{A_k\}$ such that

$$(\tilde{x}_k^w, -1) \in N((\tilde{x}_k, \varphi(\tilde{x}_k)); \operatorname{epi} \varphi), \quad \tilde{x}_k \not\in \tilde{x}, \quad \lambda_k \downarrow 0, \text{ and } \lambda_k \tilde{x}_k^w \to x^* \text{ as } k \to \infty.$$
This establishes (2.18) and completes the proof of the theorem.

2.10. Remark. Equalities (2.17) provide convenient representations of the singular subdifferential (2.8) that is widely used in this paper. They go back to the corresponding Rockafellar theorem in finite dimensions [59]. Note that the intermediate limits in (2.17) are equal in any Banach space, due to the relationship between (2.10) and (2.11) mentioned above. Such constructions possess some useful properties in the general Banach space setting; see [52, 65].

To conclude this section let us consider the \( \varepsilon \)-subdifferential construction

\[
\partial_\varepsilon \varphi(\bar{x}) := \limsup_{x \to \bar{x}} \partial_\varepsilon \varphi(x), \quad \varepsilon \geq 0,
\]

where \( \partial_\varepsilon \varphi(x) \) is defined in (2.11). Construction (2.19) was recently introduced in [28] and effectively employed therein to study relationships between concepts of \( \varepsilon \)-convexity for extended-real-valued functions and \( \varepsilon \)-monotonicity for their subdifferential mappings. It follows from Theorem 2.9(iii) that when \( \varepsilon = 0 \) the set (2.19) coincides with our basic subdifferential (2.7) for l.s.c. functions in Asplund spaces. Let us establish the link between (2.7) and (2.19) for any \( \varepsilon \geq 0 \) that we observed after receiving [28].

2.11. Proposition. Let \( X \) be an Asplund space and let \( \varphi : X \to \bar{\mathbb{R}} \) be l.s.c. around \( \bar{x} \in \text{dom } \varphi \). Then

\[
\partial_\varepsilon \varphi(\bar{x}) = \partial \varphi(\bar{x}) + \varepsilon B^* \tag{2.20}
\]

for all \( \varepsilon \geq 0 \).

Proof. The inclusion “\( \supset \)" in (2.20) is trivial. Let us prove the opposite inclusion. Consider any \( x^* \in \partial \varphi(\bar{x}) \). Due to the definition (2.19) there exist sequences \( x_k \xrightarrow{k} \bar{x} \) and \( x^*_k \xrightarrow{w^*} x^* \) as \( k \to \infty \) such that \( x^*_k \in \partial_\varepsilon \varphi(x_k) \) for all \( k = 1, 2, \ldots \). Picking any sequence \( \delta_k \downarrow 0 \) as \( k \to \infty \) and employing Corollary 2.8 with \( \delta = \gamma = \delta_k \), we find \( u_k \in x_k + \delta_k B \) such that \( \| \varphi(u_k) - \varphi(x_k) \| \leq \delta_k \) and

\[
x^*_k \in \partial \varphi(u_k) + (\varepsilon + \delta_k)B^* \text{ for all } k = 1, 2, \ldots.
\]

This allows us to find \( u^*_k \in \partial \varphi(u_k) \) and \( z^*_k \in (\varepsilon + \delta_k)B^* \) such that

\[
x^*_k = u^*_k + z^*_k \text{ for all } k = 1, 2, \ldots.
\]

Now taking into account that \( X \) is Asplund and the dual unit ball \( B^* \) is weak-star sequentially compact in \( X^* \), we may assume that

\[
z^*_k \xrightarrow{w^*} z^* \text{ as } k \to \infty \text{ with } \| z^* \| \leq \liminf_{k \to \infty} \| z^*_k \| \leq \varepsilon.
\]

Due to (2.21) the latter yields \( u^*_k \xrightarrow{w^*} u^* \) as \( k \to \infty \), where \( u^* \in \partial \varphi(\bar{x}) \) by virtue of (2.16). Now passing to the limit in (2.21) as \( k \to \infty \), we arrive at

\[
\partial_\varepsilon \varphi(\bar{x}) \subset \partial \varphi(\bar{x}) + \varepsilon B^*.
\]

This ends the proof of the proposition. \( \square \)
Therefore, all the calculus results obtained below for our basic subdifferential construction (2.7) can be transferred to the $\varepsilon$-subdifferential (2.19).

3. Extremal principle

In this section we study a geometric concept of local extremality for systems of sets and obtain necessary conditions for such an extremality in terms of Fréchet normals, $\varepsilon$-normals, and their sequential limits in Asplund spaces. The results obtained in this way are versions of the extremal principle which is at the heart of our approach to the generalized differential calculus of the nonconvex constructions (2.2), (2.7), and (2.8).

3.1. Definition. Let $\Omega_1$ and $\Omega_2$ be closed sets in a Banach space $X$ and let $\bar{x} \in \Omega_1 \cap \Omega_2$. Then $\bar{x}$ is called a locally extremal point of the set system $\{\Omega_1, \Omega_2\}$ if there are a neighborhood $U$ of $\bar{x}$ and sequences $\{a_{ik}\} \subset X$, $i = 1, 2$, such that $a_{ik} \to 0$ for $i = 1, 2$ and

$$
(\Omega_1 - a_{1k}) \cap (\Omega_2 - a_{2k}) \cap U = \emptyset \forall k = 1, 2, \ldots.
$$

(3.1)

We say that the sets $\Omega_1$ and $\Omega_2$ generate an extremal system $\{\Omega_1, \Omega_2\}$ if they have at least one locally extremal point.

This geometric concept of set extremality [34, 35] means that two closed sets with a common point can be locally pushed apart by small perturbations. It covers the usual notions of solution to standard as well as nonstandard problems of scalar and/or vector optimization; see [32, 33, 34, 35, 42, 44]. For example, let $\bar{x}$ be a local optimal solution to the problem

$$
\text{minimize } \varphi(x) \text{ subject to } x \in \Omega,
$$

where $\varphi$ is an extended-real-valued function l.s.c. around $\bar{x}$ and $\Omega$ is a closed set in a Banach space $X$. Then one can see that $(\bar{x}, \varphi(\bar{x}))$ is a locally extremal point of the set system $\{\Omega_1, \Omega_2\}$ in $X \times \mathbb{R}$ with $\Omega_1 = \text{epi } \varphi$ and $\Omega_2 = \Omega \times \{\varphi(\bar{x})\}$. For checking this, we take $a_{1k} = (0, v_k)$ with $v_k < 0$, $a_{2k} = 0$ for any $k = 1, 2, \ldots$, and $U = V \times \mathbb{R}$ in (3.1), where $V$ is a neighborhood of the local minimizer $\bar{x}$ in (3.2).

Another important example of an extremal system is provided by the pair $\{\bar{x}, \Omega\}$ where $\bar{x}$ is a boundary point of the closed set $\Omega \subset X$. There are also close connections between extremality and separability of systems of convex and nonconvex sets; see [44, Section 6].

Now we present necessary conditions for extremal points of closed set systems in Asplund spaces. These conditions can be viewed as generalized Euler equations in the abstract geometric setting expressed in terms of Fréchet normals and $\varepsilon$-normals.

3.2. Theorem. Let $X$ be an Asplund space, let $\Omega_1$ and $\Omega_2$ be closed sets in $X$, and let $\bar{x} \in \Omega_1 \cap \Omega_2$ be a locally extremal point of the system $\{\Omega_1, \Omega_2\}$. Then one has the following two equivalent conditions:

(i) For any $\varepsilon > 0$ there exist $x_{i\varepsilon} \in \Omega_i \cap B_\varepsilon(\bar{x})$ and $x^*_{i\varepsilon} \in \hat{N}_{\varepsilon}(x_{i\varepsilon}; \Omega_i)$, $i = 1, 2$, such that

$$
\|x^*_{i\varepsilon}\| + \|x^*_{2\varepsilon}\| = 1 \text{ and } x^*_{i\varepsilon} + x^*_{2\varepsilon} = 0.
$$

(3.3)

(ii) For any $\varepsilon > 0$ there exist $x_{i\varepsilon} \in \Omega_i \cap B_\varepsilon(\bar{x})$ and $x^*_{i\varepsilon} \in \hat{N}(x_{i\varepsilon}; \Omega_i) + \varepsilon B^*$, $i = 1, 2$, such that relationships (3.3) hold.
Proof. Developing a classical line in optimization theory, we derive necessary conditions for locally extremal points of set systems from a corresponding open mapping principle. Indeed, one can conclude directly from the definitions that $\bar{x}$ is not a locally extremal point of the system $\{\Omega_1, \Omega_2\}$ if the mapping $\Phi : \Omega_1 \times \Omega_2 \to X$ defined by

\begin{equation}
\Phi(z) := x_2 - x_1 \quad \text{for} \quad z = (x_1, x_2) \in \Omega := \Omega_1 \times \Omega_2
\end{equation}

possesses the following covering property: there exist a number $a > 0$ and a neighborhood $V$ of $\bar{z} := (\bar{x}, \bar{x})$ such that

\[ B_a(\Phi(z)) \subset \Phi(B_a(z) \cap \Omega) \quad \text{for any } (z, r) \text{ with } B_a(z) \subset V. \]

Therefore, any sufficient condition for the covering of mapping (3.4) around $\bar{z}$ generates a necessary condition for the locally extremal point $\bar{x}$ of the system $\{\Omega_1, \Omega_2\}$.

In [50], we proved several necessary and sufficient conditions for the covering of multifunctions between Asplund spaces. The following one is more convenient to be employed in the present setting: $\Phi$ enjoys the covering property around $\bar{z}$ if and only if there exists $\varepsilon > 0$ such that

\begin{equation}
\ker \hat{D}_x^* \Phi(z) \subset B^* \quad \forall x \in B_a(\bar{z}) \cap \Omega.
\end{equation}

Using criterion (3.5) for the case of mapping (3.4) and taking into account the previous discussions, we can conclude that if $\bar{x}$ is an extremal point of $\{\Omega_1, \Omega_2\}$, then for any $\varepsilon > 0$ there exist $x_{1c} \in \Omega_1 \cap B_a(\bar{x})$, $x_{2c} \in \Omega_2 \cap B_a(\bar{x})$, and $x_\varepsilon^c \in \ker \hat{D}_x^* \Phi(x_{1c}, x_{2c})$ with $\|x_\varepsilon^c\| > 1$. By virtue of (2.5), (2.1), and (3.4) one has

\begin{equation}
\limsup_{(x_1, x_2) \to (x_{1c}, x_{2c})} -\frac{\langle x_\varepsilon^c, (x_2 - x_1) - (x_{2c} - x_{1c}) \rangle}{\|x_\varepsilon^c\|} \leq \varepsilon.
\end{equation}

Now denoting $x_{1c}^\varepsilon := x_\varepsilon^c / (2\|x_\varepsilon^c\|)$ and $x_{2c}^\varepsilon := -(x_\varepsilon^c / (2\|x_\varepsilon^c\|))$, we get (3.3) and the inclusions $x_{1c}^\varepsilon \in \hat{N}_c(x_{1c}; \Omega_1)$, $i = 1, 2$, which follow from (3.6). This implies the first necessary extremality condition of the theorem.

Conclusion (ii) of the theorem follows from (i) by virtue of Corollary 2.8 applied to the indicator functions $\delta(\cdot, \Omega_1)$ and $\delta(\cdot, \Omega_2)$. The opposite implication (ii) $\Rightarrow$ (i) holds for any Banach space due to the obvious inclusion

\[ \hat{N}(x; \Omega) + \varepsilon B^* \subset \hat{N}_e(x; \Omega) \quad \forall \varepsilon \geq 0 \]

that is valid in the general case. This ends the proof of the theorem.

3.3. Remarks. (a) Condition (i) of Theorem 3.2 was first proved by Kruger and Mordukhovich [34, 35] by using Ekeland’s variational principle [17] for spaces with Fréchet differentiable renorms; see also [32, 44]. In [25], Ioffe proved condition (ii) in the Fréchet differentiable setting by using the smooth variational principle of Borwein and Preiss [6] instead of Ekeland’s. Our result shows that both extremality conditions (i) and (ii) are valid and equivalent in any Asplund space.

(b) Another proof of Theorem 3.2 can be found in Mordukhovich-Shao [51]. Moreover, in [51] we show that a Banach space $X$ is Asplund if and only if conditions (i) and (ii) are equivalent and hold for any extremal set system in $X$.

The extremal point characteristics obtained in Theorem 3.2 lead to necessary optimality conditions for general problems of nonsmooth optimization in Asplund spaces; this topic is beyond the scope of the present paper. On the other hand, employing those characteristics, one can easily get some useful consequences related to
the geometry of Banach spaces. The following result may be viewed as a nonconvex generalization of the celebrated Bishop-Phelps density theorem in terms of Fréchet normals in Asplund spaces; cf. [5, 8, 55].

3.4. Corollary. Let \( \Omega \subset X \) be a nonempty closed subset of an Asplund space \( X \). Then the set of points

\[
(3.7) \quad x \in \Omega \text{ with } \hat{N}(x; \Omega) \neq \{0\}
\]

is dense in the boundary of \( \Omega \).

Proof. Let \( \bar{x} \) be a boundary point of the set \( \Omega \). Then it is a locally extremal point of the system \( \{ \Omega_1, \Omega_2 \} \), where \( \Omega_1 := \Omega \) and \( \Omega_2 := \{ \bar{x} \} \). Let us apply to this case the necessary extremality condition (ii) of Theorem 3.2 with \( 0 < \varepsilon \leq 1/2 \). Using this result, we find \( x_\varepsilon \in \Omega \) and \( x^*_\varepsilon_1, x^*_\varepsilon_2 \in X^* \) such that

\[
\begin{align*}
 x_\varepsilon & \in B_\varepsilon(\bar{x}), \\
 x^*_\varepsilon_1 & \in \hat{N}(x_\varepsilon; \Omega) + \varepsilon B^*, \\
 \|x^*_\varepsilon_1\| & + \|x^*_\varepsilon_2\| = 1, \\
 x^*_\varepsilon_1 + x^*_\varepsilon_2 & = 0.
\end{align*}
\]

This implies that \( \|x^*_\varepsilon_1\| = 1/2 > \varepsilon \) and the cone \( \hat{N}(\cdot; \Omega) \) is non-trivial at \( x_\varepsilon \), which is a boundary point of \( \Omega \) within \( \varepsilon \) of \( \bar{x} \). Therefore, the set (3.7) is norm dense in the boundary of \( \Omega \). \( \square \)

Note that if \( \Omega \) is convex, then the Fréchet normal cone \( \hat{N}(\cdot; \Omega) \) is reduced to the normal cone of convex analysis, and (3.7) coincides with the set of support points of \( \Omega \) as in the Bishop-Phelps theorem [55, Theorem 3.18].

Now let us consider circumstances when one can pass to the limit in the results of Theorem 3.2 as \( \varepsilon \downarrow 0 \) and obtain in this way necessary conditions for extremal points of set systems \( \{ \Omega_1, \Omega_2 \} \) in terms of the normal cone (2.2). We can always do it for any closed sets in finite dimensions and justify the extremal principle of the form

\[
(3.8) \quad \exists x^* \neq 0 \text{ such that } x^* \in N(\bar{x}; \Omega_1) \cap (-N(\bar{x}; \Omega_2));
\]

see Mordukhovich [42, 44, 49] for alternative proofs and applications of this result in finite dimensional nonsmooth analysis and optimization. In infinite dimensions, one should impose additional assumptions on the sets in question to ensure the nontriviality of the sequential weak-star limit in the extremality conditions of Theorem 3.2. Some previous conditions in this direction can be found in [32, 34, 44] for extremal systems in Fréchet differentiable spaces. In this paper we are able to establish (3.8) and related calculus results in the general Asplund space framework under the compactness condition as follows.

3.5. Definition. A closed set \( \Omega \subset X \) is said to be normally compact around \( \bar{x} \in \Omega \) if there exist positive numbers \( \gamma, \delta \) and a compact subset \( S \) of \( X \) such that

\[
\hat{N}(x; \Omega) \subset K_\gamma(S) := \{ x^* \in X^* | \gamma \|x^*\| \leq \max_{x \in S} \|<x^*, s>\| \forall x \in B_\delta(\bar{x}) \cap \Omega. \}
\]

Condition (3.9) has been used by Loewen [38] to prove that the graph of the normal cone (2.2) is closed in the norm×weak topology of \( X \times X^* \) for the case of reflexive spaces \( X \). We observe that in the general Asplund space setting this condition does not ensure such a robustness property, but it turns out to be crucial to support limiting procedures developed below; see also [53] for more discussions.

In [38, Proposition 2.7], Loewen proves for the case of arbitrary Banach spaces that \( \Omega \) satisfies the normal compactness condition (3.9) if it happens to be “compactly epi-Lipschitzian” around \( \bar{x} \) in the sense of Borwein and Strojwas [7]. The
latter means that there exist a neighborhood $U$ of $\bar{x}$, a neighborhood $V$ of the origin in $X$, a compact set $S \subset X$, and a constant $r > 0$ such that
\begin{equation}
\Omega \cap U + \lambda V \subset \Omega + \lambda S \quad \forall \lambda \in (0, r).
\end{equation}

In particular, (3.9) holds for any set $\Omega$ epi-Lipschitzian around $\bar{x}$ in the sense of Rockafellar [58] that corresponds to (3.10) when $S$ is a singleton. Note that the epi-Lipschitzian property does not necessarily hold for arbitrary closed sets in finite dimensions. In fact, it is equivalent to the nonempty interiority of Clarke’s tangent cone to $\Omega$ at $\bar{x}$ that is reduced to int $\Omega \neq \emptyset$ if $\Omega$ is convex; see [7, 58]. On the contrary, the compactly epi-Lipschitzian property is fulfilled if $\Omega$ is “epi-Lipschitz-like” around $\bar{x}$ in the sense of Borwein [3]. The latter always holds if either $\Omega$ is epi-Lipschitzian around $\bar{x}$ or $X$ is finite dimensional; see [3] for more details. Thus the normal compactness property in Definition 3.5 turns out to be a natural generalization of the epi-Lipschitzian behavior in Banach spaces and automatically holds for any closed set in finite dimensions.

3.6. Theorem. Let $X$ be an Asplund space, let $\Omega_1$ and $\Omega_2$ be closed subsets of $X$, and let $\bar{x} \in \Omega_1 \cap \Omega_2$ be a locally extremal point of the system $\{\Omega_1, \Omega_2\}$. If one of the sets $\Omega_1$ and $\Omega_2$ is normally compact around $\bar{x}$, then there exists $x^* \in X^*$ such that the extremal principle (3.8) holds.

Proof. Let us use the extremality conditions of Theorem 3.2. Picking an arbitrary sequence $\varepsilon_k \downarrow 0$ as $k \to \infty$, we find sequences $\{x_k\} \subset X$ and $\{x^*_k\} \subset X^*$ such that
\begin{equation}
x^*_k \in \hat{N}(x_k; \Omega_i), \quad \|x_k - \bar{x}\| \leq \varepsilon_k \quad \forall i = 1, 2;
\end{equation}

\begin{equation}
1/2 - \varepsilon_k \leq \|x^*_k\| \leq 1/2 + \varepsilon_k, \quad i = 1, 2, \quad \|x^*_k + x^*_{2k}\| \leq \varepsilon_k.
\end{equation}

Using boundedness of $\{x^*_k\}$ and taking into account that the unit ball $B^* \subset X^*$ is weak-star sequentially compact for any Asplund space $X$, we may assume that $x^*_k \rightharpoonup x^*$ as $k \to \infty$ for $i = 1, 2$. Thus $x^*_i \in \hat{N}(\bar{x}; \Omega_i)$, $i = 1, 2$, and $x^*_1 + x^*_2 = 0$ due to (3.12).

Let us denote $x^* := x^*_1 = -x^*_2$. To prove (3.8) it remains to show that $x^* \neq 0$ if one of the sets $\Omega_i$ (say $\Omega_1$) is normally compact around $\bar{x}$. Assume that it is not true, i.e., $x^*_k \rightharpoonup x^* = 0$ as $k \to \infty$. Using the compactness of the set $S \subset X$ in (3.9), we conclude that $(x^*_{1k}, s) \to 0$ uniformly in $s \in S$. By virtue of condition (3.9), this implies $x^*_{1k} \to 0$ as $k \to \infty$ in the norm topology of $X^*$, which contradicts the first formula in (3.12) and completes the proof of the theorem.

3.7. Corollary. Let $X$ be an Asplund space and let $\Omega \subset X$ be normally compact around $\bar{x} \in \Omega$. Then $\bar{x}$ is a boundary point of $\Omega$ if and only if the normal cone (2.2) is nontrivial, i.e.
\begin{equation}
N(\bar{x}; \Omega) \neq \{0\}.
\end{equation}

Proof. If $\bar{x}$ is an interior point of $\Omega$, then $N(\bar{x}; \Omega) = \{0\}$ by virtue of Definition 2.1. Let $\bar{x}$ be a boundary point of $\Omega$, i.e., it is a locally extremal point of the system $\{\bar{x}, \Omega\}$. Using Theorem 3.6, we arrive at condition (3.13).

3.8. Remarks. (a) If both $\Omega_1$ and $\Omega_2$ are convex, then (3.8) is equivalent to the classical separation property:
\[ \exists x^* \neq 0 \text{ with } \langle x^*, \omega_1 \rangle \leq \langle x^*, \omega_2 \rangle \forall \omega_1 \in \Omega_1, \omega_2 \in \Omega_2. \]
It is easy to show that the separation property implies the local extremality of any point \( \bar{x} \in \Omega_1 \cap \Omega_2 \) in the general nonconvex case; cf. [44, Proposition 6.1]. This means that for convex sets the separation and extremality properties are equivalent. In particular, any closed convex sets \( \Omega_1 \) and \( \Omega_2 \) with \( \Omega_1 \cap \Omega_2 \neq \emptyset \) and \( (\text{int } \Omega_1) \cap \Omega_2 = \emptyset \) provide an extremal system. Therefore, one may view Theorem 3.6 as a proper generalization of the classical separation (Hahn-Banach) theorem for nonconvex sets in Asplund spaces. Respectively, Corollary 3.7 turns out to be a nonconvex analogue of the supporting hyperplane result.

(b) As it has been mentioned above, the epi-Lipschitzian property of a convex set is reduced to the nonemptiness of its interiority. Thus the normal compactness condition (3.9) is a substantial development of this property in the general nonconvex setting. From this viewpoint the results of Theorem 3.2 may be treated as nonconvex generalizations of the classical separation theorem with no interiority-like assumptions.

(c) The results of Theorems 3.2 and 3.6 can be extended to an extremal system of sets \( \{\Omega_1, \ldots, \Omega_n\} \) for any finite number \( n \geq 2 \), taking into account that Asplund spaces are invariant with respect to Cartesian product. This can be done either directly or using an inductive reduction to the case of two sets; cf. [32, 44, 51].

In conclusion of this section let us present a useful consequence of Corollary 3.7 that ensures nonemptiness of the subdifferential (2.7) for any locally Lipschitzian function defined on an Asplund space.

3.9. **Corollary.** Let \( X \) be an Asplund space and let \( \varphi : X \to \bar{\mathbb{R}} \) be Lipschitz continuous around \( \bar{x} \). Then \( \partial \varphi(\bar{x}) \neq \emptyset \).

**Proof.** Consider the set \( \Omega := \text{epi } \varphi \), which is closed and epi-Lipschitzian around \( (\bar{x}, \varphi(\bar{x})) \) due to the Lipschitz continuity of \( \varphi \) around \( \bar{x} \). Obviously, \( (\bar{x}, \varphi(\bar{x})) \) is a boundary point of \( \text{epi } \varphi \). Employing Corollary 3.7, one has \( N((\bar{x}, \varphi(\bar{x}))); \text{epi } \varphi \neq \{0\} \). Now using Proposition 2.5, we conclude that the subdifferential (2.7) is nonempty. \( \square \)

3.10. **Remark.** One can easily see that the set \( \partial \varphi(\bar{x}) \) is bounded in the norm topology of \( X^* \) if \( \varphi \) is Lipschitz continuous around \( \bar{x} \) in any Banach space \( X \). However, this set may not be weak-star closed even for Lipschitz functions defined on spaces with Fréchet differentiable renorms; see Section 9 for more details.

4. Sum rules for subdifferentials

In this section we obtain fundamental calculus results for the nonconvex sequential constructions in Section 2 related to representations of the subdifferentials for sums of extended-real-valued functions and the normal cone to intersections of sets in Asplund spaces. The main tool in proving these results is the extremal principle developed in the previous section.

First we consider normal compactness assumptions on functions related to the corresponding assumptions on sets in Section 3. We say that a l.s.c. function \( \varphi : X \to \bar{\mathbb{R}} \) is normally compact around \( \bar{x} \in \text{dom } \varphi \) if its epigraph \( \Omega := \text{epi } \varphi \) is normally compact around \( (\bar{x}, \varphi(\bar{x})) \) in the sense of Definition 3.5.

It follows from Loewen [38] that \( \varphi \) is normally compact around \( \bar{x} \) if it is “compactly epi-Lipschitzian” around this point. This corresponds to the compactly epi-Lipschitzian property of the set \( \Omega := \text{epi } \varphi \) around \( (\bar{x}, \varphi(\bar{x})) \); see Borwein [3].

A special case of this setting when the epigraph of \( \varphi \) is epi-Lipschitzian around
First let us consider the case of two functions $\varphi_1, \varphi_2$ in an Asplund space, let $\varphi_1 : X \to \mathbb{R}$, $i = 1, 2, \ldots, n$, be l.s.c. around $x$, and let all but one of these functions be normally compact around $x$. Suppose also that the following qualification condition holds:

$$\left[ x^*_i \in \partial^\infty \varphi_i(x), \ i = 1, \ldots, n \ | \ x^*_1 + \cdots + x^*_n = 0 \right] \Longrightarrow x^*_1 = \cdots = x^*_n = 0.$$  

Then one has the inclusions

$$\partial(\varphi_1 + \cdots + \varphi_n)(x) \subset \partial \varphi_1(x) + \cdots + \partial \varphi_n(x),$$

and

$$\partial^\infty(\varphi_1 + \cdots + \varphi_n)(x) \subset \partial^\infty \varphi_1(x) + \cdots + \partial^\infty \varphi_n(x).$$

Moreover, if all $\varphi_i$ are subdifferentially regular at $x$, then the sum $\varphi_1 + \cdots + \varphi_n$ is also subdifferentially regular at this point, and equality holds in (4.2).

**Proof.** First let us consider the case of two functions $\varphi_1, \varphi_2$ and prove inclusion (4.2). For definiteness we assume that $\varphi_1$ is normally compact around $x$.

Let $x^* \in \partial(\varphi_1 + \varphi_2)(x)$. Due to representation (2.16) one can find sequences $x_k \to x$ and $x_k^* \to x^*$ such that $\varphi_i(x_k) \to \varphi_i(x), \ i = 1, 2, x_k^* \in \partial(\varphi_1 + \varphi_2)(x_k), k = 1, 2, \ldots$. Picking an arbitrary sequence $\varepsilon_k \downarrow 0$ as $k \to \infty$ and using (2.11) at $x_k$ for $\varepsilon = 0$, we find a neighborhood $U_k$ of $x_k$ where

$$\langle \varphi_1 + \varphi_2(x) - (\varphi_1 + \varphi_2)(x_k) - (x_k^*, x - x_k) + \varepsilon_k \|x - x_k\| \geq 0 \ \forall x \in U_k.$$  

Without loss of generality, we assume that $\varphi_1$ and $\varphi_2$ are l.s.c. on $X$. Therefore, the sets

$$\Omega_{1k} := \{(x, \mu) \in X \times \mathbb{R} \mid \varphi_1(x) - \varphi_2(x) \leq \mu \}$$

and

$$\Omega_{2k} := \{(x, \mu) \in X \times \mathbb{R} \mid \varphi_2(x) - \varphi_2(x_k) - (x_k^*, x - x_k) + \varepsilon_k \|x - x_k\| \leq -\mu \}$$

are closed. By virtue of (4.4) and the construction of sets (4.5) and (4.6), we observe that $(x_k, 0)$ is a locally extremal point of the system $\{\Omega_{1k}, \Omega_{2k}\}$ for each $k = 1, 2, \ldots$. Indeed, one can easily check that

$$(x_k, 0) \in \Omega_{1k} \cap \Omega_{2k} \cap [\partial \varphi_2 - (0, 0)] \cap [U_k \times \mathbb{R}] = \emptyset \ \forall \nu > 0, k = 1, 2, \ldots.$$  

Now we employ the extremal principle in Theorem 3.2. According to assertion (ii) of this theorem there exist $(x_{1k}, \mu_{1k}) \in (\partial \varphi_i) \cap B_{\xi_k}(x_k, \varphi_i(x_k)), i = 1, 2$, as well as $\langle \bar{z}_k^*, \alpha_k \rangle \in X^* \times \mathbb{R}$ and $\langle \bar{y}_k^*, \beta_k \rangle \in X^* \times \mathbb{R}$ such that

$$1/2 - \varepsilon_k \leq \|\bar{z}_k^*\| + |\alpha_k| \leq 1/2 + \varepsilon_k, \ 1/2 - \varepsilon_k \leq \|\bar{y}_k^*\| + |\beta_k| \leq 1/2 + \varepsilon_k, $$

$$(\bar{z}_k^*, \alpha_k) \in \tilde{\Omega}((x_{1k}, \mu_{1k} - \varphi_1(x_k)); \Omega_{1k}).$$
\begin{align}
(4.9) \quad & (\gamma_k^*, \beta_k) \in N((x_{2k}, -\mu_{2k} + \varphi_2(x_k)) + (x_k^*, x_{2k} - x_k) - \varepsilon_k \|x_{2k} - x_k\|); \Omega_{2k}), \\
(4.10) \quad & \|(x_k^*, \alpha_k) + (\gamma_k^*, \beta_k)\| \leq \varepsilon_k. \\
\end{align}

Thus one has \((x_{ik}, \mu_{ik}) \xrightarrow{epi, \varphi_i} (\bar{x}, \varphi_i(\bar{x}))\) as \(k \to \infty\) for \(i = 1, 2\). Taking into account that the space \(X\) is Asplund and the sequences \((\bar{x}_k^*, \alpha_k)\) and \((\gamma_k^*, \beta_k)\) are bounded, we may suppose that

\begin{equation}
(4.11) \quad \bar{x}_k^* \xrightarrow{k \to \infty} (\bar{x}^*, \alpha) \text{ and } (\gamma_k^*, \beta_k) \xrightarrow{w^*} (\gamma^*, \beta) \text{ as } k \to \infty.
\end{equation}

From (4.5), (4.8), (4.11), and the construction of the normal cone (2.2) we get

\begin{equation}
(4.12) \quad (\bar{x}_k^*, \alpha_k) \in N((\bar{x}, \varphi_1(\bar{x})); \text{epi } \varphi_1) \text{ with } \alpha \leq 0.
\end{equation}

On the other hand, using (4.6), (4.9) as well as the definition of Fréchet normals, one obtains

\begin{equation}
\limsup_{\langle x, \mu \rangle \rightarrow (x_{2k}, \mu_{2k})} \frac{(\gamma_k^*, x - x_{2k}) - \beta_k(\mu - \mu_{2k} - (x_{2k}^*, x - x_{2k}) + \varepsilon_k \|x_{2k} - x_k\|)}{\|x - x_{2k}\| + |\mu - \mu_{2k}| + \|x_{2k}^*, x - x_{2k}\| + \varepsilon_k \|x - x_{2k}\|} \leq 0.
\end{equation}

The latter implies that

\begin{equation}
(4.13) \quad \beta_k \bar{x}_k^* + \gamma_k^*, -\beta_k) \in \bar{N}_{\varepsilon_k}(x_{2k}, \mu_{2k}); \text{epi } \varphi_2
\end{equation}

with \(\varepsilon_k := \varepsilon_k + 1 + \|x_k^*\| + \|\bar{x}_k^*\| + |\beta_k|\) for each \(k = 1, 2 \ldots\) Passing to the limit in (4.13) as \(k \to \infty\), one has \((\beta \bar{x}^* + \gamma^*, -\beta) \in \bar{N}(\bar{x}, \varphi_2(\bar{x})); \text{epi } \varphi_2\), where \(\gamma^* = -\bar{x}^*\) and \(\beta = -\alpha\) by virtue of (4.10). Therefore, we obtain the inclusion

\begin{equation}
(4.14) \quad (-\alpha x^* - \bar{x}^*, \alpha) \in N((\bar{x}, \varphi_2(\bar{x})); \text{epi } \varphi_2).
\end{equation}

Next let us show that \(\alpha \neq 0\). Indeed, if \(\alpha = 0\), then (4.12) and (4.14) yield

\begin{equation}
(\bar{x}^*, 0) \in N((\bar{x}, \varphi_1(\bar{x})); \text{epi } \varphi_1) \text{ and } (-\bar{x}^*, 0) \in N((\bar{x}, \varphi_2(\bar{x})); \text{epi } \varphi_2),
\end{equation}

that implies \(\bar{x}^* = 0\) by virtue of definition (2.8) and the qualification condition (4.1) for \(n = 2\). Hence, \((\bar{x}_k^*, \alpha_k) \xrightarrow{w^*} (0, 0)\) as \(k \to \infty\) due to (4.11). Now remembering that \((\bar{x}_k^*, \alpha_k) \in N((x_{2k}, \mu_{1k}); \text{epi } \varphi_1)\) and \(\varphi_1\) is normally compact around \(\bar{x}\), we can conclude that \((\bar{x}_k^*, \alpha_k) \to (0, 0)\) in the norm topology of \(X^* \times \mathbb{R}\) as \(k \to \infty\); cf. the proof of Theorem 3.6. But the latter contradicts (4.7). Therefore, \(\alpha \neq 0\) and inclusions (4.12) and (4.14) are reduced to, respectively,

\begin{align}
(4.15) \quad & (\bar{x}^*/|\alpha|, -1) \in N((\bar{x}, \varphi_1(\bar{x})); \text{epi } \varphi_1), \\
& (x^* - \bar{x}^*/|\alpha|, -1) \in N((\bar{x}, \varphi_2(\bar{x})); \text{epi } \varphi_2).
\end{align}

Denoting \(x_1^* := \bar{x}^*/|\alpha|\), \(x_2^* := x^* - x_1^*\) and using (2.7), we get from (4.15) the inclusion \(x^* \in \partial \varphi_1(\bar{x}) + \partial \varphi_2(\bar{x})\), which proves (4.2) for the case of two functions.

To prove inclusion (4.3) for singular subdifferentials when \(n = 2\), we use the arguments above and Theorem 2.9(iii). When \(n > 2\), we prove inclusions (4.2) and (4.3) by induction, where the qualification assumption (4.1) at the current step is justified by using (4.3) at the previous step.

It remains to prove the equality and regularity statement of the theorem. Let us observe that one always has

\begin{equation}
\hat{\partial}(\varphi_1 + \cdots + \varphi_n)(\bar{x}) \supset \hat{\partial} \varphi_1(\bar{x}) + \cdots + \hat{\partial} \varphi_n(\bar{x})
\end{equation}

for Fréchet subdifferentials of any functions \(\varphi_i\). This easily follows from representation (2.11) as \(\varepsilon = 0\). If all \(\varphi_i\) are subdifferentially regular at \(\bar{x}\), then (4.2) and
(4.16) ensure that the sum \( \varphi_1 + \cdots + \varphi_n \) is also subdifferentially regular at this point and equality holds in (4.2). This ends the proof of the theorem.

4.2. **Remark.** If all but one of the functions \( \varphi_i \) are continuous around \( \bar{x} \), then the conclusions of Theorem 4.1 hold true even when the remaining function (say \( \varphi_n \)) is not l.s.c. around \( \bar{x} \). This follows from the definitions and the proof given above, where \( \varphi_n \) can be replaced by its lower semicontinuous envelope; cf. the proof of Theorem 4.1 in [44].

4.3. **Corollary.** Let \( X \) be an Asplund space and let all but one of the functions \( \varphi_i \) be Lipschitz continuous around \( \bar{x} \). Then:

(i) One has inclusion (4.2) where equality holds if all but one of the \( \varphi_i \) are strictly differentiable at \( \bar{x} \).

(ii) One always has equality in (4.3).

**Proof.** Due to Proposition 2.5 we have \( \partial^\infty \varphi_i(\bar{x}) = \{0\} \) if \( \varphi_i \) is Lipschitz continuous around \( \bar{x} \). This implies the qualification condition (4.1) and thus inclusion (4.2), taking into account Remark 4.2. To prove equality in (4.2) we consider for simplicity the case of two functions where \( \varphi_2 \) is strictly differentiable at \( \bar{x} \). Then employing inclusion (4.2) for the sum \( \varphi_1 = (\varphi_1 + \varphi_2) + (-\varphi_2) \) with \( \partial(-\varphi_2)(\bar{x}) = \{-\varphi'_2(\bar{x})\} \), we obtain the inclusion opposite to (4.2). To prove equality in (4.3) in the Lipschitz case we use the same procedure, taking into account Proposition 2.5.

4.4. **Remarks.** (a) The equalities in Corollary 4.3 can be proved in any Banach space without using Theorem 4.1. This is directly based on the definitions and representation (2.12) with \( \varepsilon > 0 \). We refer the reader to [52] for details and further considerations.

(b) It is well known that the condition \( \partial^\infty \varphi(\bar{x}) = \{0\} \), which is crucial in Corollary 4.3, is not only sufficient but also necessary for the local Lipschitz continuity of l.s.c. functions defined on finite dimensional spaces; cf. [11, 44, 59, 63]. This result is no longer true in infinite dimensions unless additional conditions are imposed. A proper setting for the fulfillment of such a criterion of Lipschitz continuity is the normal compactness condition considered in Theorem 4.1, that covers the finite dimensional case. It can be derived from Theorem 8.8 stated below; cf. Loewen [40] for the case of spaces with Fréchet differentiable norms. An alternative proof of this criterion in Asplund spaces can be found in [53].

One can formulate other consequences of Theorem 4.1 that ensure the fulfillment of the normal compactness condition for all but one of the functions \( \varphi_i \) (in particular, under directionally Lipschitz, Lipschitz-like, or compactly Lipschitz properties; see the discussions above). Let us present an important corollary for the normal cones to intersections of sets that is beyond the scope of locally Lipschitzian functions in Corollary 4.3.

4.5. **Corollary.** Let \( X \) be an Asplund space and let \( \Omega_1, \ldots, \Omega_n \) be closed sets in \( X \) such that all but one of them are normally compact around \( \bar{x} \in \Omega_1 \cap \cdots \cap \Omega_n \).

Suppose that

\[
(4.17) \quad [x^*_i \in N(\bar{x}; \Omega_i), \ i = 1, \ldots, n] \ x^*_1 + \cdots + x^*_n = 0 \implies x^*_1 = \cdots = x^*_n = 0.
\]

Then one has the inclusion

\[
(4.18) \quad N(\bar{x}; \Omega_1 \cap \cdots \cap \Omega_n) \subset N(\bar{x}; \Omega_1) + \cdots + N(\bar{x}; \Omega_n)
\]

where equality holds when all \( \Omega_i \) are regular at \( \bar{x} \).
Proof. Taking $\phi_i := \delta(\cdot, \Omega_i)$ in Theorem 4.1 and using representations (2.14), we reduce the qualification condition (4.1) to (4.17) and both inclusions (4.2) and (4.3) to (4.18). To finish the proof we observe that the subdifferential regularity of $\delta(\cdot, \Omega)$ is equivalent to the regularity of $\Omega$ at the same point.

4.6. Remark. In finite dimensions the results of Theorem 4.1 and Corollary 4.5 for extended-real-valued l.s.c. functions and closed sets were first obtained in Mordukhovich [43, 44]; we also refer the reader to [11, 22, 39, 45, 63] for various proofs, special cases, and discussions. In [31], Kruger proved the infinite dimensional counterparts of those results for directionally Lipschitzian functions and epi-Lipschitzian sets in spaces with Fréchet differentiable renorms under more restrictive qualification conditions. The results presented above unify and extend both finite and infinite dimensional predecessors to the Asplund space setting under the most general qualification and compactness conditions. Note that Ioffe [24] established analogues of the results in Theorem 4.1 for his $G$-subdifferentials of directionally Lipschitz functions in Banach spaces which are not reduced to the results proved above even for the case of locally Lipschitz functions defined on spaces with Fréchet differentiable renorms; see Section 9. Recently Jourani and Thibault [30] obtained generalizations of the latter results for $G$-subdifferentials to the case of compactly epi-Lipschitz functions.

5. Scalarization formula

In Section 2 we defined the coderivative (2.4) of a multifunction $\Phi : X \rightrightarrows Y$ using the normal cone to its graph. This concept turns out to be important for many applications, some of which are considered in this paper; see the next section. Actually our basic subdifferential construction (2.7) is defined geometrically as a special case of the coderivative, although it admits equivalent analytical representations. In some situations (in particular, for chain rules; see below) it is more convenient to find reverse representations of the coderivatives for multi-valued or single-valued mappings in terms of the subdifferentials for related scalarizations. Such a representation was obtained for single-valued locally Lipschitzian mappings $\Phi : X \to Y$ between finite dimensional spaces in the form

\begin{equation}
D^{\star} \Phi(\bar{x})(y^*) = \partial \langle y^*, \Phi(\bar{x}) \rangle \text{ for all } y^* \in Y^*
\end{equation}

where $(y^*, \Phi)(x) := \langle y^*, \Phi(x) \rangle$ is the Lagrange scalarization of $\Phi$; cf. the proofs in Ioffe [22, Proposition 8] and Mordukhovich [44, Theorem 3.3] with further discussions and references. The question arises about possible extensions of the scalarization formula (5.1) to infinite dimensional spaces. Now we provide such an extension for the following subclass of locally Lipschitzian mappings.

5.1. Definition. Let $\Phi : X \to Y$ be a single-valued mapping between Banach spaces $X$ and $Y$ that is Lipschitz continuous around $\bar{x}$. We say that $\Phi$ is strictly Lipschitzian at $\bar{x}$ if there exists a neighborhood $V$ of the origin in $X$ such that the sequence

$$
\frac{\Phi(x_k + t_kv) - \Phi(x_k)}{t_k}, \quad k = 1, 2, \ldots,
$$

has a convergent subsequence in the norm topology of $Y$ for each $v \in V$, $x_k \to \bar{x}$, and $t_k \downarrow 0$ as $k \to \infty$. 
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Obviously, any mapping \( \Phi : X \to Y \) that is Lipschitz continuous around \( \bar{x} \) is strictly Lipschitzian at this point if the space \( Y \) is finite dimensional. Moreover, one can check directly from the definitions that any locally Lipschitzian mapping acting between Banach spaces is strictly Lipschitzian at \( \bar{x} \) if it has a norm-compact-valued “strict prederivative” in the sense of Ioffe [20]. Thus the class of strictly Lipschitzian mappings covers all strictly differentiable mappings and all compositions \( H \circ F \) of a Lipschitz continuous mapping \( F \) with a strictly differentiable mapping \( H \) whose derivative is a compact operator. The latter subclass includes Fredholm integral operators with Lipschitz continuous kernels, which are particularly important for applications in optimal control; see [19].

Also one can easily verify that \( \Phi \) is strictly Lipschitzian at \( \bar{x} \) in the general Banach space setting if it is “strongly compactly Lipschitzian” at this point in the sense intensively studied by Jourani and Thibault; see, e.g., [30]. After receiving this paper, Thibault proved (personal communication) the equivalence of our Definition 5.1 to a variant [29] of his original concept of “compactly Lipschitzian” mappings; cf. [64].

5.2. Theorem. Let \( X \) and \( Y \) be Banach spaces and let \( \Phi : X \to Y \) be a single-valued mapping continuous around \( \bar{x} \). Then one always has

\[
\partial (y^*, \Phi)(\bar{x}) \subset D^*\Phi(\bar{x})(y^*) \quad \forall y^* \in Y^*.
\]

If, in addition, \( X \) is an Asplund space and \( \Phi \) is strictly Lipschitzian at \( \bar{x} \), then one has the scalarization formula (5.1), where \( D^*\Phi(\bar{x})(y^*) \neq \emptyset \) for any \( y^* \in Y^* \).

Proof. First let us prove inclusion (5.2) under the general assumptions. Taking any \( x^* \in \partial (y^*, \Phi)(\bar{x}) \) and using representation (2.12), we find sequences \( \{x_k\} \), \( \{x^*_k\} \), and \( \{\varepsilon_k\} \) such that \( x_k \to \bar{x}, x^*_k \rightharpoonup x^*, \) and \( \varepsilon_k \downarrow 0 \) as \( k \to \infty \) with \( x^*_k \in \partial\epsilon_k(y^*, \Phi)(x_k) \) for \( k = 1, 2, \ldots \). Due to (2.11) there is a sequence \( \delta_k \downarrow 0 \) as \( k \to \infty \) with

\[
\langle y^*, \Phi(x) - y^*, \Phi(x_k) - x^*_k, x - x_k \rangle \geq -2\varepsilon_k \|x - x_k\| \quad \forall x \in B_{\delta_k}(x_k), k = 1, 2, \ldots.
\]

The latter easily implies

\[
\limsup_{x \to x_k} \frac{\langle x^*_k, x - x_k \rangle - \langle y^*, \Phi(x) - \Phi(x_k) \rangle}{\|x - x_k, \Phi(x) - \Phi(x_k)\|} \leq 2\varepsilon_k,
\]

that means \( (x^*_k, y^*) \in \tilde{N}_{2\varepsilon_k}((x_k, \Phi(x_k)); \text{gph } \Phi) \) for each \( k = 1, 2, \ldots \). Now using (2.2) and (2.4), we conclude that \( x^* \in D^*\Phi(\bar{x})(y^*) \). This proves inclusion (5.2) in the general case under consideration.

Now let us prove that the opposite inclusion holds if \( X \) is an Asplund space and \( \Phi \) is strictly Lipschitzian at \( \bar{x} \). Picking any \( x^* \in D^*\Phi(\bar{x})(y^*) \) and using definitions (2.4) and (2.2), we find sequences \( x_k \rightharpoonup x^* \), \( y_k \rightharpoonup y^* \), \( x_k \to \bar{x} \), and \( \varepsilon_k \downarrow 0 \) as \( k \to \infty \) with \( (x^*_k, y^*_k) \in \tilde{N}_{\varepsilon_k}((x_k, \Phi(x_k)); \text{gph } \Phi) \) for \( k = 1, 2, \ldots \). By virtue of (2.1) there exists a sequence \( \delta_k \downarrow 0 \) as \( k \to \infty \) such that

\[
\langle x^*_k, x - x_k \rangle - \langle y^*_k, \Phi(x) - \Phi(x_k) \rangle \leq 2\varepsilon_k(\|x - x_k\| + \|\Phi(x) - \Phi(x_k)\|)
\]

for any \( x \in B_{\delta_k}(x_k) \) with \( \|\Phi(x) - \Phi(x_k)\| \leq \delta_k, k = 1, 2, \ldots \). Taking into account that \( \Phi \) is locally Lipschitzian around \( \bar{x} \) and \( x_k \to \bar{x} \) as \( k \to \infty \), we consider a uniform Lipschitz modulus \( l \) for \( \Phi \) on the sets \( B_{\delta_k}(x_k) \) for all \( k = 1, 2, \ldots \). Then
The latter implies that for each fixed $k = 1, 2, \ldots$ one has the limiting expression
\[
\liminf_{x \to x_k} \frac{\langle y_{k}^{*}, \Phi(x) \rangle - \langle y_{k}^{*}, \Phi(x_k) \rangle - \langle x_k^{*}, x - x_k \rangle}{\|x - x_k\|} \geq \nu_k,
\]
where $\nu_k := 2(1 + t)\varepsilon_k \to 0$ as $k \to \infty$. Remembering (2.11), we obtain
\[
\tag{5.4}
x_k^{*} \in \hat{\partial}_{\nu_k} (y_{k}^{*}, \Phi)(x_k) = \hat{\partial}_{\nu_k}([y_{k}^{*} + \langle y_{k}^{*} - y^{*}, \Phi \rangle)(x_k)].
\]
Now we consider the sum of two functions in (5.4) and employ Proposition 2.7 with $\varepsilon = \delta = \gamma := \nu_k$ for each $k = 1, 2, \ldots$. In this way one finds sequences \{u_k\}, \{v_k\}, \{z_k^{*}\}, and \{v_k^{*}\} such that $\|u_k - x_k\| \leq \nu_k$, $\|v_k - x_k\| \leq \nu_k$, $\|z_k\| \leq \nu_k$, and $x_k^{*} = \tilde{x}_k^{*} + z_k^{*}$ with
\[
\tag{5.5}
\tilde{x}_k^{*} = u_k^{*} + v_k^{*}, \quad u_k^{*} \in \hat{\partial} (y_{k}^{*} - y^{*}, \Phi)(u_k), \text{ and } v_k^{*} \in \hat{\partial} (y_{k}^{*} - y^{*}, \Phi)(v_k) \quad \text{for } k = 1, 2, \ldots.
\]
Taking into account the boundedness of \{y_{k}^{*}\} in $Y^{*}$ and the Lipschitz continuity of $\Phi$ around $\bar{x}$, we conclude that the sequences \{u_k\} and \{v_k\} are also bounded in $Y^{*}$. Thus we can suppose that $u_k^{*} \rightharpoonup u^{*}$ and $v_k^{*} \rightharpoonup v^{*}$ as $k \to \infty$. Now passing to the limit in (5.5), one gets $u^{*} \in \hat{\partial} (y^{*}, \Phi)(\bar{x})$ and $x^{*} = u^{*} + v^{*}$.

We claim that $v^{*} = 0$. Indeed, it follows from (5.5) and (2.11) as $\varepsilon = 0$ that for any $\eta_k \downarrow 0$ there exists $\delta_k \downarrow 0$ as $k \to \infty$ such that
\[
\tag{5.6}
\langle v_k^{*}, x - v_k \rangle - \langle y_{k}^{*} - y^{*}, \Phi(x) - \Phi(v_k) \rangle \leq \gamma_k \|x - v_k\|
\]
for all $x \in B_{\delta_k}(v_k)$, $k = 1, 2, \ldots$. Let us consider a neighborhood $V$ of the origin in $X$ that appeared in Definition 5.1. Picking any $v \in V$, one can choose a sequence $t_k \downarrow 0$ as $k \to \infty$ such that $v_k + t_k v \in B_{\delta_k}(v_k)$ for all $k$. Then (5.6) implies
\[
\tag{5.7}
\langle v_k^{*}, v \rangle - \langle y_{k}^{*} - y^{*}, \Phi(v_k + t_k v) - \Phi(v_k) \rangle \leq \gamma_k \|v\|.
\]
Since $\Phi$ is strictly Lipschitzian at $\bar{x}$, we may assume that the sequence \{$(\Phi(v_k + t_k v) - \Phi(x_k))/t_k$\} converges in the norm topology of $Y$ as $k \to \infty$. Now taking the limit in (5.7) as $k \to \infty$, one has $\langle v^{*}, v \rangle \leq 0$ for any $v \in V$. This obviously implies $v^{*} = 0$. Therefore, we get $x^{*} \in \hat{\partial} (y^{*}, \Phi)(\bar{x})$ and the scalarization formula (5.1). The nonemptiness of $D^{*} \Phi(\bar{x})(y^{*})$ for any $y^{*} \in Y^{*}$ follows from (5.1) and Corollary 3.9. This ends the proof of the theorem.

\[\square\]

5.3. \textbf{Remark.} In [24, Theorem 7.8], Ioffe established an analogue of Theorem 5.2 for the so-called “G-nuclei”, that may be bigger than our sequential constructions even for locally Lipschitzian mappings $\Phi : X \to Y$ between spaces with Fréchet differentiable renorms; see Section 9. The corresponding $G$-analogue of the scalarization formula (5.1) was proved in [24] for the case of locally Lipschitzian mappings $\Phi$ that have strict preradicals at $\bar{x}$ with norm compact values and, therefore, belong to the class of strictly Lipschitzian mappings in Definition 5.1.
6. Subdifferentials of marginal functions and chain rules

In this section we study a broad class of marginal functions of the form
\[ m(x) := \inf \{ \varphi(x, y) | y \in \Phi(x) \}, \]
where \( \varphi : X \times Y \to \mathbb{R} \) is an extended-real-valued function and \( \Phi : X \rightrightarrows Y \) is a multifunction between Banach spaces. It is well known that marginal functions play a substantial role in nonsmooth analysis and optimization. In particular, they include value functions in various optimization problems, that characterize the dependence of the optimal value in the problem on parametric perturbations.

We observe that the marginal function (6.1) happens to be nonsmooth even in classical situations with a smooth function \( \varphi \) and a simple constant multifunction \( \Phi \). To study generalized differential properties of marginal functions is one of the principal topics in sensitivity analysis.

In what follows we obtain comprehensive results on evaluating the subdifferentials (2.7) and (2.8) for the class of marginal functions (6.1) in Asplund spaces. Note that if \( \varphi(x, y) = \varphi(y) \) and \( \Phi \) is single-valued, the marginal function (6.1) coincides with the composition
\[ (\varphi \circ \Phi)(x) := \varphi(\Phi(x)), \]
and subdifferential formulas for (6.1) are reduced to chain rules in nonsmooth subdifferential calculus that are crucial to the theory and applications of nonsmooth analysis. In this way we obtain refined chain rules for the subdifferentials under consideration using the scalarization formula in Section 5.

The main results of this section consist of three theorems that are generally independent and different in proofs, although they have essential intersections. To formulate the results let us consider the parametric minimum set
\[ M(x) := \{ y \in \Phi(x) | \varphi(x, y) = m(x) \} \]
associated with (6.1). We always assume that the multifunction \( M : X \rightrightarrows Y \) in (6.3) has the following lower semicompactness property around the reference point \( \bar{x} \): there exists a neighborhood \( U \) of \( \bar{x} \) such that for any \( x \in U \) and any sequence \( x_k \to x \) as \( k \to \infty \) there is a sequence \( y_k \in M(x_k), k = 1, 2, \ldots, \) which contains a subsequence convergent in the norm topology of \( Y \). Obviously, any multifunction lower semicontinuous around \( \bar{x} \) is lower semicompact around this point. If \( \dim Y < \infty \), the lower semicompactness property is inherent in any multifunction whose values are nonempty and uniformly bounded around \( \bar{x} \).

Our first theorem on the subdifferentiation of (6.1) is concerned with general nonsmooth functions \( \varphi \) and multifunctions \( \Phi \) in Asplund spaces and generalizes to infinite dimensions the results and arguments in Mordukhovich [43, 44, 45]. In its formulation we use the normal compactness conditions for sets and functions discussed in Sections 3 and 4. The proof is related to employing the sum rule in Theorem 4.1, which is based on the extremal principle.

6.1. Theorem. Let \( \Phi : X \rightrightarrows Y \) be a closed-graph multifunction between Asplund spaces \( X \) and \( Y \), let \( \varphi : X \times Y \to \mathbb{R} \) be l.s.c. on gph \( \Phi \), and let the multifunction \( M \) in (6.3) be lower semicompact around \( \bar{x} \in \text{dom} m \). Assume that for any \( \bar{y} \in M(\bar{x}) \) either \( \varphi \) or gph \( \Phi \) is normally compact around \( (\bar{x}, \bar{y}) \) and the qualification condition
\[ \bar{D}(x^*, y^*) \in \partial^\infty \varphi(\bar{x}, \bar{y}) \text{ with } (y^*, -x^*) \in \text{gph } D^* \Phi(\bar{x}, \bar{y}) \]
holds. Then one has the inclusions

\begin{equation}
\partial m(\bar{x}) \subset \bigcup \{x^* + D\Phi(\bar{x}, y^*) | (x^*, y^*) \in \partial \varphi(\bar{x}, \bar{y}), \bar{y} \in M(\bar{x})\},
\end{equation}

\begin{equation}
\partial^\infty m(\bar{x}) \subset \bigcup \{x^* + D\Phi(\bar{x}, y)(y^*) | (x^*, y^*) \in \partial^\infty \varphi(\bar{x}, \bar{y}), \bar{y} \in M(\bar{x})\}.
\end{equation}

Moreover, \( m \) is subdifferentially regular at \( \bar{x} \) and (6.5) becomes an equality if \( \Phi \) is single-valued around \( \bar{x} \), \( \varphi \) is subdifferentially regular at \( (\bar{x}, \Phi(\bar{x})) \) and either

(a) \( \dim Y < \infty \), \( \Phi \) is Lipschitz continuous around \( \bar{x} \) with \( \text{gph} \ \Phi \) regular at \( (\bar{x}, \Phi(\bar{x})) \),

(b) \( \Phi \) is strictly differentiable at \( \bar{x} \).

Proof. First observe that the marginal function (6.1) is l.s.c. around \( \bar{x} \) under the general assumptions made. Indeed, let \( U \) be a neighborhood of \( \bar{x} \) from the lower semicompactness condition for \( M \). Taking any \( x \in U \) and sequence \( x_k \to x \), we find a sequence \( y_k \in M(x_k) \) that contains a subsequence convergent to some point \( \bar{y} \in Y \). Since \( \Phi \) has closed graph, one gets \( (x, y) \in \text{gph} \ \Phi \). Now using the l.s.c. of \( \varphi \) on \( \text{gph} \ \Phi \), we obtain the relationships

\[
m(x) \leq \varphi(x, y) \leq \liminf_{k \to \infty} \varphi(x_k, y_k) = \liminf_{k \to \infty} m(x_k),
\]

that establish the l.s.c. of \( m(x) \) around \( \bar{x} \).

Let us consider the function \( f : X \times Y \to \mathbb{R} \) defined by

\[
f(x, y) := \varphi(x, y) + k((x, y), \text{gph} \ \Phi),
\]

and let us prove that

\begin{equation}
\partial m(\bar{x}) \subset \{x^* \in X^* | (x^*, 0) \in \partial f(\bar{x}, \bar{y}), \bar{y} \in M(\bar{x})\}.
\end{equation}

Since \( m(x) \) is l.s.c. around \( \bar{x} \), we use Theorem 2.9(iii) and for any \( x^* \in \partial m(\bar{x}) \) find sequences \( x_k \to \bar{x} \) and \( x_k^* \to x^* \) such that \( m(x_k) \to m(\bar{x}) \) as \( k \to \infty \) and \( x_k^* \in \partial m(x_k) \) for all \( k = 1, 2, \ldots \). By virtue of (2.11), for any \( \varepsilon > 0 \) there exists a sequence \( \eta_k \downarrow 0 \) as \( k \to \infty \) with

\[
\langle x_k^*, x - x_k \rangle \leq m(x) - m(x_k) + \varepsilon \|x - x_k\| \quad \forall x \in B_{\eta_k}(x_k), \ k = 1, 2, \ldots.
\]

Due to (6.7), this implies

\begin{equation}
(x_k^*, 0) \in \partial f(x_k, y_k) \quad \forall y_k \in M(x_k), \ k = 1, 2, \ldots.
\end{equation}

Now using the lower semicompactness of \( M \) at \( \bar{x} \), one can select a sequence \( y_k \in M(x_k) \) that contains a subsequence convergent to some point \( \bar{y} \in \Phi(\bar{x}) \). Since \( m(x_k) \to m(\bar{x}) \), one concludes that \( \bar{y} \in M(\bar{x}) \) and \( f(x_k, y_k) \to f(\bar{x}, \bar{y}) \) as \( k \to \infty \). Employing (6.9) and (2.16), we arrive at \( (x^*, 0) \in \partial f(\bar{x}, \bar{y}) \) and finish the proof of (6.8).

Next we use Theorem 4.1 to represent the subdifferential \( \partial f(\bar{x}, \bar{y}) \) in (6.8) for the sum of two functions (6.7). One can easily check that the qualification condition (4.1) is reduced to (6.4), and inclusions (4.2) and (6.8) imply (6.5).

To establish inclusion (6.6) for the singular subdifferentials we observe that

\begin{equation}
\partial^\infty m(\bar{x}) \subset \{x^* \in X^* | (x^*, 0) \in \partial^\infty f(\bar{x}, \bar{y}), \bar{y} \in M(\bar{x})\}.
\end{equation}

This can be proved similarly to (6.8) based on the last representation in (2.17). Then we derive (6.6) from (6.10) employing inclusion (4.3) in Theorem 4.1.
It remains to consider the equality cases in the theorem when $\Phi$ is single-valued around $\bar{x}$ and $m(x) = \varphi(x, \Phi(x))$. First we are going to show that

$$\partial m(\bar{x}) = \{x^* \in X^* | (x^*, 0) \in \partial f(\bar{x}, \Phi(\bar{x}))\}$$

if either $\Phi$ is strictly differentiable at $\bar{x}$ or $\Phi$ is Lipschitz continuous around $\bar{x}$ and $Y$ is finite dimensional.

Indeed, let $\Phi : X \to Y$ be Lipschitz continuous around $\bar{x}$ with modulus $l \geq 0$ and let $(x^*, 0) \in \partial f(\bar{x}, \Phi(\bar{x}))$. Using (2.16) and (6.7), one can find sequences $x_k \to \bar{x}$, $x_k^* \to x^*$, and $y_k \to 0$ such that $\varphi(x_k, \Phi(x_k)) \to \varphi(\bar{x}, \Phi(\bar{x}))$ as $k \to \infty$ and

$$\liminf_{x \to x_k} \frac{\varphi(x, \Phi(x)) - \varphi(x, \Phi(x_k))}{\|x - x_k\|} \geq -\varepsilon_k,$$

for each $k = 1, 2, \ldots$. If $\dim Y < \infty$, then $\|y_k\| \to 0$, and (6.12) implies

$$\liminf_{x \to x_k} \frac{\varphi(x, \Phi(x)) - \varphi(x_k, \Phi(x_k))}{\|x - x_k\|} \geq -\varepsilon_k,$$

where $\varepsilon_k := (l + 1)\|y_k\| \to 0$ as $k \to \infty$. Therefore, $x_k^* \in \partial_{x_k} m(x_k)$ for each $k$, and we get $x^* \in \partial m(\bar{x})$ by virtue of (2.12). This proves equality (6.11) for the case of $Y < \infty$.

Next we prove that if $\Phi$ is strictly differentiable at $\bar{x}$, equality (6.11) holds with no finite dimensionality assumption. It is well known that any mapping strictly differentiable at $\bar{x}$ is Lipschitz continuous around $\bar{x}$ with some modulus $l \geq 0$. By definition (2.6) of the strict derivative, for any sequence $\eta_\nu \downarrow 0$ there is a sequence $\nu_\nu \downarrow 0$ as $\nu \to \infty$ such that

$$\|\Phi(u) - \Phi(x) - \Phi'(\bar{x})(u - x)\| \leq \gamma_\nu \|u - x\| \quad \forall x, u \in B_{\eta_\nu}(\bar{x}), \nu = 1, 2, \ldots.$$ 

Using (6.12) and (6.13), we can select subsequences $k_\nu \to \infty$ and $x_{k_\nu} \to \bar{x}$ as $\nu \to \infty$ along which one has

$$\varphi(x, \Phi(x)) - \varphi(x_{k_\nu}, \Phi(x_{k_\nu})) - \langle x_{k_\nu}^* + (\Phi'(\bar{x}))^* y_{k_\nu}^*, x - x_{k_\nu} \rangle \leq -\gamma_\nu \|y_{k_\nu}\|(1 + l)\|x - x_{k_\nu}\| \quad \forall x \in B_{\eta_\nu/2}(x_{k_\nu}), \nu = 1, 2, \ldots.$$ 

The latter implies that

$$x_{k_\nu}^* + (\Phi'(\bar{x}))^* y_{k_\nu}^* \in \partial_{x_{k_\nu}} \varphi(x_{k_\nu}, \Phi(x_{k_\nu})), \quad \nu = 1, 2, \ldots,$$

where $\varepsilon_\nu := \gamma_\nu \|y_{k_\nu}\|(1 + l) \to 0$ as $\nu \to \infty$. Passing to the limit in (6.14) and observing that $x_{k_\nu}^* + (\Phi'(\bar{x}))^* y_{k_\nu}^* \to x^*$ as $\nu \to \infty$, we obtain $x^* \in \partial m(\bar{x})$ by virtue of (2.12). This proves equality (6.11) for the case of strictly differentiable mappings $\Phi$ between Asplund spaces.

To finish the proof of the theorem it remains to apply the subdifferential regularity statement in Theorem 4.1 to the sum of functions (6.7) in equality (6.11) under the assumptions made. Due to Proposition 2.3 the strict differentiability of $\Phi$ at $\bar{x}$ ensures the regularity of its graph at $(\bar{x}, \Phi(\bar{x}))$ for any Banach spaces. Note that the latter properties are equivalent for locally Lipschitzian mappings between finite dimensional spaces (cf. [48, 62]), i.e., case (b) is contained in (a) if both $X$ and $Y$ are finite dimensional. □
6.2. Remark. One can easily see that for \( \varphi(x, y) = \varphi(y) \) the qualification condition (6.4) is reduced to
\[
\partial^\infty \varphi(y) \cap \ker D^\star \Phi(x, \bar{y}) = \{0\} \quad \forall \bar{y} \in M(x),
\]
that is automatically fulfilled if, in particular, \( \varphi \) is Lipschitz continuous around \( \bar{y} \); cf. Proposition 2.5. Respectively, inclusions (6.5) and (6.6) can be written as
\[
(6.15) \quad \partial m(x) \subset \bigcup \{D^\star \Phi(x, \bar{y})(y^*) \mid y^* \in \partial \varphi(\bar{y}), \, \bar{y} \in M(x)\},
\]
\[
(6.16) \quad \partial^\infty m(x) \subset \bigcup \{D^\star \Phi(x, \bar{y})(y^*) \mid y^* \in \partial^\infty \varphi(\bar{y}), \, \bar{y} \in M(x)\}.
\]

If \( \Phi \) is single-valued and continuous around \( \bar{x} \), then (6.15) and (6.16) with \( \bar{y} = \Phi(\bar{x}) \) present chain rules for the generalized subdifferentiation of compositions (6.2) in terms of the coderivative of \( \Phi \) at \( \bar{x} \). Using the scalarization formula proved in Section 5, we obtain the following chain rules involving only subdifferentials.

6.3. Corollary. Let \( X \) and \( Y \) be Asplund spaces, let \( \Phi : X \to Y \) be strictly Lipschitzian at \( \bar{x} \), let \( \varphi : Y \to \mathbb{R} \) be normally compact around \( \bar{y} = \Phi(\bar{x}) \), and let the qualification condition
\[
\partial^\infty \varphi(\bar{y}) \cap \ker \partial(\cdot, \Phi)(\bar{x}) = \{0\}
\]
hold. Then one has the inclusions
\[
(6.17) \quad \partial(\varphi \circ \Phi)(\bar{x}) \subset \bigcup_{y^* \in \partial \varphi(\bar{y})} \partial(y^*, \Phi)(\bar{x}),
\]
\[
\partial^\infty(\varphi \circ \Phi)(\bar{x}) \subset \bigcup_{y^* \in \partial^\infty \varphi(\bar{y})} \partial(y^*, \Phi)(\bar{x}).
\]

Moreover, \( \varphi \circ \Phi \) is subdifferentially regular at \( \bar{x} \), and (6.17) becomes an equality if \( \varphi \) is subdifferentially regular at \( \bar{y} \) and either \( \Phi \) is strictly differentiable at \( \bar{x} \) or the graph of \( \Phi \) is regular at \((\bar{x}, \bar{y})\) with \( \dim Y < \infty \).

Proof. This follows directly from Theorems 5.2 and 6.1 by taking into account Remark 6.2. \( \square \)

6.4. Remark. The chain rules obtained generalize previous results known in this direction. Note that Kruger [31] proved inclusion (6.17) when \( X \) has a Fréchet differentiable renorm, \( \dim Y < \infty \), \( \Phi \) and \( \varphi \) are, respectively, locally and directionally Lipschitzian. Jourani and Thibault [29] provided a different proof of (6.17) when \( X \) is reflexive, \( Y \) admits a Fréchet differentiable renorm, \( \varphi \) is locally Lipschitzian, and \( \Phi \) is compactly Lipschitzian at \( \bar{x} \); cf. the remark before Theorem 5.2. Ioffe [22, 24] established chain rules for approximate subdifferentials in finite and infinite dimensions which coincide with (6.17) when, in particular, both \( X \) and \( Y \) are reflexive, \( \varphi \) and \( \Phi \) are locally Lipschitzian, and \( \Phi \) has a strict predervative at \( \bar{x} \); see also Section 9. Recently Jourani and Thibault [30] extended the latter results for \( G \)-subdifferentials in Banach spaces to the case of compactly epi-Lipschitz functions \( \varphi \) and strongly compactly Lipschitzian mappings \( \Phi \).

Next let us consider a special class of marginal functions (6.1) where \( \varphi \) is strictly differentiable at reference points. For this class we obtain refinements of the results in Theorem 6.1 and Corollary 6.3 that, in particular, ensure a subdifferential chain rule in the form of equality with no regularity and/or strictly Lipschitzness assumptions in infinite dimensions; see [44, 49] for finite dimensional counterparts.
6.5. **Theorem.** Let $X$ and $Y$ be Asplund spaces. Assume that $\Phi : X \to Y$ is single-valued and Lipschitz continuous around $\bar{x}$ and $\varphi : X \times Y \to \mathbb{R}$ is strictly differentiable at $(\bar{x}, \Phi(\bar{x}))$. Then for $m(x) = \varphi(x, \Phi(x))$ one has

$$
\partial m(\bar{x}) = \varphi'_y(\bar{x}, \bar{y}) + \partial \langle \varphi'_y(\bar{x}, \bar{y}), \Phi(\bar{x}) \rangle \quad \text{with} \quad \bar{y} = \Phi(\bar{x}).
$$

**Proof.** Let $x^* \in \partial m(\bar{x})$, i.e., there are sequences $x_k \to \bar{x}$ and $x'_k \to x^*$ as $k \to \infty$ such that $x'_k \in \partial m(x_k)$ for all $k$; see representation (2.16). Now we use the strict differentiability of $\varphi$ at $(\bar{x}, \bar{y})$ similarly to the proof of equality (6.11) in Theorem 6.1. To this end, for any sequence $\gamma_\nu \downarrow 0$ we find $\eta_\nu \downarrow 0$ and $k_\nu \to \infty$ as $\nu \to \infty$ with

$$
\langle \varphi'_y(\bar{x}, \bar{y}), \Phi(x_k) - \Phi(x_k) \rangle - \langle x'_k - \varphi'_x(x_k), x - x_k \rangle \\
\geq -\gamma_\nu (1 + l) \| x - x_k \| \quad \forall x \in B_{\eta_\nu/2}(x_k), \quad \nu = 1, 2, \ldots ,
$$

where $l \geq 0$ is a Lipschitz modulus of $\Phi$ around $\bar{x}$. It follows from (6.19) and (2.11) that

$$
x'_k - \varphi'_x(x_k) \in \tilde{\partial}_\nu \langle \varphi'_y(\bar{x}, \bar{y}), \Phi(x_k) \rangle \quad \text{with} \quad \nu := \gamma_\nu (1 + l).
$$

The latter implies the inclusion “$\subset$” in (6.18) by virtue of (2.12). To justify the opposite inclusion we employ the same arguments starting with a point $x^* \in \partial \langle \varphi'_y(\bar{x}, \bar{y}), \Phi(\bar{x}) \rangle$. This ends the proof of the theorem. \qed

6.6. **Remark.** If $\Phi$ is not strictly differentiable at $\bar{x}$, then equality (6.18) does not follow from the equality conclusions of Theorem 6.1 even for finite dimensional spaces $X$ and $Y$. On the other hand, the assumptions of Theorem 6.5 do not ensure the subdifferential regularity of the composite function. Note also that we get a subdifferential chain rule in (6.18) although $\Phi$ is not assumed to be strictly Lipschitzian at $\bar{x}$ as in Corollary 6.3.

Let us present another set of conditions that provide equality in the subdifferential formula (6.5) with no regularity. The next theorem also contains a new equality chain rule for the singular subdifferentials (2.8).

6.7. **Theorem.** (i) Let $X$ and $Y$ be Asplund spaces, let $\Phi : X \to Y$ be strictly differentiable at $\bar{x}$ with $\Phi'(\bar{x})$ invertible (i.e., surjective and one-to-one), and let $\varphi : X \times Y \to \mathbb{R}$ be represented as

$$
\varphi(x, y) = \varphi_1(x) + \varphi_2(y),
$$

where $\varphi_1$ is strictly differentiable at $\bar{x}$ and $\varphi_2$ is l.s.c. around $\bar{y} = \Phi(\bar{x})$. Then

$$
\partial m(\bar{x}) = \varphi'_1(\bar{x}) + (\Phi'(\bar{x}))^* \partial \varphi_2(\bar{y}).
$$

(ii) If in assumptions (i) $\varphi_1$ is Lipschitz continuous around $\bar{x}$, then

$$
\partial^\infty m(\bar{x}) = (\Phi'(\bar{x}))^* \partial^\infty \varphi_2(\bar{y}).
$$

**Proof.** Observe that

$$
m(x) = \varphi(x, \Phi(x)) = \varphi_1(x) + \varphi_2(\Phi(x)).
$$

If $\varphi_1$ is strictly differentiable at $\bar{x}$, one has

$$
\partial m(\bar{x}) = \varphi'_1(\bar{x}) + \partial (\varphi_2 \circ \Phi)(\bar{x})
$$

according to Corollary 4.3(i). Let us prove that

$$
\partial (\varphi_2 \circ \Phi)(\bar{x}) = (\Phi'(\bar{x}))^* \partial \varphi_2(\bar{y}) \quad \text{with} \quad \bar{y} = \Phi(\bar{x})
$$

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
if $\Phi$ is strictly differentiable at $\bar{x}$ and $\Phi'(\bar{x})$ is invertible. First we justify the inclusion “$\supset$” in (6.22). Remember that due to Leach [36] the inverse mapping $\Phi^{-1}$ is locally single-valued and strictly differentiable at $\Phi(\bar{x})$ with the strict derivative $(\Phi(\bar{x}))^{-1}$ at this point.

Let $y^* \in \partial\varphi_2(y)$. Employing (2.16), one has sequences $y_k \to \bar{y}$ and $y_k^* \to y^*$ as $k \to \infty$ with $y_k^* \in \partial\varphi_2(y_k)$ for all $k$. Now using the fact that $\Phi$ is a local homeomorphism around $\bar{x}$ and the procedure similar to the proofs of equalities (6.11) and (6.18) in Theorems 6.1 and 6.5, for any sequence $\gamma_\nu \downarrow 0$ we find $\eta_\nu \downarrow 0$, $x_\nu \to \bar{x}$ and a subsequence $k_\nu \to \infty$ as $\nu \to \infty$ such that

$$
\varphi_2(\Phi(x)) - \varphi_2(\Phi(x_\nu)) - (\Phi'(\bar{x}))^*y^*_{k_\nu}, x-x_\nu \geq -\varepsilon_\nu ||x-x_\nu||
$$

$$
\forall x \in B_{\eta_\nu}(x_\nu), \nu = 1, 2, \ldots ,
$$

where $\varepsilon_\nu := \gamma_\nu.||y^*_{k_\nu}||$. By virtue of (2.11) and (2.12) the latter implies the inclusion “$\supset$” in (6.22).

To justify the opposite inclusion we represent $\varphi_2$ in the form

$$
\varphi_2(y) = (\psi \circ \Phi^{-1})(y) \text{ with } \psi(x) := (\varphi_2 \circ \Phi)(x).
$$

Applying the inclusion “$\supset$” in (6.22) to the composition $\psi \circ \Phi$ and taking into account that $(\Phi^{-1})'(\bar{y}) = (\Phi'(\bar{x}))^{-1}$, we obtain the inclusion “$\subset$” in (6.22). This proves formula (6.20).

To establish (ii) we observe that $\partial^\infty m(\bar{x}) = \partial^\infty (\varphi_2 \circ \Phi)(\bar{x})$ if $\varphi_2$ is Lipschitz continuous around $\bar{x}$; see Corollary 4.3(ii). The proof of

$$
\partial^\infty (\varphi_2 \circ \Phi)(\bar{x}) = (\Phi'(\bar{x}))^*\partial^\infty \varphi_2(\Phi(x))
$$

is similar to (6.22) by using the last representation in (2.17). We complete the proof of the theorem.

6.8. Remarks. (a) For $\varphi(x,y) = \varphi(y)$, the results presented in Theorems 6.5 and 6.7 provide new chain rules with equality for the generalized differentiation of compositions (6.2) in infinite dimensions. They have many useful consequences and applications, some of which are considered in the next section.

(b) Theorems 6.5 and 6.7 and some related results for the sequential subdifferentials under consideration can be obtained in general Banach spaces. The basic framework for this development is the limiting representation (2.12), where $\varepsilon > 0$ cannot be dismissed like in the case of Asplund spaces. We refer to [52] for more details.

Now let us apply the chain rules obtained to evaluate the normal cone (2.2) to sets given in the form

$$
\Phi^{-1}(\Lambda) := \{x \in X \mid \Phi(x) \in \Lambda\},
$$

where the mapping $\Phi : X \to Y$ is continuous around $\bar{x}$ and the set $\Lambda \subset Y$ is closed.

6.9. Corollary. Let $X$ and $Y$ be Asplund spaces, let $\Lambda$ be normally compact around $\Phi(\bar{x})$, and let the qualification condition

$$
N(\Phi(\bar{x}); \Lambda) \cap \ker D^*\Phi(\bar{x}) = \{0\}
$$

hold. Then one has the inclusion

$$
N(\bar{x}; \Phi^{-1}(\Lambda)) \subset \bigcup\{D^*\Phi(\bar{x})(y^*) \mid y^* \in N(\Phi(\bar{x}); \Lambda)\},
$$

(6.23)
where $D^*\Phi(\bar{x})(y^*)$ can be replaced by $\partial(y^*,\Phi)(\bar{x})$ if $\Phi$ is strictly Lipschitzian at $\bar{x}$. In addition, the set $\Phi^{-1}(\Lambda)$ is regular at $\bar{x}$, and equality holds in (6.23) if $\Lambda$ is regular at $\Phi(\bar{x})$ and either assumptions (a) or (b) of Theorem 6.1 are fulfilled. Moreover, one has the equality

$$N(\bar{x};\Phi^{-1}(\Lambda)) = (\Phi'(\bar{x}))^* N(\Phi(\bar{x}); \Lambda)$$

(6.24)

if $\Phi$ is strictly differentiable at $\bar{x}$ and $\Phi'(\bar{x})$ is invertible.

Proof. The first part of these results related to (6.23) follows from Theorem 6.1 and Corollary 6.3 with $\varphi(x,y) = \delta(y,\Lambda)$. Equality (6.24) is implied by Theorem 6.7(i).

6.10. Remark. Using calculus results, we can obtain various applications and developments of the subdifferentiation formulas for marginal functions in the case of special representations of the multifunction $\Phi$ in (6.1). One of the most important classes of multifunctions arising in nonlinear analysis and optimization is represented in the form of the so-called parametric constraint systems

$$\Phi(x) = \{y \in Y | g(x,y) \in \Lambda, (x,y) \in \Omega\},$$

(6.25)

where $g : X \times Y \to Z$ is a continuous mapping between Banach spaces. Among others, this class includes multi-valued solution maps to parametric generalized equations and variational inequalities; see, e.g., [47, 48, 61] and references therein. Employing the results in Corollaries 4.5 and 6.9, one can compute the coderivative of $\Phi$ in (6.25) and get effective representations of the marginal function subdifferentials in terms of the normal and differential constructions for $g$ and $\Lambda$; cf. [47, 48] for the case of finite dimensions. Developing this approach and using the corresponding criteria in [50, 53], we are able to obtain various results on metric regularity and Lipschitzian stability of parametric constraint and variational systems in infinite dimensions; see [53].

7. More calculus

In this section we consider extended-real-valued functions defined on Asplund spaces and prove calculus results related to the generalized differentiation of products, quotients, maxima, minima as well as partial derivatives and mean values. The results obtained are based on the chain rules in Section 6.

Let us start with product rules. For simplicity, we consider the case of locally Lipschitzian functions when the product rules obtained involve only subdifferentials, without using coderivatives as in the general case.

7.1. Theorem. Let $X$ be an Asplund space and let $\varphi_i : X \to \mathbf{R}$, $i = 1, 2$, be Lipschitz continuous around $\bar{x}$. Then one has product rules of the equality form

$$\partial(\varphi_1 \cdot \varphi_2)(\bar{x}) = \partial(\varphi_2(\bar{x})\varphi_1 + \varphi_1(\bar{x})\varphi_2)(\bar{x})$$

(7.1)

and of the inclusion form

$$\partial(\varphi_1 \cdot \varphi_2)(\bar{x}) \subset \partial(\varphi_2(\bar{x})\varphi_1 + \varphi_1(\bar{x})\varphi_2)(\bar{x})$$

(7.2)

which becomes an equality if one of the functions $\varphi_i$, $i = 1, 2$, is strictly differentiable at $\bar{x}$. Moreover, equality holds in (7.2), and $\varphi_1 \cdot \varphi_2$ is subdifferentially regular at $\bar{x}$ when both functions $\varphi_2(\bar{x})\varphi_1$ and $\varphi_1(\bar{x})\varphi_2$ are subdifferentially regular at this point.
\begin{proof}
To establish (7.1) we employ equality (6.18) in Theorem 6.5 with \( \Phi : X \to \mathbb{R}^2 \) and \( \varphi : \mathbb{R}^2 \to \mathbb{R} \) defined by \( \Phi(x) := (\varphi_1, \varphi_2) \) and \( \varphi(y_1, y_2) := y_1 \cdot y_2 \). Inclusion (7.2) and the other statements of the theorem follow from (7.1) due to Theorem 4.1 and Corollary 4.3(i).
\end{proof}

\section*{7.2. Remark}
The results obtained generalize the classical product rule to the case of nonsmooth functions. Note that the right-hand side of (7.2) is equal to

\[ \varphi_2(\bar{x}) \partial \varphi_1(\bar{x}) + \varphi_1(\bar{x}) \partial \varphi_2(\bar{x}) \]

if \( \varphi_i(\bar{x}) \geq 0 \), \( i = 1, 2 \). This follows from the obvious equality \( \partial (\alpha \varphi)(\bar{x}) = \alpha \partial \varphi(\bar{x}) \), valid for any \( \varphi \) and \( \alpha \geq 0 \). Furthermore, one always has

\[ \partial (\alpha \varphi)(\bar{x}) = \alpha \partial^+ \varphi(\bar{x}) \quad \text{for} \quad \alpha < 0, \]

where \( \partial^+ \varphi(\bar{x}) := -\partial \varphi(\bar{x}) \) is the superdifferential of \( \varphi \) at \( \bar{x} \) that is considerably different from the subdifferential (2.7) for nonsmooth functions; see, e.g., [44].

The next theorem provides useful quotient rules for subdifferentials of locally Lipschitzian functions.

\section*{7.3. Theorem}
Let \( \varphi_2(\bar{x}) \neq 0 \) under the general assumptions of the previous theorem. Then one has quotient rules of the equality form

\[ \partial (\varphi_1/\varphi_2)(\bar{x}) = [\partial \varphi_2(\bar{x}) \varphi_1 - \varphi_1(\bar{x}) \varphi_2(\bar{x})] / [\varphi_2(\bar{x})]^2 \]

and of the inclusion form

\[ \partial (\varphi_1/\varphi_2)(\bar{x}) \subset [\partial \varphi_2(\bar{x}) \varphi_1(\bar{x}) - \partial \varphi_1(\bar{x}) \varphi_2(\bar{x})] / [\varphi_2(\bar{x})]^2, \]

where equality holds when one of the functions \( \varphi_i \), \( i = 1, 2 \), is strictly differentiable at \( \bar{x} \). Furthermore, \( \varphi_1/\varphi_2 \) is subdifferentially regular at \( \bar{x} \), and (7.4) becomes an equality if both functions \( \varphi_2(\bar{x}) \varphi_1 - \varphi_1(\bar{x}) \varphi_2 \) are subdifferentially regular at this point.

\begin{proof}
This is proved similarly to Theorem 7.1, using the representation \( (\varphi_1/\varphi_2)(x) = (\varphi \circ \Phi)(x) \), where \( \Phi : X \to \mathbb{R}^2 \) and \( \varphi : \mathbb{R}^2 \to \mathbb{R} \) are defined by

\[ \Phi(x) := (\varphi_1(x), \varphi_2(x)) \quad \text{and} \quad \varphi(y_1, y_2) := y_1/y_2. \]

\end{proof}

\section*{7.4. Corollary}
Let \( X \) be an Asplund space and let \( \varphi : X \to \mathbb{R} \) be Lipschitz continuous around \( \bar{x} \) with \( \varphi(\bar{x}) \neq 0 \). Then one has

\[ \partial (1/\varphi)(\bar{x}) = -\partial^+ \varphi(\bar{x})/\varphi^2(\bar{x}). \]

\begin{proof}
This follows from the quotient rule (7.3) with \( \varphi_1 = 1 \) and \( \varphi_2 = \varphi \).
\end{proof}

Now we consider the maximum function of the form

\[ (\vee \varphi_j)(x) := \max \{ \varphi_j(x) \mid j = 1, \ldots , n \}, \quad n \geq 2, \]

where \( \varphi_j : X \to \mathbb{R} \) for \( j = 1, \ldots , n \). Let us construct the sets

\[ J(\bar{x}) := \{ j \in \{ 1, \ldots , n \} \mid \varphi_j(\bar{x}) = (\vee \varphi_j)(\bar{x}) \}, \]

\[ \Lambda(\bar{x}) := \{ (\lambda_1, \ldots , \lambda_n) \in \mathbb{R}^n \mid \lambda_j \geq 0, \lambda_1 + \cdots + \lambda_n = 1, \lambda_j(\varphi_j(\bar{x}) - (\vee \varphi_j)(\bar{x})) = 0 \}. \]

The following theorem generalizes and extends in various directions the corresponding results in [22, 24, 31, 43, 44].
7.5. **Theorem.** (i) Let $X$ be Asplund and let $\varphi_j$ be l.s.c. around $\bar{x}$ for $j \in J(\bar{x})$ and upper semicontinuous at $\bar{x}$ for $j \notin J(\bar{x})$. Assume that the functions $\varphi_j$ are normally compact around $\bar{x}$ for all but one $j \in J(\bar{x})$ and the qualification condition (4.1) considered for $j \in J(\bar{x})$ is fulfilled. Then

$$\partial(\bigvee_{j \in J(\bar{x})} \varphi_j)(\bar{x}) \subset \bigcup_{j \in J(\bar{x})} \{ \partial_j \varphi_j(\bar{x}) \mid (\lambda_1, \ldots, \lambda_n) \in \Lambda(\bar{x}) \},$$

(7.6)

where $\Lambda(\bar{x}) := \{ (\lambda_1, \ldots, \lambda_n) \mid \lambda_j \geq 0 \text{ for all } j \in J(\bar{x}) \}$.

(ii) Let $X$ be Asplund and let $\varphi_j$, $j = 1, \ldots, n$, be Lipschitz continuous around $\bar{x}$. Then one has the inclusions

$$\partial(\bigvee_{j \in J(\bar{x})} \varphi_j)(\bar{x}) \subset \bigcup_{j \in J(\bar{x})} \{ \partial_j \varphi_j(\bar{x}) \mid (\lambda_1, \ldots, \lambda_n) \in \Lambda(\bar{x}) \} \subset \co \{ \partial \varphi_j(\bar{x}) \mid j \in J(\bar{x}) \},$$

(7.8)

where equality holds and the maximum function is subdifferentially regular at $\bar{x}$ if the functions $\varphi_j$ are subdifferentially regular at $\bar{x}$ for $j \in J(\bar{x})$.

**Proof.** First we prove inclusion (7.6), denoting the maximum function (7.5) by $g(x)$. Let $x^* \in \partial g(\bar{x})$, i.e., $(x^*, -1) \in N((\bar{x}, g(\bar{x})); \text{epi } g)$. We observe that epi $g = \bigcap_{j=1}^n (\text{epi } \varphi_j)$, and $(\bar{x}, g(\bar{x}))$ is an interior point of the set epi $\varphi_j$ for any $j \notin J(\bar{x})$ due to the upper semicontinuity assumption. Taking this into account and also that the space $X \times \mathbb{R}$ is Asplund, one can apply Corollary 4.5 to the above normal cone, considering there only $j \in J(\bar{x})$. It is clear that the qualification condition (4.17) in Corollary 4.5 is reduced to (4.1) with $j \in J(\bar{x})$ for the case considered. In this way, we represent $(x^*, -1)$ as a sum of $(x^j, -\lambda_j) \in N((\bar{x}, \varphi_j(\bar{x})); \text{epi } \varphi_j)$ with $j \in J(\bar{x})$ and $\lambda_1, \ldots, \lambda_n \in \Lambda(\bar{x})$. The latter implies (7.6) according to the definitions.

To prove (7.7) we use the same procedure based on Corollary 4.5. The equality and regularity statements in (i) follow from the corresponding conclusions in Corollary 4.5 and the fact that the regularity of epi $g$ at $(\bar{x}, g(\bar{x}))$ always implies the subdifferential regularity of (7.5) at $\bar{x}$.

Now let us prove (ii). To do this we observe that the maximum function (7.5) is represented as a composition $(\varphi \circ \Phi)(x)$ with Lipschitz continuous mappings $\Phi : X \to \mathbb{R}^n$ and $\varphi : \mathbb{R}^n \to \mathbb{R}$ defined by

$$\Phi(x) := (\varphi_1(x), \ldots, \varphi_n(x)) \quad \text{and} \quad \varphi(y_1, \ldots, y_n) := \max \{ y_j \mid j = 1, \ldots, n \}.$$

Note that the function $\varphi$ defined is convex and its subdifferential is well known in convex analysis; see, e.g., [10]. Now employing Corollary 6.3, we get the first inclusion in (7.8), that implies the second one by virtue of Corollary 4.3. Note that if $\varphi_j$, $j \in J(\bar{x})$, are Lipschitz continuous around $\bar{x}$, then the second inclusion in (7.8) coincides with (7.7). Moreover, in this case the regularity of epi $\varphi_j$ at $(\bar{x}, \varphi_j(\bar{x}))$ is equivalent to the subdifferential regularity of $\varphi_j$ at $\bar{x}$. Therefore, the regularity and equality statements in (ii) follows from the corresponding results in (i). This ends the proof of the theorem.
Now we consider the minimum function

\[(7.9)\quad (\bigwedge \varphi_j)(x) := \min\{\varphi_j(x) \mid j = 1, \ldots, n\}, \quad n \geq 2,\]

for \(\varphi_j : X \to \mathbb{R}\). Note that (7.9) and (7.5) are essentially different from the viewpoint of the unilateral subdifferentials (2.7) and (2.8). Denoting \(J(x) := \{ j \in \{ 1, \ldots, n \} \mid \varphi_j(x) = (\bigwedge \varphi_j)(x) \}\), one can obtain the following subdifferentiation formulas for (7.9) similarly to the finite dimensional case; cf. [22, 44].

7.6. **Theorem.** Let \(X\) be an Asplund space. Assume that the functions \(\varphi_j\) and (7.9) are l.s.c. around \(\bar{x}\) and \(\varphi_j\) are l.s.c. at this point for \(j \notin J(\bar{x})\). Then one has

\[(7.10)\quad \partial (\bigwedge \varphi_j)(\bar{x}) \subseteq \bigcup \{\partial \varphi_j(\bar{x}) \mid j \in J(\bar{x})\},\]

\[(7.11)\quad \partial^\infty (\bigwedge \varphi_j)(\bar{x}) \subseteq \bigcup \{\partial^\infty \varphi_j(\bar{x}) \mid j \in J(\bar{x})\}.
\]

**Proof.** To prove (7.10) let us pick a sequence \(\{x_k\} \subset X\) such that \(x_k \to \bar{x}\) and \(\varphi_j(x_k) \to (\bigwedge \varphi_j)(\bar{x})\) for \(j \in J(\bar{x})\) as \(k \to \infty\). Using the l.s.c. of \(\varphi_j\) at \(\bar{x}\) for \(j \notin J(\bar{x})\), we get \(J(x_k) \subset J(\bar{x})\). According to (2.11) with \(\epsilon = 0\) this yields

\[\partial (\bigwedge \varphi_j)(x_k) \subseteq \bigcup \{\partial \varphi_j(x_k) \mid j \in J(\bar{x})\} \quad \forall k = 1, 2, \ldots,\]

The latter implies (7.10) due to representation (2.16) in Theorem 2.9(iii). To prove (7.11) we use similar arguments based on representation (2.17). \(\square\)

Next we apply chain rules to obtain connections between “full” and “partial” subdifferentials for functions of many variables. Let \(\varphi : X \times Y \to \mathbb{R}\) be finite at \((\bar{x}, \bar{y})\) and let \(\partial_x \varphi(\bar{x}, \bar{y})\) and \(\partial^\infty_x \varphi(\bar{x}, \bar{y})\) be, respectively, its partial subdifferential and partial singular subdifferential in \(x\) at this point, i.e., the corresponding subdifferentials (2.7) and (2.8) of the function \(\varphi(\cdot, \bar{y})\) at \(\bar{x}\). The following theorem (cf. [39, 44, 60] in finite dimensions) establishes the relationships between the partial subdifferentials under consideration and projections of their full counterparts.

7.7. **Theorem.** Let \(X\) and \(Y\) be Asplund spaces, and let \(\varphi : X \times Y \to \mathbb{R}\) be l.s.c. and normally compact around \((\bar{x}, \bar{y})\). Under the qualification condition

\[\exists y^* \neq 0 \text{ with } (0, y^*) \in \partial^\infty \varphi(\bar{x}, \bar{y})\]

one has the inclusions

\[(7.12)\quad \partial_x \varphi(\bar{x}, \bar{y}) \subseteq \{x^* \in X^* \mid (x^*, y^*) \in \partial \varphi(\bar{x}, \bar{y}) \text{ for some } y^* \in Y^*\},\]

\[\partial^\infty_x \varphi(\bar{x}, \bar{y}) \subseteq \{x^* \in X^* \mid (x^*, y^*) \in \partial^\infty \varphi(\bar{x}, \bar{y}) \text{ for some } y^* \in Y^*\}.
\]

Moreover, \(\varphi(\cdot, \bar{y})\) is subdifferentially regular at \(\bar{x}\), and (7.12) becomes an equality if \(\varphi\) is subdifferentially regular at \((\bar{x}, \bar{y})\).

**Proof.** We can represent \(\varphi(x, y) = (\Phi \circ \Phi)(x)\), where \(\Phi : X \to X \times Y\) is a smooth mapping defined by \(\Phi(x) := (x, \bar{y})\). Then all the results of the theorem follow from Corollary 6.3. \(\square\)

In conclusion of this section we employ the chain rule (6.17) to obtain a nonsmooth generalization of the classical mean value theorem in terms of the sequential subdifferential constructions in Asplund spaces. For any function \(\varphi : X \to \mathbb{R}\) we define the symmetric subdifferential

\[(7.13)\quad \partial^s \varphi(\bar{x}) := \partial \varphi(\bar{x}) \cup \partial^+ \varphi(\bar{x}) = \partial \varphi(\bar{x}) \cup [-\partial (-\varphi)(\bar{x})]\]
at \( \bar{x} \), which is a nonconvex subset of \( X^* \) with the symmetry property \( \partial^0(\varphi)(\bar{x}) = -\partial^0(\varphi)(\bar{x}) \). The following nonsmooth analogue of the Fermat stationary principle is useful in the sequel.

7.8. Proposition. Let \( X \) be a Banach space, let \( \varphi : X \to \mathbb{R} \), and let \( \bar{x} \in \text{dom} \varphi \). Then \( 0 \in \partial \varphi(\bar{x}) \) if \( \varphi \) has a local minimum at \( \bar{x} \), and \( 0 \in \partial^\ast \varphi(\bar{x}) \) if \( \bar{x} \) has a local maximum at \( \bar{x} \). So \( 0 \in \partial^0 \varphi(\bar{x}) \) if \( \bar{x} \) is either a minimum or a maximum point of \( \varphi \).

Proof. If \( \bar{x} \) is a minimum point of \( \varphi \) then \( 0 \in \partial \varphi(\bar{x}) \subset \partial \varphi(\bar{x}) \). This follows directly from (2.11) and implies the other statements in the proposition according to the definitions.

To formulate the mean value theorem we denote \( \partial^{\infty, +} \varphi(\bar{x}) := -\partial^{\infty}(-\varphi)(\bar{x}) \), \( (b-a)^\perp := \{x^* \in X^* | \langle x^*, b-a \rangle = 0\} \), \([a, b] := \{a + t(b-a) | 0 \leq t \leq 1\} \), and similarly \((a, b), [a, b], (a, b)\) for any \( a, b \in X \).

7.9. Theorem. Let \( X \) be Asplund and let \( \varphi : X \to \mathbb{R} \) be continuous in \([a, b] \subset X \). Assume that both \( \varphi \) and \(-\varphi \) are normally compact around every point in \((a, b)\) and

\[
\partial^{\infty} \varphi(x) \cup \partial^{\infty, +}\varphi(x) \cap (b-a)^\perp = \{0\} \ \forall x \in (a, b).
\]

Then there is a point \( c \in (a, b) \) such that

\[
\varphi(b) - \varphi(a) \in \langle \partial^0 \varphi(c), b-a \rangle.
\]

Proof. Let us consider the real-valued function

\[
f(t) := \varphi(a + t(b-a)) + t(\varphi(a) - \varphi(b)), \quad 0 \leq t \leq 1,
\]

that is continuous in \([0, 1]\) with \( f(0) = f(1) = \varphi(a) \). Employing the classical Weierstrass theorem and excluding the trivial case \( f(t) \equiv \text{const} \), we find a point \( \theta \in (0, 1) \) where \( f \) attains either its minimum or maximum on \([0, 1]\). According to Proposition 7.8 one has \( 0 \in \partial^0 f(\theta) \). Due to (7.16) the latter implies

\[
\varphi(b) - \varphi(a) \in \partial^0 \varphi(a + \theta(b-a))
\]

where the right-hand side is the symmetric subdifferential (7.13) of the function \( t \to \varphi(a + t(b-a)) \) at \( t = \theta \).

Now let us represent \( \varphi(a + t(b-a)) \) in the composition form

\[
\varphi(a + t(b-a)) = (\varphi \circ \Phi)(t), \quad 0 \leq t \leq 1,
\]

with a smooth mapping \( \Phi : [0, 1] \to X \) defined by \( \Phi(t) := a + t(b-a) \). We employ Corollary 6.3 to compute the symmetric subdifferential (7.13) of the composition (7.18), furnishing this separately for the subdifferential (2.7) and its superdifferential counterpart. Note that assumption (7.14) implies the qualification condition in Corollary 6.3 for both functions \( \varphi \) and \(-\varphi \). Therefore, we derive (7.15) from (7.17) with \( c := a + \theta(b-a) \).

7.10. Corollary. Let \( X \) be an Asplund space and let \( \varphi : U \to \mathbb{R} \) be Lipschitz continuous in some open set \( U \subset X \) containing \([a, b] \). Then there exists \( c \in (a, b) \) where (7.15) holds.

Proof. This follows from Theorem 7.9 by virtue of Proposition 2.5, that ensures (7.14).
7.11. Remarks. (a) One cannot replace $\partial^0\varphi$ by $\partial\varphi$ in (7.15). A simple counterexample is provided by the function $\varphi(x) = -|x|$ defined on the real interval $[-1, 1]$ with $\partial\varphi(0) = \{-1, 1\}$.

(b) Theorem 7.9 extends the results in Mordukhovich [43, 44, 49] to infinite dimensions. Corollary 7.10 was obtained by Kruger [31] for Lipschitz continuous functions defined on spaces with Fréchet differentiable renorms; cf. also [40, 54].

(c) Some results in this section based on the chain rules in Theorems 6.5 and 6.7 hold true in any Banach spaces; cf. Remark 6.8(b) and the proofs furnished above. They include product and quotient rules in equality forms (7.1) and (7.3), minimum rules in Theorem 7.6, a version of the mean value theorem, etc. More details can be found in [52].

8. Approximate mean value theorem and some applications

This section is concerned with mean value results of a new type that are grouped around the so-called approximate mean value theorem. Results of this type were first obtained by Zagrodny [70] for subgradients of Clarke and related directional derivatives in Banach spaces. Here we present an advanced version of such results involving Fréchet subgradients of l.s.c. functions defined in Asplund spaces. We also consider some important applications of the results obtained, including relationships between our basic sequential constructions and Clarke’s concepts of generalized normals and subgradients. We begin by formulating the following useful property of Fréchet subgradients, proved by Fabian [18, Lemma 3].

8.1. Proposition. Let $X$ be an Asplund space and let $\varphi_i : X \to (-\infty, \infty]$, $i = 1, 2$, be two l.s.c. functions whose sum $\varphi_1 + \varphi_2$ attains an isolated minimum at some $\bar{x}$. Given $\gamma > 0$, we assume that the set \{ $x \in B_{\bar{x}}(\bar{x})$| $\varphi_2(x) \leq \alpha$ \} is norm compact for any $\alpha \in \mathbb{R}$. Then there are $x_1, x_2 \in B_{\bar{x}}(\bar{x})$ with $|\varphi_i(x_i) - \varphi_i(\bar{x})| \leq \gamma$, $i = 1, 2$, such that

$$0 \in \partial\varphi_1(x_1) + \partial\varphi_2(x_2).$$

Now let us prove the approximate mean value theorem as follows.

8.2. Theorem. Let $X$ be an Asplund space and let $\varphi : X \to (-\infty, \infty]$ be a l.s.c. function finite at two given points $a \neq b$. Then for any point $c \in [a, b]$ satisfying

$$\varphi(c) + \frac{\varphi(b) - \varphi(a)}{\|b - a\|} \|c - b\| \leq \varphi(x) + \frac{\varphi(b) - \varphi(a)}{\|b - a\|} \|x - b\| \quad \forall x \in [a, b]$$

there exist sequences $x_k \rightharpoonup c$ and $x_k^* \in \partial\varphi(x_k)$ such that

$$\liminf_{k \to \infty} \langle x_k^*, b - x_k \rangle \geq \frac{\varphi(b) - \varphi(a)}{\|b - a\|} \|b - c\|, \quad (8.2)$$

$$\liminf_{k \to \infty} \langle x_k^*, b - a \rangle \geq \varphi(b) - \varphi(a). \quad (8.3)$$

Moreover, when $c \neq a$ one has

$$\lim_{k \to \infty} \langle x_k^*, b - a \rangle = \varphi(b) - \varphi(a). \quad (8.4)$$

Proof. Let us denote by $f(x)$ the function on the right-hand side of (8.1). This function is l.s.c. and, therefore, attains its minimum over the compact set $[a, b]$ at some point $c \in [a, b]$. Due to $f(a) = f(b) = \varphi(a)$ one can always take $c \in [a, b]$, i.e.,
the set of points $c$ satisfying (8.1) is nonempty. Moreover, for any given $c$ in (8.1) and each $k = 1, 2, \ldots$ the function

\[
(8.5) \quad f_k(x) := \varphi(x) + \|x - b\| \left(\varphi(b) - \varphi(a)\right) + \frac{1}{k}\|x - c\| + \delta(x, [a, b])
\]

attains an isolated local minimum at $c$.

Let $\varphi_1 := \varphi$ and let $\varphi_2$ be the sum of the last three functions in (8.5). One can check that all the assumptions of Proposition 8.1 hold. Taking there $\tilde{x} = c$ and $\gamma = 1/k$, we find $x_k \to c$ and $y_k \to c$ as $k \to \infty$ such that $0 \in \partial\varphi(x_k) + \partial\varphi_2(y_k)$ for all $k = 1, 2, \ldots$. Observe that each term of $\varphi_2$ is convex and the first two terms are continuous. Employing the Moreau-Rockafellar subdifferential theorem in convex analysis for $\partial\varphi_2(y_k) = \partial\varphi_2(y_k)$ and taking into account the well-known subdifferential formulas for the convex functions in (8.5) at $y_k \neq b$, we find elements $x_k^*, u_k^*, v_k^*$, and $w_k^*$ in $X^*$ such that $x_k^* \in \partial\varphi(x_k)$, $u_k^* \in (1/k)B^*$,

\[
(8.6) \quad \langle u_k^*, b - y_k \rangle = -\frac{\varphi(b) - \varphi(a)}{\|b - a\|} \|y_k - b\|, \quad \|u_k^*\| = \frac{\|\varphi(b) - \varphi(a)\|}{\|b - a\|},
\]

(8.7) \quad $\langle v_k^*, x - y_k \rangle \leq 0 \quad \forall x \in [a, b],$

and

\[
(8.8) \quad x_k^* + u_k^* + v_k^* + w_k^* = 0 \quad \forall k = 1, 2, \ldots.
\]

It follows from (8.6), (8.8), and (8.7) as $x = b$ that

\[
(8.9) \quad \langle x_k^*, b - y_k \rangle \geq \frac{\varphi(b) - \varphi(a)}{\|b - a\|} \|y_k - b\| - \frac{1}{k}\|y_k - b\| \quad \forall k = 1, 2, \ldots.
\]

Let us observe that

\[
(8.10) \quad (x - b)\|y - b\| = (y - b)\|x - b\| \quad \forall x, y \in [a, b],
\]

So multiplying both side of (8.9) by $\|x_k - b\|/\|y_k - b\|$, using (8.10) for $x = x_k$, $y = y_k$, and taking the lim inf as $k \to \infty$, we obtain (8.2). Similarly, (8.9) and (8.10) with $x = a$, $y = y_k$ yield (8.3).

Now let $c \neq a$. Without loss of generality we assume that $y_k \neq a$ for $k = 1, 2, \ldots$. In this case one easily gets from (8.7) the equality $\langle v_k^*, b - a \rangle = 0$ for all $k$. Using this equality together with (8.6) and (8.8), we have

\[
(8.11) \quad \langle x_k^*, b - c \rangle = \frac{\varphi(b) - \varphi(a)}{\|b - a\|} \|y_k - b\| + \langle u_k^*, c - y_k \rangle - \langle u_k^*, b - c \rangle
\]

for all $k = 1, 2, \ldots$. Noting that $\langle u_k^*, c - y_k \rangle \to 0$ and $\langle u_k^*, b - c \rangle \to 0$ as $k \to \infty$, we obtain from (8.11) the equality

\[
\lim_{k \to \infty} \langle x_k^*, b - c \rangle = \frac{\varphi(b) - \varphi(a)}{\|b - a\|} \|c - b\|,
\]

that yields (8.4) by virtue of (8.10) for $x = a$ and $y = c$. This completes the proof of the theorem. □

8.3. Remark. Using another procedure, Zagrodny [70] first proved his approximate mean value theorem for the Clarke subdifferential in Banach spaces. In fact his proof automatically works for any subdifferentials satisfying certain requirements mentioned in [14]. Due to the sum rule in Theorem 4.1, those requirements hold for our basic subdifferential (2.7) in Asplund spaces, but not for its Fréchet counterpart.
Loewen [40] established a version of the approximate mean value theorem for the Fréchet subdifferential in a Banach space whose norm is Fréchet smooth outside the origin. To prove this result, he employed a “fuzzy sum rule” for Fréchet subgradients and some properties of the smooth norm. After completing this paper, we received Thibault's preprint [66] that contains a proof of a “presubdifferential” version of the approximate mean value theorem based on the main idea of Zagrodny [70] and also some ideas of Borwein and Preiss [6]. Using Proposition 2.7 or the sum rule (4.2) proved above, we can conclude that the Fréchet subdifferential in Asplund spaces is a presubdifferential in the sense of [66] and, therefore, conditions (8.2) and (8.3) in Theorem 8.2 follow from the corresponding results of [66]. Note that our proof of the approximate mean value theorem is different from those in [40, 66, 70].

It is worth mentioning that the mean value inequality (8.3) holds even in the case when ϕ(b) = ∞. Indeed, one has the following easy consequence of Theorem 8.2.

8.4. Corollary. Let X be an Asplund space and let ϕ : X → (−∞, ∞] be a l.s.c. function finite at some point a ∈ X. Then for any b ∈ X there exist c ∈ [a, b] and a pair of sequences x_k → c as k → ∞ and x_k* ∈ ∂ϕ(x_k), k = 1, 2, . . . , such that (8.3) holds.

Proof. It remains to prove (8.3) when ϕ(b) = ∞. To do this we consider, following [40, 70], a sequence of functions

\[ \phi_k(x) = \begin{cases} 
\varphi(x) & \text{if } x \neq b, \\
\varphi(a) + k & \text{if } x = b,
\end{cases} \]

and employ Theorem 8.2 for each k = 1, 2, . . .

8.5. Corollary. Under the assumptions of Corollary 8.4, for any b ∈ X and ε > 0 one has

\[ |\varphi(b) - \varphi(a)| \leq \|b - a\| \sup \{\|x^*\| \text{ s.t. } x^* \in \partial \varphi(c), c \in [a, b] + \varepsilon B\}. \]

Proof. This follows directly from Corollary 8.4.

8.6. Corollary. Let X be an Asplund space, let U ∈ X be an open set containing [a, b], and let ϕ : U → R be Lipschitz continuous. Then one has

\[ \langle x^*, b - a \rangle \geq \varphi(b) - \varphi(a) \text{ for some } x^* \in \partial \varphi(c), c \in [a, b]. \] (8.12)

Proof. According to Theorem 8.2 one can find a point c ∈ [a, b] and sequences x_k → c, x_k* ∈ ∂ϕ(x_k) satisfying (8.3). It follows directly from the Lipschitz continuity of ϕ and representation (2.11) as ε = 0 that the sequence \{x_k\} is bounded in X* and, due to Asplundity of X, is weak-star sequentially compact. Denoting by x* its limiting point, one has x* ∈ ∂ϕ(c) due to (2.9). This proves (8.12).

8.7. Remark. Using Corollary 8.6 and arguments similar to Borwein and Preiss [6, Theorem 3.2], one can establish the mean value inequality (8.12) with c ∈ (a, b). It was proved in [6] for spaces with smooth renorms.
Now let us consider some useful applications of the approximate mean value theorem in Asplund spaces. The first one characterizes the local Lipschitzian behavior of l.s.c. functions, generalizing Loewen’s results in [40, Theorem 4.1].

8.8. **Theorem.** Let $X$ be an Asplund space and let $\varphi : X \to (-\infty, \infty]$ be a l.s.c. function finite at $\bar{x}$. Then the following assertions involving a constant $l \geq 0$ are equivalent:

(a) There exists $\gamma > 0$ such that $\hat{\partial} \varphi(x) \subset lB^*$ for any $x \in B_\gamma(\bar{x})$ with $|\varphi(x) - \varphi(\bar{x})| \leq \gamma$.

(b) $\hat{\partial} \varphi(x) \subset lB^*$ in some neighborhood of $\bar{x}$.

(c) $\varphi$ is Lipschitz continuous around $\bar{x}$ with modulus $l$.

**Proof.** To prove (a)$\Rightarrow$(b) we use Corollary 8.4 and arguments similar to [40, Theorem 4.1]. Implication (b)$\Rightarrow$(c) follows from Corollary 8.5. The Lipschitz condition in (c) implies (a) by virtue of (2.11) as $\varepsilon = 0$.

8.9. **Corollary.** Let $X$ be an Asplund space, let $\varphi : X \to (-\infty, \infty]$ be a l.s.c. function, and let $U \subset X$ be an open set. Then $\varphi$ is locally constant in $U$ if and only if

\[
\text{(8.13)} \quad x^* \in \hat{\partial} \varphi(x) \implies x^* = 0 \quad \forall x \in U.
\]

Thus (8.13) is equivalent to $\varphi$ being constant on $U$ if $U$ is connected.

**Proof.** This follows from Theorem 8.8 as $l = 0$.

8.10. **Remarks.** (a) The result obtained implies a nonconvex generalization of the Bishop-Phelps density theorem in Corollary 3.4. Indeed, we take $\varphi(x) = \delta(x, \Omega)$ and use (2.13) as $\varepsilon = 0$.

(b) An analogue of Corollary 8.9 for the proximal subdifferential was first obtained by Clarke [12] in finite dimensions and then was generalized by Clarke, Stern, and Wolenski [13] to the case of Hilbert spaces. Moreover, the paper [13] contains a proximal analogue of Theorem 8.8 and its application to monotonicity properties of l.s.c. functions in Hilbert spaces. The latter result in terms of Fréchet subgradients was obtained by Loewen [40] on the basis of the approximate mean value theorem in spaces with Fréchet differentiable norms. Developing this line and applying Corollary 8.4, we can easily get the monotonicity result in the Asplund space setting.

To conclude this section we use the results obtained above to establish relationships between our sequential limiting constructions and Clarke’s concepts of generalized normals and subgradients. According to [10], Clarke’s normal cone and generalized gradient (subdifferential) for extended-real-valued functions in Banach spaces are defined by the following three-step procedure. If $\varphi : X \to \mathbb{R}$ is Lipschitz continuous around $\bar{x}$, then

\[
\partial_C \varphi(\bar{x}) := \{ x^* \in X^* \mid \langle x^*, v \rangle \leq \varphi(\bar{x}; v) \quad \forall v \in X \},
\]

where the generalized directional derivative is given by

\[
\varphi^\circ(\bar{x}; v) := \limsup_{x \to \bar{x}, t \to 0} \frac{\varphi(x + tv) - \varphi(x)}{t}.
\]
Further, Clarke’s normal cone can be defined by using the generalized gradient (8.14) of the Lipschitz continuous distance function
\[(8.16) \quad N_C(\bar{x};\Omega) := \text{cl}^* \left[ \bigcup_{\lambda > 0} \lambda \partial_C \text{dist}(\bar{x}, \Omega) \right] \quad \forall \bar{x} \in \text{cl} \Omega.\]

Finally, if \(\varphi : X \to \bar{\mathbb{R}}\) is finite at \(\bar{x}\), then
\[(8.17) \quad \partial_C \varphi(\bar{x}) := \{x^* \in X^* \mid (x^*, -1) \in N_C((\bar{x}, \varphi(\bar{x})); \text{epi} \varphi)\}.\]

It is proved in [31] that in any Banach space \(X\) one always has the inclusions
\[(8.18) \quad N(\bar{x};\Omega) \subset N_C(\bar{x};\Omega) \quad \text{and} \quad \partial \varphi(\bar{x}) \subset \partial_C \varphi(\bar{x})\]
for the normal cone (2.2) and the subdifferential (2.7). Let us obtain more precise relationships between the constructions under consideration in Asplund spaces.

8.11. **Theorem.** Let \(X\) be an Asplund space. Then the following relationships hold:

(i) For any closed set \(\Omega \subset X\) and \(\bar{x} \in \Omega\) one has
\[(8.19) \quad N_C(\bar{x};\Omega) = \text{cl}^* \text{co} N(\bar{x};\Omega).\]

(ii) For any function \(\varphi : X \to \bar{\mathbb{R}}\) l.s.c. around \(\bar{x} \in \text{dom} \varphi\) one has
\[(8.20) \quad \partial_C \varphi(\bar{x}) = \text{cl}^* \text{co} [\partial \varphi(\bar{x}) + \partial^\infty \varphi(\bar{x})].\]

If, in particular, \(\varphi\) is Lipschitz continuous around \(\bar{x}\), then
\[(8.21) \quad \partial_C \varphi(\bar{x}) = \text{cl}^* \text{co} \partial \varphi(\bar{x}).\]

**Proof.** First let us consider the case when \(\varphi\) is Lipschitz continuous in some neighborhood \(U\) of \(\bar{x}\). Using condition (8.3) in Theorem 8.2 and the construction of Clarke’s directional derivative (8.15), we can establish the representation
\[\varphi^*(\bar{x}; v) = \max \{\langle x^*, v \rangle \mid x^* \in \partial \varphi(\bar{x})\},\]
that holds for any \(v \in X\); cf. [6, proof of Theorem 3.3]. The latter implies (8.21) by virtue of (8.14). Applying (8.21) to the distance function \(\varphi(x) = \text{dist}(x, \Omega)\), one has
\[\bigcup_{\lambda > 0} \lambda \partial \text{dist}(x; \Omega) = \bigcup_{\lambda > 0} \lambda [\text{cl}^* \text{co} \partial \text{dist}(x, \Omega)] \subset \text{cl}^* \text{co} \left[ \bigcup_{\lambda > 0} \lambda \partial \text{dist}(x, \Omega) \right].\]

This yields \(N_C(\bar{x};\Omega) \subset \text{cl}^* \text{co} N(\bar{x};\Omega)\) by virtue of (8.16) and Proposition 2.6. The opposite inclusion in (8.19) follows directly from the first part of (8.18) and the fact that Clarke’s normal cone is convex and closed in the weak-star topology of \(X^*\).

It remains to prove (8.20) for any l.s.c. function \(\varphi\) finite at \(\bar{x}\). According to (2.7) and (2.8) one has \(N((\bar{x}, \varphi(\bar{x})); \text{epi} \varphi) = N_1 \cup N_2\), where
\[N_1 := \{\lambda (x^*, -1) \mid x^* \in \partial \varphi(\bar{x}), \lambda > 0\} \quad \text{and} \quad N_2 := \{(x^*, 0) \mid x^* \in \partial^\infty \varphi(\bar{x})\}.
\]

Thus (8.20) follows from (2.17) and (2.19) due to Loewen’s extension [37] of the Rockafellar finite dimensional result [59]. (Note that Proposition 4.2 in [37] is presented for normed linear spaces but its proof is actually valid for any locally convex spaces, i.e., it covers the case of \(X^*\)). This completes the proof of the theorem. \(\square\)
8.12. Remarks. (a) In finite dimensions, the basic relationship (8.19) is equivalent to the Clarke proximal normal formula; cf. [10, 39, 63]. In [67], Treiman obtained the first infinite dimensional version of (8.19) and the associated subdifferential formulas in spaces with Fréchet differentiable renorms using the original definition (2.2) with $\varepsilon \downarrow 0$. Borwein and Strojwas [8] showed that one can let $\varepsilon = 0$ in those formulas if $X$ is reflexive; cf. also an alternative proof in Loewen [37] for the case of Hilbert spaces. Borwein and Preiss [6] established formula (8.21) for locally Lipschitz functions in spaces with Fréchet differentiable renorms, while the other relationships (8.19) and (8.20) in the same setting were first mentioned by Ioffe [25]. Theorem 8.11 contains extensions of these results to the case of Asplund spaces.

(b) In [57], Preiss obtained a profound refinement of formula (8.21) for locally Lipschitz functions in Asplund spaces. In the refined formula, the sequential limiting points of Fréchet subgradients in (8.21) are replaced by those for the classical Fréchet derivative of $\varphi$, which is proved to exist on a dense set.

9. Connections with approximate subdifferentials

In this section we study relationships between our sequential normal and subdifferential constructions and the “approximate subdifferentials” of Ioffe [22, 23, 24], who developed another line of infinite dimensional generalizations of the nonconvex constructions in [41, 42]. Ioffe proposed several modifications of approximate subdifferentials; some of them are well defined in arbitrary locally convex spaces. Loosely speaking, all these subdifferentials are related to upper limits of more primitive subdifferentials based on the Dini directional derivatives. Here we consider the case of Asplund spaces, where these constructions can be defined as follows. (Note that any Asplund space is a “weakly trustworthy” space; cf. [23, 18]).

Let $\varphi : X \to \mathbb{R}$ be l.s.c. around $\bar{x} \in \text{dom } \varphi$. First the $A$-subdifferential of $\varphi$ at $\bar{x}$ is defined by taking the topological upper limit

$$
\partial_A \varphi(\bar{x}) := \operatorname{Limsup}_{x \to \bar{x}, \varepsilon \downarrow 0} \partial^- \varepsilon \varphi(x) \tag{9.1}
$$

(with respect to the norm topology in $X$ and the weak-star topology in $X^*$) of the Dini subdifferential constructions

$$
\partial^- \varepsilon \varphi(x) := \{x^* \in X^* | \langle x^*, v \rangle \leq d\varphi(x; v) + \varepsilon \|v\| \; \forall v \in X\},
$$

where

$$
d\varphi(x; v) := \liminf_{u \to v, t \downarrow 0} t^{-1}(\varphi(x + tu) - \varphi(x)).
$$

Then, using the $A$-subdifferential of the Lipschitz continuous distance function, the $G$-normal cone to $\Omega \subset X$ at $\bar{x} \in \text{cl } \Omega$ is defined by

$$
N_G(\bar{x}; \Omega) := \text{cl}^* \hat{N}_G(\bar{x}; \Omega),
$$

where the construction

$$
\hat{N}_G(\bar{x}; \Omega) := \bigcup_{\lambda > 0} \lambda \partial_A \text{dist}(\bar{x}, \Omega) \tag{9.3}
$$

is called the nucleus of $N_G(\bar{x}; \Omega)$. Finally, the $G$-subdifferential of $\varphi$ at $\bar{x}$ is defined geometrically as

$$
\partial_G \varphi(\bar{x}) := \{x^* \in X^* | (x^*, -1) \in N_G((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi)\}, \tag{9.4}
$$
while its $G$-nucleus $\partial G \varphi(\bar{x})$ corresponds to (9.4) with $N_G$ replaced by $\hat{N}_G$. Note that constructions (9.1) and (9.3) coincide with those introduced in [20] under the name of $M$-subdifferential and $M$-normal cone, respectively.

Ioffe proves in [24] that the $G$-subdifferential (9.4) is always smaller than its $A$-counterpart (9.1), and they both coincide with the $G$-nucleus $\hat{\partial} G \varphi(\bar{x})$ for directionally Lipschitz functions. Using the sequential (vs. topological) upper limit in (9.1), one can consider the sequential analogues

$$
\partial A \varphi(\bar{x}) := \limsup_{x \to \bar{x}, \epsilon \to 0} \partial A \varphi(x), \quad N_A(\bar{x}; \Omega) := \bigcup \lambda \partial A \text{dist}(\bar{x}, \Omega),
$$

(9.5)

$$
\hat{\partial} A \varphi(\bar{x}) := \{ x^* \in X^* | (x^*, -1) \in \hat{N}_A((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) \}
$$

of the topological objects defined above; cf. [25]. The question is: how do all these constructions relate to our sequential normal cone (2.2) and subdifferential (2.7)? To answer this question we will use some recent results of Borwein and Fitzpatrick [4].

Recall that a Banach space $X$ is weakly compactly generated (WCG) provided there is a weakly compact set $K$ such that $X = \overline{\text{span}}\ K$. Clearly all reflexive Banach spaces and all separable Banach spaces are weakly compactly generated. For the case of Asplund spaces, there are precise characterizations of the WCG property; see [4, 16]. Note that the WCG property substantially narrows the class of Asplund spaces; it implies, in particular, the existence of a Fréchet differentiable renorm [16]. Let us present the basic interrelations between weak-star topological and sequential limits that were proved in [4, Theorem 1.3].

9.1. Proposition. Let $X$ be a Banach space and let $\{S_k\}$ be a sequence of bounded subsets of $X^*$ such that $S_{k+1} \subset S_k$ for all $k = 1, 2, \ldots$. The following assertions hold:

(i) If the unit ball of $X^*$ is weak-star sequentially compact, then

$$
\bigcap_{k=1}^{\infty} \text{cl}^* S_k = \text{cl}^* \{ \lim_{k \to \infty} x_k^* | x_k^* \in S_k \text{ for all } k \}.
$$

(ii) If $X$ is a subspace of a WCG space, then

$$
\bigcap_{k=1}^{\infty} \text{cl}^* S_k = \{ \lim_{k \to \infty} x_k^* | x_k^* \in S_k \text{ for all } k \}.
$$

Now we establish the main relationships between the subdifferential and normal cone constructions under consideration.

9.2. Theorem. Let $X$ be an Asplund space. Then the following hold:

(i) For any function $\varphi : X \to \bar{R}$ l.s.c. around $\bar{x} \in \text{dom } \varphi$ one has the inclusions

$$
\partial \varphi(\bar{x}) \subset \partial A \varphi(\bar{x}) \subset \partial A \varphi(\bar{x}).
$$

Moreover, if $\varphi$ is Lipschitz continuous around $\bar{x}$, then

$$
\text{cl}^* (\partial \varphi(\bar{x})) = \text{cl}^* (\partial A \varphi(\bar{x})) = \partial A \varphi(\bar{x}).
$$

In the latter case the sets $\partial \varphi(\bar{x})$ and $\partial A \varphi(\bar{x})$ are weak-star closed, and

$$
\partial \varphi(\bar{x}) = \partial A \varphi(\bar{x}) = \partial A \varphi(\bar{x})
$$

if $X$ is a WCG space.
(ii) Let $\Omega \subset X$ and $\bar{x} \in \text{cl}\Omega$. Then
\begin{equation}
N(\bar{x};\Omega) \subset \overline{N}_{G}(\bar{x};\Omega) \subset N_{G}(\bar{x};\Omega) = \text{cl}^{*}N(\bar{x};\Omega).
\end{equation}
Moreover, if $X$ is a WCG space, then
\begin{equation}
N(\bar{x};\Omega) = \overline{N}_{G}(\bar{x};\Omega) = N_{G}(\bar{x};\Omega).
\end{equation}

Proof. One can easily check from the definitions that $\hat{\partial}\varphi(x) \subset \partial_{c}^{r}\varphi(x)$ for any $x \in \text{dom} \varphi$ and $\epsilon \geq 0$. Therefore, inclusions (9.6) follow directly from (9.1), (9.5), and Theorem 2.9(iii).

Let us prove (9.7) for any function $\varphi$ that is Lipschitz continuous around $\bar{x}$. Based on the definitions, we observe the following representations:
\begin{equation}
\partial_{A}^{r}\varphi(\bar{x}) = \bigcup_{k=1}^{\infty} \text{cl}^{*}S_{k} \quad \text{and} \quad \partial_{A}^{r}\varphi(\bar{x}) = \{ \lim_{k \to \infty} x_{k}^{*} \mid x_{k}^{*} \in S_{k} \text{ for all } k \},
\end{equation}
where $S_{k} := \bigcup_{i \in \mathbb{N}} [\partial_{1/k}^{-}\varphi(x) \mid \|x - \bar{x}\| \leq 1/k]$. Obviously $S_{k+1} \subset S_{k}$ for all $k = 1, 2, \ldots$. Moreover, all the sets $S_{k}$ are bounded in $X^{*}$ due to the Lipschitz continuity of $\varphi$ around $\bar{x}$. Employing Proposition 9.1(i), we conclude that $\partial_{A}^{r}\varphi(\bar{x}) = \text{cl}^{*}(\partial_{A}^{-}\varphi(\bar{x}))$. To establish (9.7) it remains to verify $\partial_{A}^{r}\varphi(\bar{x}) \subset \text{cl}(\varphi(\bar{x}))$. The latter follows from the inclusion
\begin{equation}
\partial_{A}^{r}\varphi(\bar{x}) \subset \partial\varphi(\bar{x}) + V^{*}
\end{equation}
for any weak-star neighborhood $V^{*}$ of the origin in $X^{*}$.

To prove (9.12) we observe that for any neighborhood $V^{*}$ under consideration there exist a finite dimensional subspace $L \subset X$ and a number $r > 0$ such that
\begin{equation}
L^{0} + 3rB^{*} \subset V^{*}, \quad \text{where} \quad L^{0} := \{ x^{*} \in X^{*} \mid \langle x^{*}, x \rangle \leq 0 \quad \forall x \in L \}.
\end{equation}
Let $x^{*} \in \partial_{A}^{r}\varphi(\bar{x})$, i.e., there exist $x_{k} \to \bar{x}$, $\epsilon_{k} \downarrow 0$, and $x_{k}^{*} \to x^{*}$ with $x_{k}^{*} \in \partial_{1/k}^{-}\varphi(x_{k})$ for all $k$. We always take $k$ big enough to get $0 < \epsilon_{k} \leq r$ and $1/k \leq r$. Using the definition of the Dini $\epsilon$-subdifferential, one concludes that for any $r > 0$ and finite dimensional subspace $L \subset X$ the function
\begin{equation}
f_{k}(x) := \varphi(x) - \langle x_{k}^{*}, x - x_{k} \rangle + 2r\|x - x_{k}\| + \delta(x - x_{k}, L)
\end{equation}
attains a local minimum at $x_{k}$ for each $k$; cf. [22, Lemma 1]. Therefore, $0 \in \hat{\partial}f_{k}(x_{k})$ and we can apply Proposition 2.7 for the sum of functions in (9.13). Employing this result with $\epsilon = 0$ and $\gamma = r$, we find $\hat{x}_{k} \in B_{1/k}(x_{k})$ such that
\begin{equation}
x_{k}^{*} \in \hat{\partial}\varphi(\hat{x}_{k}) + 3rB^{*} + L^{0} \subset \hat{\partial}\varphi(\hat{x}_{k}) + V^{*}
\end{equation}
for all $k$. Since $\varphi$ is Lipschitz continuous around $\bar{x}$, one has the uniform boundedness of $\hat{\partial}\varphi(x)$ around this point due to Theorem 8.8. Taking into account the weak-star sequential compactness of bounded sets in $X^{*}$ and representation (2.9), we obtain (9.12) by passing to the limit in (9.14) as $k \to \infty$. This proves equalities (9.7).

Now let $X$ be a WCG space, while $\varphi$ is still Lipschitz continuous around $\bar{x}$. Then one has $\text{cl}^{*}(\partial_{A}^{r}\varphi(\bar{x})) = \partial_{A}^{r}\varphi(\bar{x}) = \partial_{A}^{r}\varphi(\bar{x})$ due to (9.11) and Proposition 9.1(ii). Using the same procedure, we conclude that $\partial_{c}^{r}\varphi(\bar{x})$ is weak-star closed; cf. [4]. Therefore, (9.8) follows from (9.7) in the WCG case.

To establish the normal cone relationships (9.9) and (9.10) in (ii) we just observe that all these conclusions follow from (i) and Proposition 2.6 due to definitions (9.2), (9.3), and (9.5). This completes the proof of the theorem.
Corollary. Let $X$ be an Asplund space and let $\varphi : X \to \mathbb{R}$ be l.s.c. around $\bar{x}$. Then one has
\begin{equation}
\partial \varphi(\bar{x}) \subset \overline{\partial_0 \varphi(\bar{x})} \subset \overline{\partial_G \varphi(\bar{x})} = \text{cl}(\partial_0 \varphi(\bar{x})).
\end{equation}
If, in addition, $X$ is a WCG space and $\varphi$ is Lipschitz continuous around $\bar{x}$, then
\begin{equation}
\partial \varphi(\bar{x}) = \overline{\partial_0 \varphi(\bar{x})} = \overline{\partial_G \varphi(\bar{x})} = \partial_0 \varphi(\bar{x}).
\end{equation}
Proof. The inclusions in (9.15) immediately follow from (9.9) by virtue of the definitions. To obtain the equality in (9.15) from the one in (9.9) we observe that
\begin{equation}
L \cap N_G((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) = L \cap \text{cl}^* N((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) = \text{cl}^*(L \cap N((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi))
\end{equation}
with $L := X^* \times \{-1\} \subset X^* \times \mathbb{R}$. Finally, under the WCG property of $X$ and the Lipschitz continuity of $\varphi$ the set $\partial \varphi(\bar{x})$ is weak-star closed (see the proof of Theorem 9.2) and equalities (9.16) follow from (9.15). This proves the corollary.

Remarks. (a) Theorem 9.2 immediately implies the same relationships (9.5) between the singular subdifferential (2.8) and its $G$-counterparts for any l.s.c. functions in Asplund spaces.

(b) Equalities (9.16) can be established not only for locally Lipschitz functions but also for a more general class of functions satisfying the normal compactness condition (Section 4) in WCG Asplund spaces. This follows from the fact that $\partial \varphi(\bar{x})$ is weak-star closed for such functions. The latter is proved by Loewen [38] for reflexive spaces (that is essential in his proof) and appears in our paper [53] in the general case considered. Similarly, all the normal cones in (9.10) are weak-star closed and coincide with $N_G(\bar{x}; \Omega)$ if $\Omega$ is normally compact around $\bar{x}$ in the case of WCG Asplund spaces.

(c) In [4], Borwein and Fitzpatrick give examples showing that sequential and topological limits of derivative objects can provide quite different sets outside of WCG spaces. In particular, their Example 2.4 demonstrates that our basic sequential subdifferential (2.7) may be strictly smaller than the $G$-subdifferential (9.4) and its nucleus even for the case of Lipschitz continuous (concave) functions defined on spaces with Fréchet differentiable norms.

(d) In [25], Ioffe proves the equality $N_G(\bar{x}; \Omega) = \text{cl}^* N(\bar{x}; \Omega)$ and the corresponding equalities for the subdifferentials in the case of spaces with Fréchet differentiable renorms. Note that Theorem 1 in [25] actually claims the equality $N(\bar{x}; \Omega) = \overline{\partial_G \varphi}(\bar{x}; \Omega)$, but there is a gap in the proof of the basic Lemma 4 therein related to the difference between the sequential and topological closures.

In [5], Borwein and Ioffe establish that the nucleus (8.3) of the $G$-normal cone and the corresponding subdifferential can be represented as weak-star closures of sequential constructions in Banach spaces having differentiable renorms of any kind (Fréchet, Gâteaux, etc.). For the case of spaces with Fréchet differentiable renorms they prove the representation
\begin{equation}
\bar{N}_G(\bar{x}; \Omega) = \bigcup_{k=1}^{\infty} \text{cl}^* \left\{ \lim_{k \to \infty} x_k^* \right\}, \quad x_k^* \in N^*_l(x_k; \Omega), \; x_k \to \bar{x} \Omega \to \bar{x},
\end{equation}
where $N^*_l(x; \Omega)$ is the collection of all $F$-normals of rank $l$ to the closed set $\Omega$ at $x \in \Omega$, defined as follows: $x^* \in N^*_l(x; \Omega)$ if there exists a function $\psi : X \to \mathbb{R}$ Fréchet differentiable in a neighborhood $U$ of $x$ such that $x^* = \psi'(x)$, $\psi(x) = 0$, $\psi$ is Lipschitz continuous on $U$ with modulus $l$, and $\psi(u) \leq 0$ for all $u \in \Omega \cap U$. 
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Let us show that our sequential normal cone (2.2) is related to the limiting set in (9.17) with no weak-star closure.

9.5. **Theorem.** Let $X$ be a Banach space having an equivalent Fréchet differentiable norm and let $\Omega$ be a closed subset of $X$. Then for any $\bar{x} \in \Omega$ one has

$$
N(\bar{x}; \Omega) = \bigcup_{k=1}^{\infty} \{ \lim_{k \to \infty} x_k^k \mid x_k^k \in N_k(x_k; \Omega), \; x_k \to \bar{x} \}.
$$

**Proof.** It easily follows from the definitions that the right-hand side of (9.18) cannot be bigger than $N(\bar{x}; \Omega)$. Let us prove the opposite inclusion using the normal cone representation in Proposition 2.6. To this end we pick any $x^* \in \partial \text{dist}(\bar{x}, \Omega)$ and then employ Theorem 2.9(iii) to find sequences $x_k \to \bar{x}$ and $x_k^* \to x^*$ as $k \to \infty$ with $x_k^* \in \partial \text{dist}(x_k, \Omega)$ for all $k$. Following the proof of Proposition 1 in [5], one can establish that for any $u^* \in \partial \text{dist}(u, \Omega)$, $\varepsilon > 0$, and $l > 1$ there exist $v \in \Omega$ and $v^* \in \mathbb{N}_k(v; \Omega)$ such that $\|v - u\| \leq \text{dist}(u, \Omega) + \varepsilon$ and $v^* \in u^* + \varepsilon B^*$. Now taking $(u, u^*) = (x_k, x_k^*)$ and a sequence $\varepsilon_k \downarrow 0$ as $k \to \infty$, for any natural numbers $k$ and $l$ we find $\tilde{x}_k \in \Omega$ and $\tilde{x}_k^* \in \mathbb{N}_k(\tilde{x}_k; \Omega)$ (drop the index $l$) such that $\|\tilde{x}_k - x_k\| \leq \|x_k - \bar{x}\| + \varepsilon_k$ and $\|\tilde{x}_k^* - x_k^*\| \leq \varepsilon_k$. Thus $\tilde{x}_k \to \bar{x}$ and $\tilde{x}_k^* \to x^*$ as $k \to \infty$. This completes the proof of the theorem. \qed

9.6. **Remark.** Similarly we can establish representations of the subdifferential (2.7) and the singular subdifferential (2.8) in terms of the limiting $F$-subdifferentials of rank $l$ [5] for spaces with Fréchet differentiable renorms.

As one can see, the sequential subdifferential (2.7) turns out to be the smallest among all other subdifferentials considered above. Let us show that (2.7) is actually minimal among any of the abstract subdifferentials satisfying natural requirements.

9.7. **Theorem.** Let $X$ be a Banach space and let $D\varphi : X \rightrightarrows X^*$ be an arbitrary subdifferential mapping on the class of functions $\varphi : X \to \mathbb{R}$ with the invariance property

$$
D\phi(u) = D\varphi(x + u) \quad \text{for} \quad \phi(u) = \varphi(x + u) \quad \forall x, u \in X.
$$

Assume that the subdifferential $D\varphi$ satisfies the following two requirements:

(i) $D\varphi(u)$ is contained in the subdifferential of convex analysis for convex functions of the form

$$
\varphi(u) = \langle u^*, u \rangle + \alpha \|u\| \quad \forall u^* \in X^*, \; \alpha > 0.
$$

(ii) For any functions $\varphi_i$, $i = 1, 2$, such that $\varphi_1$ is l.s.c. around $u = 0$, $\varphi_2$ is convex of form (9.20), and the sum $\varphi_1 + \varphi_2$ attains a local minimum at $u = 0$, one has

$$
0 \in \bigcap_{\gamma > 0} \bigcup_{u_i \in U_\gamma} \{ D\varphi_1(u_1) + D\varphi_2(u_2) + \gamma B^* \},
$$

where $U_\gamma := \{ u \in X \mid \|u\| \leq \gamma, \; |\varphi_i(u) - \varphi_i(0)| \leq \gamma, \; i = 1, 2 \}$.

Then for any function $\varphi$ and any point $\bar{x} \in \text{dom} \varphi$ around which $\varphi$ is l.s.c., one has the inclusion

$$
\partial \varphi(\bar{x}) \subset \limsup_{x \to \bar{x}} D\varphi(x).
$$
In particular, if $D\varphi$ is sequentially upper semicontinuous at $\bar{x}$ in the sense that
\begin{equation}
D\varphi(\bar{x}) = \limsup_{x \rightharpoonup \bar{x}} D\varphi(x),
\end{equation}
then $\partial\varphi(\bar{x}) \subset D\varphi(\bar{x})$.

Proof. Let $\varphi$ be l.s.c. around $\bar{x}$ and let $x^* \in \partial\varphi(\bar{x})$. By virtue of (2.12) one gets sequences $x_k \overset{\star}{\rightharpoonup} \bar{x}$, $x_k^* \rightharpoonup x^*$, and $\epsilon_k \downarrow 0$ as $k \to \infty$ with $x_k^* \in \partial_{\epsilon_k}\varphi(x_k)$ for all $k$. Now using (2.11), we find a sequence $\delta_k \downarrow 0$ such that
\begin{equation}
\varphi(x) - \varphi(x_k) - \langle x_k^*, x - x_k \rangle \geq -2\epsilon_k \|x - x_k\| \quad \forall x \in B_{\delta_k}(x_k), \; k = 1, 2, \ldots.
\end{equation}
The latter means that for any fixed $k$ the function
\begin{equation}
f_k(u) := \varphi(x_k + u) - \langle x_k^*, u \rangle + 2\epsilon_k \|u\|
\end{equation}
attains a local minimum at $u = 0$. Denoting $\varphi_1(u) := \varphi(x_k + u)$ and $\varphi_2(u) := -\langle x_k^*, u \rangle + 2\epsilon_k \|u\|$, we represent (9.24) as the sum of two functions satisfying the assumptions in (ii). Now applying (9.21) along the sequence $\gamma = \epsilon_k$ and then using properties (9.19) and (i), one gets $u_k \in X$ such that
\begin{equation}
\|u_k\| \leq \epsilon_k, \quad |\varphi(x_k + u_k) - \varphi(x_k)| \leq \epsilon_k, \quad \text{and}
\end{equation}
\begin{equation}
x_k^* \in D\varphi(x_k + u_k) + 3\epsilon_k B^* \quad \forall k = 1, 2, \ldots.
\end{equation}
Passing to the limit in (9.25) as $k \to \infty$, we obtain (9.22). The final inclusion $\partial\varphi(\bar{x}) \subset D\varphi(\bar{x})$ follows from (9.22) under the upper semicontinuity assumption (9.23). This ends the proof of the theorem. \hfill $\square$

9.8. Remarks. (a) The “zero fuzzy sum rule” (9.21) was first established by Ioffe [21] for Dini subdifferentials in finite dimensions. Such a rule appears to be necessary for any reasonable subdifferentials, and now it is known for most subdifferential constructions used in applications; see [5, 9, 11, 18, 25, 27, 40, 51] and their references. We observe that results in this vein are closely related to the $\varepsilon$-extremal principle in Section 3; see [51] for more discussions. Note that (9.21) immediately follows from the stationary principle and the “fuzzy sum rule” as in Proposition 2.7 with $\varepsilon = 0$ for a subdifferential $D\varphi$. The latter obviously holds for any subdifferential satisfying the exact sum rule
\begin{equation}
D(\varphi_1 + \varphi_2)(\bar{x}) \subset D\varphi_1(\bar{x}) + D\varphi_2(\bar{x})
\end{equation}
on the class of functions in requirement (ii) of Theorem 9.7. Thus our basic subdifferential (2.7) is the smallest among all reasonable subdifferential constructions subject to the sequential closure operation in (9.23). Note that the latter regularization procedure seems to be unavoidable for getting a full calculus and criteria for openness and metric regularity of nonsmooth mappings as well as for important applications to optimization, sensitivity, etc. According to the present paper and related developments in [53] we can conclude that such properties of the subdifferential (2.7) are available in the case of Asplund spaces.

(b) Theorem 9.7 generalizes the finite dimensional results in Ioffe [22] and Mordukhovich [43, 44], replacing the stationary and exact sum rule requirements by a more flexible requirement (9.21). In the case of Banach spaces, Ioffe [24, Theorem 8.1] proves that the $G$-nucleus (9.4) belongs to any subdifferential $D\varphi(\bar{x})$ which is topologically upper semicontinuous at $\bar{x}$ under some additional requirements. Note that Theorem 9.7 establishes the minimality of (2.7) in a more general class of subdifferentials, which may not be topologically closed.
(c) In [24, Proposition 8.2], Ioffe states that \( \partial_G \varphi(\bar{x}) \subset \partial \varphi(\bar{x}) \) for l.s.c. functions defined on spaces with Fréchet differentiable renorms. However, he proves in fact that the \( G \)-nucleus \( \partial_G \varphi(\bar{x}) \) is contained in the topological counterpart of (2.7), where the sequential upper limit in representation (2.12) is replaced by the topological one. The latter result follows directly from (9.15) in the general case of Asplund spaces. Moreover, in Corollary 9.3 we prove that just the opposite inclusion \( \partial \varphi(\bar{x}) \subset \partial_G \varphi(\bar{x}) \) holds for any l.s.c. function defined on an Asplund space. To this end we note that in general neither does \( \partial_G \varphi \) admit the upper semicontinuity property topologically nor does \( \partial \varphi \) have its sequential counterpart. Sufficient conditions for these properties can be found, respectively, in [24] and [38, 53].
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