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Abstract. In recent years, much work has been done on the classification of abstract regular polytopes by their local and global topological type. Abstract regular polytopes are combinatorial structures which generalize the well-known classical geometric regular polytopes and tessellations. In this context, the classical theory is concerned with those which are of globally or locally spherical type. In a sequence of papers, the authors have studied the corresponding classification of abstract regular polytopes which are globally or locally toroidal. Here, this investigation of locally toroidal regular polytopes is continued, with a particular emphasis on polytopes of ranks 5 and 6. For large classes of such polytopes, their groups are explicitly identified using twisting operations on quotients of Coxeter groups. In particular, this leads to new classification results which complement those obtained elsewhere. The method is also applied to describe certain regular polytopes with small facets and vertex-figures.

1. Introduction

In recent years, the classical notion of a regular polytope has been generalized to abstract regular polytopes; these are combinatorial structures with a distinctive geometric or topological flavour, which resemble the classical regular polytopes (Danzer-Schulte [8], McMullen-Schulte [23]). For related notions in geometric or group theoretic contexts, see also McMullen [12], Grünbaum [10], Dress [9], Buekenhout [1] and Tits [29].

A central problem in the classical theory is the complete description of all regular polytopes and tessellations in spherical, euclidean or hyperbolic space. The solution to this problem is well-known; see Coxeter [4, 5]. When posed within the theory of abstract polytopes, the classification problem must necessarily take a different form, because a priori an abstract polytope is not embedded into an ambient space. A suitable substitute is now the classification by global or local topological type. Not every abstract polytope admits a natural topology, but if it does, then it is subject to classification with respect to this topology.

The classical theory solves the spherical case. Using terminology to be introduced in Section 2, this can be summarized by saying that the only universal abstract regular polytopes which are locally spherical are the classical regular tessellations in spherical, euclidean or hyperbolic space. Among these, only those that
are globally spherical (isomorphic to convex regular polytopes) are finite (Coxeter [5], Schulte [25], McMullen-Schulte [23]). The next simplest topological kind of finite regular polytope is a toroid, and so a main problem is the corresponding classification in the locally toroidal case (we shall clarify what this means in Section 2). The problem of classifying the locally toroidal regular polytopes (of rank 4) was raised by Grünbaum [10] in the 70’s; see also Coxeter-Shephard [7] and Weiss [31].

In a sequence of papers, the present authors have extensively studied the globally toroidal regular polytopes (regular toroids) and the locally toroidal regular polytopes. For a recent survey on this subject, see [28]. For rank 3, the regular polytopes are the well-known regular (reflexible) maps \( \{4,4\}_{(s,t)} \), \( \{6,3\}_{(s,t)} \) and \( \{3,6\}_{(s,t)} \) (with \( t = 0 \) or \( t = s \)) on the 2-torus (Coxeter-Moser [6]). In [21], the regular toroids of rank \( n + 1 \) were classified for all \( n \); they correspond to the regular tessellations on the \( n \)-torus (see Section 3). Then an abstract polytope is called \textit{locally toroidal} if its facets and vertex-figures are (globally) spherical or toroidal, with at least one kind toroidal. Locally toroidal regular polytopes can only exist in ranks 4, 5 and 6, because in higher ranks there are no suitable hyperbolic honeycombs which cover them.

At present, the situation is best understood in ranks 4 and 5. In rank 4, the classification involves the study of each of the Schlüfi types \( \{4,4,r\} \) with \( r = 3, 4, \{6,3,p\} \) with \( p = 3, 4, 5, 6 \), and \( \{3,6,3\} \), and their duals. The classification is complete for all types except \( \{4,4,4\} \) and \( \{3,6,3\} \) ([18, 19]). For \( \{4,4,4\} \) it is nearly complete, but for \( \{3,6,3\} \) only partial results are known. In the spherical case, each Schlüfi symbol gives just one polytope. In the toroidal case, however, this is no longer true, and the classification must necessarily be carried out among all polytopes with given isomorphism types of facet and vertex-figure. Since the regular \( (n+1) \)-toroids are parametrized by \( n \)-vectors (like \( (s, t) \) for \( \{6,3\}_{(s,t)} \)), this leads to a discussion of different classes of polytopes, each parametrized by one or two such vectors.

For instance, for the class \( C = \{(6,3)_{(s,t)}, \{3,3\}\} \) of locally toroidal regular 4-polytopes with facets of type \( \{6,3\}_{(s,t)} \) and tetrahedral vertex-figures \( \{3,3\} \), the classification reads as follows. For each \( (s, t) \) with \( s \geq 2 \) and \( t = 0 \) or \( s \), there is a universal regular polytope in \( C \), denoted and uniquely determined by the generalized Schlüfi symbol \( \{(6,3)_{(s,t)}, \{3,3\}\} \); this polytope is finite if and only if \( (s,t) = (2,0) \), \( (3,0) \), \( (4,0) \) or \( (2,2) \). In particular, in the finite cases, the automorphism groups are \( S_2 \times C_2 \) of order 240, \( [112]^3 \times C_2 \) of order 1296, \( [112]^4 \times C_2 \) of order 25360, and \( S_5 \times S_4 \) of order 2880, respectively. Here, \( [112]^3 \) and \( [112]^4 \) are certain finite unitary reflexion groups in complex 4-space ([3, 18]). There are similar such classification results for all of the above Schlüfi types.

In rank 5, only the Schlüfi type \( \{3,4,3,4\} \) and its dual occur. In [21] it was shown that just three parameter vectors belong to finite universal polytopes. However, the structure of the corresponding group was not determined for two of these three. The two missing groups have now been found by an application of our approach in Section 7, Corollary 7.10 and Theorem 7.13; see also Corollary 7.4 for the third group. In rank 6, the types are \( \{3,3,3,4,3\} \), \( \{3,3,4,3,3\} \) and \( \{3,4,3,3,4\} \), and their duals. The known finite polytopes are listed in [21]; these lists are conjectured to be complete, and this is supported by geometric arguments.

In this paper we again investigate the locally toroidal regular polytopes, now with a particular emphasis on the polytopes of ranks 5 and 6. After a brief summary
of the general properties of regular polytopes in Section 2, and a review of the toroids in Section 3, we discuss in Section 4 a stronger version of some twisting arguments which occurred in [16]. We construct certain regular polytopes $2^{[k,g]}$ and $L^{[k,g]}$, whose groups are semi-direct products of the Coxeter group with diagram $G$ by the group of their vertex-figure or co-faces $K$, respectively. It is striking that many universal locally toroidal regular polytopes are indeed such polytopes $2^{[k,g]}$ or $L^{[k,g]}$ for suitable $L,K$ and $G$. This fact rests on a corresponding universality property of these polytopes proved in Section 5, and in particular leads to some new classification results.

In Section 6 we present a new construction of locally toroidal regular 5-polytopes. In particular, this proves the non-finiteness of all universal 5-polytopes with small faces as quotients of polytopes constructed in earlier sections. This also includes the recognition of the groups of regular polytopes of rank 6 whose facets and vertex-figures are small toroids of rank 5; see Corollary 7.11 for an example. The method is strong enough to work for some other topological types as well. For example, Theorem 7.14 deals with some polytopes of “mixed toroidal-projective type”.

2. Basic notions

In this section we give a brief introduction to the theory of abstract regular polytopes. For more details the reader is referred to [15, 23].

An (abstract) polytope of rank $n$, or simply an $n$-polytope, is a partially ordered set $P$ with a strictly monotone rank function with range $\{-1, 0, \ldots, n\}$. The elements of rank $i$ are called the $i$-faces of $P$, or vertices, edges and facets of $P$ if $i = 0, 1$ or $n - 1$, respectively. The flags (maximal totally ordered subsets) of $P$ all contain exactly $n + 2$ faces, including the unique minimal face $F_{-1}$ and unique maximal face $F_n$ of $P$. Further, $P$ is strongly flag-connected, meaning that any two flags $\Phi$ and $\Psi$ of $P$ can be joined by a sequence of flags $\Phi = \Phi_0, \Phi_1, \ldots, \Phi_k = \Psi$, which are such that $\Phi_{i-1}$ and $\Phi_i$ are adjacent (differ by one face), and such that $\Phi \cap \Psi \subseteq \Phi_i$ for each $i$. Finally, if $F$ and $G$ are an $(i-1)$-face and an $(i+1)$-face with $F < G$, then there are exactly two $i$-faces $H$ such that $F < H < G$.

When $F$ and $G$ are two faces of a polytope $P$ with $F \leq G$, we call $G/F := \{H \mid F \leq H \leq G\}$ a section of $P$. We may usually safely identify a face $F$ with the section $F/F_{-1}$. For a face $F$ the section $F_n/F$ is called the co-face of $P$ at $F$, or the vertex-figure at $F$ if $F$ is a vertex.

An abstract $n$-polytope $P$ is regular if its (combinatorial automorphism) group $A(P)$ is transitive on its flags. Let $\Phi := \{F_{-1}, F_0, \ldots, F_{n-1}, F_n\}$ be a fixed or base flag of $P$; occasionally we do not mention $F_{-1}$ and $F_n$, because they belong to each flag. The group $A(P)$ of a regular $n$-polytope $P$ is generated by distinguished generators $\rho_0, \ldots, \rho_{n-1}$ (with respect to $\Phi$), where $\rho_i$ is the unique automorphism which keeps all but the $i$-face of $\Phi$ fixed. These generators satisfy relations

\begin{align*}
(1) \quad & (\rho_i \rho_j)^{p_{ij}} = \varepsilon \quad (i, j = 0, \ldots, n - 1), \\
(2) \quad & p_{ii} = 1, \quad p_{ij} = p_{ji} \geq 2 \quad (i \neq j),
\end{align*}

with
A coarse description of the combinatorial properties of \( P \) is given by its (Schläfi) type \( \{p_1, \ldots, p_{n-1}\} \), whose entries are the numbers \( p_{ij} := p_{j-1,j} \) (\( j = 1, \ldots, n - 1 \)). Further, \( A(P) \) has the intersection property (with respect to the distinguished generators), namely

\[
\langle \rho_i | i \in I \rangle \cap \langle \rho_j | i \in J \rangle = \langle \rho_i | i \in I \cap J \rangle \quad \text{for all} \quad I, J \subset \{0, \ldots, n-1\}.
\]

By a \( C \)-group we mean a group which is generated by involutions such that (1), (2) and (4) hold. If in addition (3) holds, then the group is called a string \( C \)-group. The automorphism group of a regular polytope is a string \( C \)-group. Conversely, given a string \( C \)-group, there is an associated regular polytope of which it is the automorphism group ([25, 15]). Note that Coxeter groups are examples of \( C \)-groups ([29]).

We remark that our usage of the term “\( C \)-group” differs from that in previous papers, where the term was used for groups which we now call string \( C \)-groups. From now on we include the qualification “string” to emphasize that a string \( C \)-group is a quotient of the Coxeter group \( \{p_1, \ldots, p_{n-1}\} \) with the string diagram

\[
\begin{array}{cccccc}
\quad & p_1 & \quad & \cdots & \quad & p_{n-2} & \quad & p_{n-1} \\
\end{array}
\]

with the \( p_{ij} \) defined as above. Note that \( \{p_1, \ldots, p_{n-1}\} \) is the group of the universal regular polytope \( \{p_1, \ldots, p_{n-1}\} \) ([25]). For example, \( \{6, 3, 3\} \) is the group of the regular honeycomb \( \{6, 3, 3\} \) in hyperbolic 3-space ([4]).

Let \( P \) and \( Q \) be \( n \)-polytopes. A mapping \( \varphi : P \rightarrow Q \) is called a covering if \( \varphi \) is incidence- and rank-preserving, and maps adjacent flags onto (distinct) adjacent flags; then \( \varphi \) is necessarily surjective. A covering \( \varphi \) is called a \( k \)-covering if it maps sections of \( P \) of rank at most \( k \) by an isomorphism onto corresponding sections of \( Q \). If \( \varphi : P \rightarrow Q \) is a covering, then we say that \( P \) covers \( Q \), or that \( Q \) is covered by \( P \).

Let \( P \) be an \( n \)-polytope and \( N \) a subgroup of \( A(P) \). We denote by \( P/N \) the set of orbits of \( N \) in \( P \); the orbit of a face \( F \) of \( P \) is written \( N \cdot F \). We introduce a partial order on \( P/N \) as follows: if \( G_1, G_2 \in P/N \) then \( G_1 \leq G_2 \) if and only if \( G_1 = N \cdot F_i \) for some \( F_i \in P \) (\( i = 1, 2 \)) with \( F_1 \leq F_2 \). The set \( P/N \) together with this partial order is called the quotient of \( P \) with respect to \( N \). In general, \( P/N \) will not be a polytope, but if it is, then the canonical projection \( \pi_N : F \mapsto N \cdot F \) defines a covering of \( P/N \) by \( P \). In particular, if \( P \) is regular and \( N \) a normal subgroup of \( A(P) = \langle \rho_0, \ldots, \rho_{n-1} \rangle \) such that \( A(P)/N \) is a string \( C \)-group (with generators \( \rho_0N, \ldots, \rho_{n-1}N \)), then \( P/N \) is a regular \( n \)-polytope with group \( A(P)/N \simeq A(P)/N \) (under an isomorphism mapping distinguished generators to distinguished generators). For further details, see [22, 23].

In verifying that a given group is a \( C \)-group, it is usually only the intersection property which causes difficulty. Here the following result is sometimes useful; we shall refer to it as the quotient lemma ([22]).

\textbf{Lemma 2.1.} Let \( U := \langle \rho_0, \ldots, \rho_{n-1} \rangle \) be a group generated by involutions \( \rho_0, \ldots, \rho_{n-1} \), such that \( (\rho_i \rho_j)^2 = e \) whenever \( j - i \geq 2 \), and let \( \langle \sigma_0, \ldots, \sigma_{n-1} \rangle \) be a string
C-group with respect to the distinguished generators $\sigma_0, \ldots, \sigma_{n-1}$. If the mapping $\rho_j \mapsto \sigma_j$ for $j = 0, \ldots, n-1$ defines a homomorphism which is one-to-one on $\langle \rho_0, \ldots, \rho_{n-2} \rangle$ or on $\langle \rho_1, \ldots, \rho_{n-1} \rangle$, then $U$ is also a string C-group.

In other words, $U$ is the group of a regular $n$-polytope, and this polytope covers the regular $n$-polytope with group $\langle \sigma_0, \ldots, \sigma_{n-1} \rangle$.

The quotient lemma is an important tool in the investigation of one of the main problems in the theory, that of the amalgamation of regular polytopes of lower rank. Given regular $n$-polytopes $P_1$ and $P_2$ such that the vertex-figures of $P_1$ are isomorphic to the facets of $P_2$, we denote by $\langle P_1, P_2 \rangle$ the class of all regular $(n+1)$-polytopes $P$ with facets isomorphic to $P_1$ and vertex-figures isomorphic to $P_2$. If $\langle P_1, P_2 \rangle \neq \emptyset$, then any such $P$ is a quotient of a universal member of $\langle P_1, P_2 \rangle$, the universal $(n-1)$-cover of $P$; this universal polytope is denoted by $\langle P_1, P_2 \rangle$ ([26]).

For instance, if $P_1$ is the octahedron $\{3,4\}$ and $P_2$ the cube $\{4,3\}$, then $\langle P_1, P_2 \rangle$ consists of all abstract regular 4-polytopes with octahedral facets and cubical vertex-figures. The universal polytope $\{P_1, P_2\}$ is now the (finite) regular 24-cell $\{3,4,3\}$ with group $[3,4,3]$ of order 1152. This covers all the polytopes in $\langle P_1, P_2 \rangle$, whose only other member is the polytope $\{3,4,3\}_6$ (which we shall meet again below), obtained by identifying antipodal faces of the 24-cell of each dimension (rank). On the other hand, if $P_1 = \{4,3\}$ and $P_2 = \{3,4\}$, then $\langle P_1, P_2 \rangle$ is the (infinite) tesselation $\{4,3,4\}$ of euclidean 3-space by cubes; the toroids $\{4,3,4\}_s$ defined in the next section are then non-universal members in the class $\langle P_1, P_2 \rangle$.

These two examples of spherical and locally spherical polytopes illustrate the following problems about general universal polytopes. When is $\langle P_1, P_2 \rangle$ non-empty, or, equivalently, when does $\langle P_1, P_2 \rangle$ exist? When is $\langle P_1, P_2 \rangle$ finite? How can we construct $\langle P_1, P_2 \rangle$ and its group? In this paper, what we have in mind when we use the term “classification” of polytopes is the classification of all finite universal polytopes in the given context. It would of course be desirable actually to describe all the polytopes in a class $\langle P_1, P_2 \rangle$. However, in view of the results of [20], this seems to be rather hopeless. In fact, very often the class contains infinitely many finite polytopes if it contains a suitable infinite polytope. We shall elaborate on this in Section 6.

An abstract regular $(n+1)$-polytope in $\langle P_1, P_2 \rangle$ is called locally spherical if $P_1$ and $P_2$ are isomorphic to (classical) regular convex polytopes. It is locally toroidal if $P_1$ and $P_2$ are isomorphic to regular convex polytopes or regular toroids, with at least one of the latter kind. If $P_1$ and $P_2$ are of Schl"afli types $\{p_1, p_2, \ldots, p_{n-1}\}$ and $\{p_2, \ldots, p_{n-1}, p_n\}$ respectively, then any locally toroidal $(n+1)$-polytope in $\langle P_1, P_2 \rangle$ is a quotient of the regular honeycomb $\{p_1, \ldots, p_n\}$, which is in hyperbolic $n$-space. Since there are no such honeycombs in dimensions greater than 5, this limits the classification of the corresponding polytopes to ranks 4, 5 and 6 (see [4]).

3. Regular toroids

In this section, we briefly sumarize results on globally toroidal regular polytopes or, briefly, the regular toroids. The regular toroids of rank $n+1$ are obtained as quotients of a regular honeycomb in euclidean $n$-space $E^n$ by normal subgroups or identification lattices of their translational symmetries. The regular toroids of rank 3 are well-known, and correspond to the regular maps on the 2-torus (Coxeter-Moser [6]). These are the maps $\{4,4\}_{(s,t)}$, $\{6,3\}_{(s,t)}$ and $\{3,6\}_{(s,t)}$ with $t = 0$ or $t = s$. 
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The classification problem for higher ranks was solved in [21]. Apart from rank \( n = 5 \), the only examples come from the cubical honeycomb \( \{4,3^{n-2},4\} \) in \( E^n \) for \( n \geq 2 \), which gives rise to the regular \((n+1)\)-toroids \( \{4,3^{n-2},4\}_s \), with \( s := (s^k,0^{n-k}) \), \( s \geq 2 \) and \( k = 1,2 \) or \( n \). In such contexts, the notation \( q^m \) stands for a string \( q_1 \ldots q_m \) of length \( m \). If \( n = 2 \), these are the maps \( \{4,4\}_{(s,0)} \) and \( \{4,4\}_{(s,s)} \) on the 2-torus, as above. In general, if we take the vertex set of the honeycomb to be the integer lattice \( \mathbb{Z}^n \), then the identification lattice \( \Lambda_s \) for \( \{4,3^{n-2},4\}_s \) is spanned by \( s \) and all vectors obtained from \( s \) by permuting its coordinates and changing their signs.

For \( n \geq 3 \) there are exactly three classes of toroids parametrized by \( k \); for \( n = 2 \) two of these classes coincide. The group of the regular toroid \( \{4,3^{n-2},4\}_s \) is denoted by \( \{4,3^{n-2},4\}_s \), which is the Coxeter group \( [4,3^{n-2},4] = \langle \rho_0, \ldots, \rho_n \rangle \), factored out by the single extra relation

\[
(\rho_0 \rho_1 \cdots \rho_n \rho_{n-1} \cdots \rho_k)^{sk} = \varepsilon,
\]

where \( \varepsilon \) throughout denotes the identity. The details are given in Table 1; in this and similar tables, \( v \) and \( f \) are the numbers of vertices and facets, respectively, while \( g \) is the group order.

The only other regular toroids of rank 4 or more are dual pairs of regular 5-toroids derived from the honeycombs \( \{3,3,4,3\} \) and \( \{3,4,3,3\} \). We just consider the former, and take the vertex-set of the honeycomb to be \( Z^4 \cup (Z^4 + (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2})) \), the set of points in \( E^4 \) whose cartesian coordinates are all integers or all halves of odd integers (or, equivalently, the set of points corresponding to the integral quaternions). Again, the identification lattice \( \Lambda_s \) is spanned by a vector \( s := (s^k,0^{n-k}) \) and its transforms under the group of the vertex-figure at \( (0, \ldots, 0) \), but this time the additional symmetries (induced by right and left multiplication by unit quaternions, and by conjugation of quaternions) imply that the case \( k = 4 \) is already accounted for by the case \( k = 1 \); more exactly, \( (s,s,s,s) \) is equivalent to \( (2s,0,0,0) \). This leaves only the two choices \( k = 1,2 \), which indeed give regular toroids \( \{3,3,4,3\}_s \). The group of \( \{3,3,4,3\}_s \) is denoted by \( [3,3,4,3]_s \), which is the Coxeter group \( [3,3,4,3] = \langle \rho_0, \ldots, \rho_4 \rangle \), factored out by the relation

\[
\begin{align*}
(\rho_0 \rho_1 \sigma \tau)^{s} &= \varepsilon & \text{if } k = 1, \\
(\rho_0 \rho_1 \sigma \tau)^{2s} &= \varepsilon & \text{if } k = 2,
\end{align*}
\]

where \( \sigma := \rho_1 \rho_2 \rho_3 \rho_1 \) and \( \tau := \rho_4 \rho_0 \rho_2 \rho_3 \rho_4 \). The details are given in Table 2; note that the group order in case \( s = (s^k,0^{4-k}) \) can more succinctly be written as \( g = 1152k^2 s^4 \), with analogous common expressions for \( v \) and \( f \).

**Table 1.** The polytopes \( \{4,3^{n-2},4\}_s \).

<table>
<thead>
<tr>
<th>( s )</th>
<th>( v )</th>
<th>( f )</th>
<th>( g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (s,0^{n-1}) )</td>
<td>( 2^n )</td>
<td>( 2s^n )</td>
<td>( 2^{n+1}s^n \cdot n! )</td>
</tr>
<tr>
<td>( (s^2,0^{n-2}) )</td>
<td>( 2s^n )</td>
<td>( 2s^n )</td>
<td>( 2^{n+1}s^n \cdot n! )</td>
</tr>
<tr>
<td>( (s^n) )</td>
<td>( 2^{n-1}s^n )</td>
<td>( 2^{n-1}s^n )</td>
<td>( 2^{2n-1}s^n \cdot n! )</td>
</tr>
</tbody>
</table>
Table 2. The polytopes $\{3,3,4,3\}_s$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>$v$</th>
<th>$f$</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(s,0,0,0)$</td>
<td>$s^s$</td>
<td>$3s^s$</td>
<td>$1152s^s$</td>
</tr>
<tr>
<td>$(s,s,0,0)$</td>
<td>$4s^4$</td>
<td>$12s^4$</td>
<td>$4608s^4$</td>
</tr>
</tbody>
</table>

4. Twisting

In [16], we described various methods of twisting Coxeter groups or unitary groups generated by involutory reflexions, and we applied these twisting techniques to the problem of classifying locally toroidal regular 4-polytopes. Since then, we have found that some of the assumptions we made were unnecessarily strong. We therefore now sketch an extension of the twisting technique (though not in its full generality); we shall apply it in later sections to determine the structure of the groups of certain regular polytopes.

The basic idea of twisting involves extending an existing C-group by taking its semi-direct product with a subgroup of its automorphism group, which will also be a C-group. In the present cases, the original group is given by a (generalized Coxeter) diagram, and the automorphisms will then be diagram automorphisms, which will usually act effectively only on some subset of the diagram.

We shall particularly concentrate on the construction of the regular polytopes $L^K_G$, which are crucial for the next sections. Here, $L$ and $K$ are certain regular polytopes, and $G$ is a Coxeter diagram on which $A(K)$ acts in a suitable way as a group of diagram symmetries. We shall frequently take $L$ to be 1-dimensional; in this case, we also write $2^{L^K_G}$ for $L^K_G$, since $L$ is determined by its 2 vertices.

In our applications, a Coxeter diagram $G$ will thus actually represent the corresponding Coxeter group. However, occasionally it is also useful to think of the diagram as representing a suitable quotient of the corresponding Coxeter group; indeed, under certain conditions, our construction of $L^K_G$ carries over to this situation. In describing or drawing (Coxeter) diagrams $G$ of groups generated by involutory reflexions, we adopt the following convention. It is often convenient to think of a pair of distinct nodes $i,j$ of $G$ which are not directly joined in $G$, and so correspond to commuting generators, as being joined by an improper branch with label $m_{ij} = 2$. Accordingly, if a diagram $G$ is drawn and some of its branches labelled 2, then these branches are improper and, strictly speaking, do not belong to $G$.

The choice of diagrams will now be further restricted. Let $G$ be a diagram of a group generated by involutory reflexions, and let $K$ be a regular $n$-polytope with group $A(K) = \langle \tau_0, \ldots, \tau_{n-1} \rangle$. Then $G$ is called $K$-admissible if $A(K)$ acts as a group of diagram automorphisms on $G$ with the following properties. First, $A(K)$ acts transitively on the set $V(G)$ of nodes of $G$. Second, the subgroup $\langle \tau_1, \ldots, \tau_{n-1} \rangle$ of $A(K)$ stabilizes a node $F_0$ (say) of $G$, the initial node (it may stabilize more than one such node). Third, with respect to $F_0$, the action of $A(K)$ respects the intersection property for the generators $\tau_0, \ldots, \tau_{n-1}$ in that, if $V(G, I)$ denotes the set of transforms of $F_0$ under $\langle \tau_i \mid i \in I \rangle$ for $I \subseteq \{0, \ldots, n-1\}$, then

$$ V(G, I) \cap V(G, J) = V(G, I \cap J) $$

for all such $I$ and $J$. (In contrast to [16], we do not demand that $A(K)$ be faithfully represented as this group of diagram automorphisms.) Observe that, if $j \leq n - 1$
and $\mathcal{K}_j$ is the basic $j$-face of $\mathcal{K}$, then the induced subdiagram of $\mathcal{G}$ with node set $V(\mathcal{G}, \{0, \ldots, j-1\})$ is a $\mathcal{K}_j$-admissible diagram (with the same initial node).

We shall usually have $V(\mathcal{G}) = V(\mathcal{K})$, the vertex set of $\mathcal{K}$; then $A(\mathcal{K})$ acts in the natural way, and $F_0$ is the vertex in the base flag of $\mathcal{K}$. In this situation, (7) is always satisfied, and $\mathcal{K}$-admissibility of a diagram $\mathcal{G}$ just means that $A(\mathcal{K})$ acts on $\mathcal{G}$ as a group of diagram automorphisms.

For instance, consider the diagram $\mathcal{G}$ on the vertex set of the octahedron $\mathcal{K} = \{3, 4\}$ which connects antipodal vertices by a branch labelled $s$ with $s \geq 3$, but has no other proper branches (or, equivalently, all other branches are improper). Then $A(\mathcal{K})$ acts on $\mathcal{G}$ in a natural way as a group of diagram symmetries; equivalently, $A(\mathcal{K})$ acts on the corresponding Coxeter group $D_3 \times D_3 \times D_3$ as a group of automorphisms permuting the generators. If the vertices of $\mathcal{K}$ are $1, \ldots, 6$ with $i, i + 3 \pmod{6}$ antipodal, then we can take $\tau_0 := (1 2)(4 5), \tau_1 := (2 3)(5 6), \tau_2 := (3 6)$, and $F_0 := 1$. Then $F_0$ is fixed by the group $\langle \tau_1, \tau_2 \rangle$ of the vertex-figure at $F_0$, and (7) is also satisfied. Hence $\mathcal{G}$ is $\mathcal{K}$-admissible. If we allow $s = 2$, then $\mathcal{G}$ is the trivial diagram with no (proper) branches. We shall revisit this example in Corollary 5.8 below.

We construct the regular polytope $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ as follows. Let $\mathcal{K}$ and $\mathcal{G}$ be as above, and let $\mathcal{L} = \{q_1, \ldots, q_{m-1}\}$, the universal regular $m$-polytope whose group is $\{q_1, \ldots, q_{m-1}\} = \langle \sigma_0, \ldots, \sigma_{m-1} \rangle$ with string diagram

$$
\begin{align*}
0 & \quad 1 & \quad 2 & \quad m-3 & \quad m-2 & \quad m-1 \\
q_1 & \quad q_2 & \dashv & \dashv & \dashv & \quad q_{m-2} & \quad q_{m-1}
\end{align*}
$$

We shall construct a diagram $\mathcal{D}$ by adjoining (8) to $\mathcal{G}$ as follows. We identify the node $m - 1$ of (8) with the node $F_0$ in $V(\mathcal{G})$, and take as the node set of $\mathcal{D}$ the disjoint union $V(\mathcal{D}) := V(\mathcal{G}) \cup \{0, \ldots, m - 2\}$. As branches and labels of $\mathcal{D}$ we take all the old branches and labels of both (8) and $\mathcal{G}$, and, in addition, for each node $F \neq F_0 (= m - 1)$ in $V(\mathcal{G})$, one new branch with label $q_{m-1}$ connecting $F$ to the node $m - 2$ of $\mathcal{D}$. Then $\mathcal{D}$ is the diagram of a Coxeter group $W := W(\mathcal{D}) = \langle \sigma_k \mid k \in V(\mathcal{D}) \rangle$ on which $A(\mathcal{K})$ acts as a group of automorphisms permuting the generators. Note that $\mathcal{D} = \mathcal{G}$ (with initial node $F_0 = 0$) if $\mathcal{L}$ is of rank 1.

In the above example with $\mathcal{K} = \{3, 4\}$, if $\mathcal{L}$ is the triangle $\{3\}$, then $\mathcal{D}$ consists of three triangles with a common vertex $F_0 = 1$, and the branches of $\mathcal{D}$ are marked 3 or $s$ depending on whether or not the branch contains $F_0$.

We can now define the $(m + n)$-polytope $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ by its group $W \rtimes A(\mathcal{K})$ (the semi-direct product induced by the action of $A(\mathcal{K})$ on $W$), and the distinguished generators $\rho_0, \ldots, \rho_{m+n-1}$ given by

$$
\rho_j := \begin{cases} 
\sigma_j & \text{for } j = 0, \ldots, m-1, \\
\tau_{j-m} & \text{for } j = m, \ldots, m+n-1.
\end{cases}
$$

Again, as in [16, p.215], this defines a string C-group. If $\mathcal{K}$ is of type $\{p_1, \ldots, p_{n-1}\}$, then $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ is of type $\{q_1, \ldots, q_{n-1}, 2r, p_1, \ldots, p_{n-1}\}$, where $r$ is the mark of the (possibly improper) branch of $\mathcal{G}$ connecting the two nodes in $V(\mathcal{G}, \{0\}) = \{F_0, \tau_0(F_0)\}$, the vertices of the base edge of $\mathcal{K}$. The $m$-faces of $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ are isomorphic to $\mathcal{L}$, and the co-faces at $(m - 1)$-faces are isomorphic to $\mathcal{K}$. For $1 \leq j \leq n$, the $(m + j)$-faces of $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ are isomorphic to $\mathcal{L}^{K_j, \mathcal{G}_j}$, where $K_j$ is the basic $j$-face...
of $\mathcal{K}$ and $\mathcal{G}_j$ is the induced subdiagram of $\mathcal{G}$ on $V(\mathcal{G}, \{0, \ldots, j - 1\})$. Similarly, for $-1 \leq j \leq m - 2$ the co-faces at $j$-faces of $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ are isomorphic to $\mathcal{L}^{\mathcal{K}, \mathcal{G}_j}$, with $\mathcal{L}_j = \{q_{j+2}, \ldots, q_{m-1}\}$.

Note that, in the above, we do not rule out the possibility that $\mathcal{K}$ is flat, where we recall that a polytope is called flat if each of its vertices is incident with each facet. In this case, if $V(\mathcal{G}) = V(\mathcal{K})$ (with the natural action of $A(\mathcal{K})$), then $\mathcal{G}_{n-1} = \mathcal{G}$; moreover, $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ is also flat, and the facets of $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ are in one-to-one correspondence with the facets of $\mathcal{K}$.

Similarly, we do not exclude the case that $\mathcal{K}$ is neighbourly, where we recall that a polytope is neighbourly if any two of its vertices are joined by an edge. (More strictly, this property is 2-neighbourliness, but we shall not need to consider its higher generalizations here.) If $\mathcal{K}$ is neighbourly and regular, then any two vertices are joined by the same number of edges. But note that in a diagram $\mathcal{G}$ with $V(\mathcal{G}) = V(\mathcal{K})$ only one of these edges is represented by a branch.

In most applications, $\mathcal{L}$ will be 1-dimensional. In this case we write $2^{\mathcal{K}, \mathcal{G}}$ for $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$. Further, if $\mathcal{G}$ is the trivial diagram on the vertex set $V(\mathcal{K})$ of $\mathcal{K}$, we simply write $\mathcal{L}^{\mathcal{K}}$ or $2^{\mathcal{K}}$ instead of $\mathcal{L}^{\mathcal{K}, \mathcal{G}}$ or $2^{\mathcal{K}, \mathcal{G}}$.

The following examples illustrate these concepts. In all cases, $\mathcal{G}$ will be the trivial diagram on $\mathcal{K}$, so that $\mathcal{L}^{\mathcal{K}, \mathcal{G}} = \mathcal{L}^{\mathcal{K}}$. In particular, if $\mathcal{L}$ is the triangle $\{3\}$ and $\mathcal{K}$ is the regular 4-simplex $\{3, 3, 3, 3\}$ (so that $\mathcal{G}$ has 5 vertices), we have

$$\{3, 4, 3, 3, 3\} = \{3\}^{[3,3,3]}$$

$$\{3, 4, 3, 3\} = W(\mathcal{D}) \ltimes S_5,$$

with $\mathcal{D}$ the Coxeter diagram

Similarly, if $\mathcal{L}$ and $\mathcal{K}$ are both the tetrahedron $\{3, 3\}$ (with 4 vertices), we obtain

$$\{3, 3, 4, 3, 3\} = \{3, 3\}^{[3,3]},$$

$$\{3, 3, 4, 3\} = W(\mathcal{D}) \ltimes S_5,$$

and now the same diagram $\mathcal{D}$ occurs in the form

Finally, taking this diagram $\mathcal{D}$ with $W(\mathcal{D}) = \langle \sigma_0, \ldots, \sigma_5 \rangle$ in the form
then the twisting operation
\[(\sigma_0, \ldots, \sigma_5; \tau_0, \tau_1) \mapsto (\tau_0, \tau_1, \sigma_0, \sigma_5, \tau_2) =: (\rho_0, \ldots, \rho_5)\]
on \[W(D)\] defines the polytope \(\{3,4,3,3,4\}\) with group
\[\langle \rho_0, \ldots, \rho_5 \rangle = [3,4,3,3,4] = W(D) \times (S_3 \times C_2).\]
It follows from these observations that the Coxeter group \([3,4,3,3,3]\) has subgroups \([3,3,3,3,3]\) and \([3,4,3,3,4]\) of indices 5 and 10, respectively. This fact can also be proved by simplex dissection of hyperbolic simplices.

Note that, with \(L = \{3,3,3\}\) and \(K = \{3\}\) (on 3 vertices), we also have
\[\{3,3,3,3,4\} = \{3,3,3\}\{3\}, \quad [3,3,3,4,3] = W(D) \times S_3,
\]
with diagram

and the same group as in the first example is now expressed in a different way.

5. A universal property of \(2^K,G\)

In this section, we prove a property of certain polytopes \(2^K,G\) and \(L^K,G\), which allows us to identify them as universal polytopes in their classes. The crucial concept is that of an extension of a given diagram to a diagram on a larger set of nodes, which preserves the action of \(K\). It is striking that this method enables us to deal with many classes of locally toroidal regular polytopes, and to find the finite universal polytopes in these classes. This also lays the foundations for Sections 6 and 7.

Let \(K\) be a regular \(n\)-polytope with group \(A(K) = \langle \tau_0, \ldots, \tau_{n-1} \rangle\) and (basic) facet \(F := K_{n-1}\); then \(A(F) = \langle \tau_0, \ldots, \tau_{n-2} \rangle\). Let \(H\) be an \(F\)-admissible diagram on the vertex set \(V(F)\) of \(F\), with the base vertex \(F_0\) of \(K\) as initial vertex. Then the regular \(n\)-polytope \(2^F,H\) is defined and has vertex-figures isomorphic to \(F\). Now, if \(G\) is any \(K\)-admissible diagram on the vertex set \(V(K)\) of \(K\) such that \(H\) is the induced subdiagram of \(G\) on \(V(F)\), then \(2^K,G\) is a regular \((n+1)\)-polytope in the class \((2^F,H,K)\). However, given \(H\), such a diagram \(G\) need not exist in general. If \(G\) does exist, then we call \(H\) a \(K\)-extendable diagram, and \(G\) a \(K\)-extension of \(H\).
For instance, let $\mathcal{K}$ be the 24-cell $\{3, 4, 3\}$ (with 24 octahedral facets), and $\mathcal{H}$ the diagram on the octahedron $\{3, 4\}$ which connects antipodal vertices by a branch labelled $s$. Then we can take for $\mathcal{G}$ the diagram on the 24 vertices of $\mathcal{K}$ whose restriction to the vertex-set of each facet is $\mathcal{H}$. However, we could also add further branches in a suitable way.

To give an example of a diagram $\mathcal{H}$ which is not $\mathcal{K}$-extendable, choose for $\mathcal{K}$ the hemi-cube $\{4, 3\}_4$ (obtained by identifying antipodal vertices of the 3-cube), and for $\mathcal{H}$ the diagram on the four vertices of $\mathcal{F} := \{4\}$ which connects antipodal vertices of $\mathcal{F}$ by a branch with a label at least 3, but connects no other vertices of $\mathcal{F}$. Then $\mathcal{H}$ is not $\mathcal{K}$-extendable, because in $\mathcal{K}$ antipodal vertices of $\mathcal{F}$ are connected by edges of $\mathcal{K}$.

It is easy to see that a diagram $\mathcal{H}$ is $\mathcal{K}$-extendable if and only if it has the following property:

\[
\begin{align*}
\text{(10)} & \quad \begin{cases} 
\text{If two diagonals (pairs of vertices) of } \mathcal{F} \text{ are equivalent under } A(\mathcal{K}), \text{ then the corresponding branches in } \mathcal{H} \text{ have the same} \\
\text{label (possibly 2).}
\end{cases}
\end{align*}
\]

Note that it is not required that the two diagonals be equivalent under $A(\mathcal{F})$. Given a $\mathcal{K}$-extendable diagram $\mathcal{H}$, there exists a universal $\mathcal{K}$-extension $\mathcal{D}$ of $\mathcal{H}$, in the sense that for any $\mathcal{K}$-extension $\mathcal{G}$ there is a homomorphism $W(\mathcal{D}) \mapsto W(\mathcal{G})$ between the corresponding Coxeter groups, which maps generators onto corresponding generators. This diagram $\mathcal{D}$ with node set $V(\mathcal{K})$ is obtained as follows.

First, take the branches and labels of $\mathcal{H}$ and all their transforms under elements of $A(\mathcal{K})$; by (10), this already gives a $\mathcal{K}$-extension. (This corresponds to the above example for the 24-cell.) Second, complete the diagram $\mathcal{D}$ by adding (if possible) branches with label $\infty$, one for each diagonal of $\mathcal{K}$ which is not equivalent under $A(\mathcal{K})$ to a diagonal of $\mathcal{F}$. This gives a $\mathcal{K}$-extension of $\mathcal{H}$. Note that, in constructing the universal $\mathcal{K}$-extension, we have added as many branches with marks $\infty$ as possible, while preserving the $\mathcal{K}$-extension property. Note also that a $\mathcal{K}$-extendable diagram $\mathcal{H}$ coincides with all its $\mathcal{K}$-extensions if and only if $\mathcal{K}$ is flat. The following theorem shows the significance of the universal $\mathcal{K}$-extension $\mathcal{D}$.

**Theorem 5.1.** Let $\mathcal{K}$ be a regular $n$-polytope with facet $\mathcal{F}$, and let $\mathcal{H}$ be an $\mathcal{F}$-admissible diagram on the vertex-set of $\mathcal{F}$ which is $\mathcal{K}$-extendable. Then the universal polytope $\{2^{\mathcal{F}, \mathcal{H}}, \mathcal{K}\}$ exists, and

$$\{2^{\mathcal{F}, \mathcal{H}}, \mathcal{K}\} = 2^{\mathcal{K}, \mathcal{D}},$$

where $\mathcal{D}$ is the universal $\mathcal{K}$-extension of $\mathcal{H}$.

**Proof.** By construction, $2^{\mathcal{K}, \mathcal{D}}$ is in $\{2^{\mathcal{F}, \mathcal{H}}, \mathcal{K}\}$, so that the universal polytope does indeed exist. It remains to prove that $2^{\mathcal{K}, \mathcal{D}}$ is itself universal.

Let $\mathcal{P} := \{2^{\mathcal{F}, \mathcal{H}}, \mathcal{K}\}$ and $A(\mathcal{P}) := \langle \alpha_0, \ldots, \alpha_n \rangle$. If $N_0$ denotes the normal closure of $\alpha_0$ in $A(\mathcal{P})$, then

$$A(\mathcal{P}) = N_0 \cdot \langle \alpha_1, \ldots, \alpha_n \rangle = N_0 \cdot A(\mathcal{K}).$$

For the polytope $2^{\mathcal{K}, \mathcal{P}}$, the normal closure of $\rho_0 = \sigma_0$ in $A(2^{\mathcal{K}, \mathcal{D}}) = \langle \rho_0, \ldots, \rho_n \rangle$ is the subgroup $W(\mathcal{D}) = \langle \sigma_i \mid i \in V(\mathcal{K}) \rangle$; here 0 is the base vertex of $\mathcal{K}$. This shows that

$$A(2^{\mathcal{K}, \mathcal{D}}) = W(\mathcal{D}) \cdot \langle \rho_1, \ldots, \rho_n \rangle \cong W(\mathcal{D}) \ltimes A(\mathcal{K}).$$
On the other hand, the mapping \( \alpha_i \mapsto \rho_i \) \((i = 0, \ldots, n)\) defines a surjective homomorphism \( f : A(P) \to A(2^K, D) \), which is one-to-one on \( \langle \alpha_1, \ldots, \alpha_n \rangle \), and maps \( N_0 \) onto \( W(D) \). It follows that the product in (11) is semi-direct.

Next, we observe that the action of \( A(K) \) on \( N_0 \) is equivalent to that on \( W(D) \). More precisely, if \( \varphi, \psi \in \langle \alpha_1, \ldots, \alpha_n \rangle \), then

\[
\varphi \alpha_i \varphi^{-1} = \psi \alpha_i \psi^{-1} \iff f(\varphi) \sigma_0 f(\varphi)^{-1} = f(\psi) \sigma_0 f(\psi)^{-1}
\]

(13)

To prove the less obvious assertion, note that \( f(\psi^{-1} \varphi) \sigma_0 f(\psi^{-1} \varphi)^{-1} = \sigma_0 \) from the second equation, and thus \( f(\psi^{-1} \varphi)(0) = 0 \). But then \( f(\psi^{-1} \varphi) \in \langle \rho_2, \ldots, \rho_n \rangle \), and hence \( \psi^{-1} \varphi \in \langle \alpha_2, \ldots, \alpha_n \rangle \), because \( f \) is one-to-one on \( \langle \alpha_1, \ldots, \alpha_n \rangle \).

Now by (13) the generators of \( N_0 \) are in one-to-one correspondence with the vertices of \( K \). For \( i \in V(K) \), define \( \beta_i := \varphi_i \alpha_i \varphi_i^{-1} \), where \( \varphi_i \in \langle \alpha_1, \ldots, \alpha_n \rangle \) such that \( f(\varphi_i)(0) = i \). Then \( N_0 = \langle \beta_i \mid i \in V(K) \rangle \), \( \beta_0 = \alpha_0 \), and \( f(\beta_i) = \sigma_i \) for all \( i \in V(K) \). To prove that \( f \) is also one-to-one on \( N_0 \), it suffices to check that \( N_0 \) belongs to the same diagram \( D \) as \( W(D) \). Two cases have to be considered.

First, consider \( \beta_i \beta_j \), with \( i, j \) representing a diagonal class of \( K \) which is equivalent under \( A(K) \) to a diagonal class of \( F \). Then we may assume that \( i, j \in V(F) \).

Since \( P \) and \( 2^K, D \) have the same facets \( 2^F, K \), we know that \( f \) must be one-to-one on the subgroup \( \langle \beta_k \mid k \in V(F) \rangle \). It follows that \( \beta_i \beta_j \) and \( \sigma_i \sigma_j \) have the same order.

Second, if \( i, j \) represents a diagonal class of \( K \) which is not equivalent under \( A(K) \) to one of \( F \), then since \( D \) is universal, \( \sigma_i \sigma_j \) already has infinite order, and so does \( \beta_i \beta_j \).

It follows that \( f \) is one-to-one on \( A(P) \) and thus \( P \approx 2^K, D \), which completes the proof. \( \square \)

Call a polytope \( P \) weakly neighbourly if any two vertices of \( P \) lie in a common facet. Examples of such polytopes are the toroids \( \{4, 4\}_{(3,0)} \) and \( \{3, 3, 4, 3\}_{(2,0,0,0)} \); see Section 3.

**Corollary 5.2.** Let \( K \) be a regular \( n \)-polytope with facet \( F \), and let \( D \) be the universal \( K \)-extension of the trivial diagram on \( F \). Then \( \{2^F, K\} \) exists and coincides with \( 2^K, D \). In particular, \( \{2^F, K\} \) is finite (with group \( C_2^{\langle V(K) \rangle} \ltimes A(K) \)) if and only if \( K \) is finite and weakly neighbourly.

**Proof.** Apply Theorem 5.1 with \( H \) the trivial diagram on \( F \). Then \( H \) is \( K \)-extendable by the trivial diagram on \( K \). From the definition of \( D \), the polytope \( 2^K, D \) is finite if and only if \( K \) is finite, and each pair of vertices of \( K \) is equivalent under \( A(K) \) to a pair of vertices of \( F \); that is, if and only if \( K \) is finite and weakly neighbourly; in this case, \( W(D) \approx C_2^{\langle V(K) \rangle} \) because \( D \) is trivial. \( \square \)

For the next example, recall that a polytope is called simplicial if all its facets are isomorphic to simplices, and cubical if its facets are isomorphic to cubes.

**Corollary 5.3.** Let \( K \) be a simplicial regular \( n \)-polytope, and let \( D \) be the universal \( K \)-extension of the trivial diagram on its facet \( F \). Then the cubical regular \((n+1)\)-polytope \( \{4, 3^{n-2}\}, K \} \) exists, and coincides with \( 2^K, D \). In particular, \( \{4, 3^{n-2}\}, K \} \) is finite (and then equal to \( 2^K \), with group the semidirect product \( C_2^{\langle V(K) \rangle} \ltimes A(K) \)) if and only if \( K \) is finite and neighbourly.
Proof. Apply Corollary 5.2 with $\mathcal{F} = \{3^{n-2}\}$, and use $2^\mathcal{F} = \{4, 3^{n-2}\}$. Further, observe that a simplicial polytope is neighbourly if and only if it is weakly neighbourly.

Corollary 5.3 says that the only finite universal cubical regular polytopes are those in which the vertex-figure is finite and neighbourly. It would therefore be interesting to be able to characterize the finite neighbourly regular polytopes.

We proceed with further applications of Theorem 5.1. In all these cases, $\mathcal{K}$ will be a regular $n$-polytope with centrally symmetric facets $\mathcal{F}$, where we call a regular polytope $\mathcal{P}$ centrally symmetric if its group $A(\mathcal{P})$ contains a proper central involution, which does not fix any of its vertices. (Note that, if a central involution in $A(\mathcal{P})$ fixes one vertex, then it fixes every vertex, and thus acts on the vertex-set of $\mathcal{P}$ like the identity. It is therefore natural to leave such involutions out of consideration.) A proper central involution in $A(\mathcal{P})$ thus pairs up antipodal vertices of $\mathcal{P}$. Note that a central involution in the group $A(\mathcal{P})$ of a regular polytope $\mathcal{P}$ whose faces are uniquely determined by their vertex-sets (as is the case, for example, when $\mathcal{P}$ is a lattice) must be proper, and so makes $\mathcal{P}$ centrally symmetric.

Antipodal vertices of a centrally symmetric regular $k$-polytope $\mathcal{P}$ cannot be joined by an edge unless $\mathcal{P}$ has only two vertices, or, equivalently, $p_1 = 2$ in the Schl"afli symbol $\{p_1, \ldots, p_k\}$ of $\mathcal{P}$. To see this, let $A(\mathcal{P}) = \langle \rho_0, \ldots, \rho_{k-1} \rangle$, with the $\rho_i$ the distinguished generators with respect to the base flag $\{F_0, \ldots, F_k\}$ of $\mathcal{P}$, and let $\alpha \in A(\mathcal{P})$ be a proper central involution. If the vertices $F_0$ and $\rho_0(F_0)$ of the base edge $F_1$ are antipodal, then $\alpha(F_0) = \rho_0(F_0)$ implies that $\rho_0 \in \alpha(p_1, \ldots, p_{k-1})$, and hence that $A(\mathcal{P}) \cong \langle p_1, \ldots, p_{k-1} \rangle \times C_2$. It follows that $\mathcal{P}$ has only two vertices, as claimed.

Now let $\mathcal{K}$ and $\mathcal{F}$ be as before, and suppose that $\mathcal{F}$ is centrally symmetric. We write $\mathcal{H} = \mathcal{H}_s(\mathcal{F})$ for the diagram on the vertex-set $V(\mathcal{F})$ of $\mathcal{F}$ which connects antipodal vertices of $\mathcal{F}$ by a branch marked $s$ ($\geq 2$). In the cases we consider, $\mathcal{H}_s(\mathcal{F})$ will be $\mathcal{K}$-extendable, and we denote its universal $\mathcal{K}$-extension by $\mathcal{D} := D_s(\mathcal{K})$. Note that, if $\mathcal{F} = \{3^{n-3}, 4\}$, then

$$2^{\mathcal{F}, \mathcal{H}_s(\mathcal{F})} = \{4, 3^{n-3}, 4\}_{[2s, 0n-2]}.
$$

This is a $2^s$-toroid with group $[4, 3^{3-3}, 4]_{[2s, 0n-2]} = D_s^{n-1} \times [3^{n-3}, 4]$. If $\mathcal{F} = \{3, 4\}$, then $\mathcal{H}_s(\mathcal{F})$ is the diagram which connects antipodal vertices of the octahedron by a branch marked $s$, and $2^{\mathcal{F}, \mathcal{H}_s(\mathcal{F})}$ is the toroidal $\{4, 3, 4\}_{[2s, 0, 0]}$ obtained from a $(2s \times 2s \times 2s)$ cubical grid by identifying opposite walls.

**Corollary 5.4.** Let $s \geq 2$, and let $\mathcal{K} := \{4, 4\}_{[b,c]}$ with $b \geq 2$ and $c = 0$ or $b$. Then

$$\{4, 4\}_{[2s, 0]}, \mathcal{K} = 2^{\mathcal{K}, \mathcal{D}_s(\mathcal{K})},$$

which is finite if and only if $s \geq 2$ and $(b, c) = (2, 0)$ or $s = 2$ and $(b, c) = (3, 0)$. In the finite cases, the groups are $(D_s \times D_s) \times [4, 4]_{[2s, 0]}$ and $C_{2s}^2 \times [4, 4]_{[3s, 3s]}$, respectively.

**Proof.** Here, $\mathcal{F} = \{4\}$, and $\mathcal{H} = \mathcal{H}_s(\mathcal{F})$ is $\mathcal{K}$-extendable for all $(b, c)$. The facets are $2^{\mathcal{F}, \mathcal{H}} = \{4, 4\}_{[2s, 0]}$. The group of $2^{\mathcal{K}, \mathcal{D}}$ is finite if and only if $W(\mathcal{D})$ is finite, that is, if and only if $s \geq 2$ and $(b, c) = (2, 0)$, or $s = 2$ and $(b, c) = (3, 0)$. In the finite cases, $W(\mathcal{D}) = D_s \times D_s$ or $W(\mathcal{D}) = C_{2s}^2$, respectively, so that the groups are as described.

For another construction of the polytopes in Corollary 5.4, the reader is referred to [19]. The structure of the polytopes for $s = 1$ will be discussed in Section 7.
Corollary 5.5. Let \( s \geq 2 \), and let \( \mathcal{K} := \{3, 4, 3\} \). Then
\[
\{\{4, 3, 4\}_{2s,0,0}(\mathcal{K}) = 2^{\mathcal{K}, \mathcal{D}_s(\mathcal{K})},
\]
which is infinite for all \( s \).

Proof. Now \( \mathcal{F} = \{3, 4\} \), and again \( \mathcal{H} = \mathcal{H}_s(\mathcal{F}) \) is \( \mathcal{K} \)-extendable. The facets are \( \{4, 3, 4\}_{2s,0,0} \), and the group \( W(\mathcal{D}) \) is infinite for all \( s \geq 2 \).

Corollary 5.6. Let \( s, t \geq 2 \), \( k = 1 \) or \( 2 \), and let \( \mathcal{K} := \{3, 3, 4, 3\} \). Then
\[
\{\{4, 3, 3, 4\}_{2s,0,0,0}(\mathcal{K}) = 2^{\mathcal{K}, \mathcal{D}_s(\mathcal{K})},
\]
which is an infinite polytope unless \( (s, t, k) = (2, 2, 1) \). If \( (s, t, k) = (2, 2, 1) \), the group of the polytope is \( C^2_2 \times [3, 3, 3, 3]_{(2,0,0,0)} \), of order \( 1 \, 207 \, 959 \, 552 \).

Proof. We now have \( \mathcal{F} = \{3, 4, 3\} \), the 4-crosspolytope. Note that antipodal vertices of facets of \( \mathcal{K} \) are never joined by an edge, so that \( \mathcal{H} = \mathcal{H}_s(\mathcal{F}) \) is always \( \mathcal{K} \)-extendable. Observe also that, if \( (t, k) = (2, 1) \) or \( (2, 2) \), then in \( \mathcal{K} \) two vertices can be antipodal vertices of more than one facet (in fact, eight facets); hence, if we generate a \( \mathcal{K} \)-extension by applying all automorphisms of \( \mathcal{K} \) to \( \mathcal{H} \), we can only take one branch for each such pair of vertices. Now the facets are isomorphic to \( \{4, 3, 3, 4\}_{2s,0,0,0} \). The group of the polytope is infinite unless \( \mathcal{K} \) is weakly neighbourly and \( s = 2 \). This leaves the exceptional case \( (s, t, k) = (2, 2, 1) \); here, \( \mathcal{D}_s(\mathcal{K}) \) pairs up the 16 vertices of \( \mathcal{K} \) to give a group \( C^2_2 \times [3, 3, 3, 3]_{(2,0,0,0)} \). (When \( \mathcal{K} = \{3, 3, 4, 3\}_{(2,0,0,0)} \), the diagram \( \mathcal{D}_s(\mathcal{K}) \) splits into four components, each given by a complete graph on 4 nodes with all branches marked \( s \).)

Our next result generalizes Theorem 5.1, and deals with the polytopes \( \mathcal{L}^{\mathcal{K}, \mathcal{G}} \) for universal polytopes \( \mathcal{L} \) of rank at least 2. Here we do not need the concept of a \( \mathcal{K} \)-extension of a diagram.

Theorem 5.7. Let \( \mathcal{K} \) be a regular \( n \)-polytope with facet \( \mathcal{F} \), let \( \mathcal{G} \) be a \( \mathcal{K} \)-admissible diagram on the vertex-set of \( \mathcal{K} \), and let \( \mathcal{H} \) denote the induced subdiagram of \( \mathcal{G} \) on the vertex-set of \( \mathcal{F} \). Let \( m \geq 2 \), and let \( \mathcal{L} := \{q_1, \ldots, q_{m-1}\} \) and \( \mathcal{L}_0 := \{q_2, \ldots, q_{m-1}\} \), the vertex-figure of \( \mathcal{L} \). Then the universal regular \( (n + m) \)-polytope \( \{\mathcal{L}^{\mathcal{F}, \mathcal{H}}, \mathcal{L}_0^{\mathcal{G}}\} \) exists, and
\[
\{\mathcal{L}^{\mathcal{F}, \mathcal{H}}, \mathcal{L}_0^{\mathcal{G}}\} = \mathcal{L}^{\mathcal{K}, \mathcal{G}}.
\]

Proof. The proof is similar to that of Theorem 5.1. Let \( \mathcal{P} := \{\mathcal{L}^{\mathcal{F}, \mathcal{H}}, \mathcal{L}_0^{\mathcal{G}}\} \). We choose \( \mathcal{N}_0 \) to be the normal closure of \( \langle \alpha_0, \ldots, \alpha_{m-1} \rangle \) in \( A(\mathcal{P}) := \langle \alpha_0, \ldots, \alpha_{m+n-1} \rangle \), and conclude as before that
\[
A(\mathcal{P}) \simeq \mathcal{N}_0 \ltimes \langle \alpha_0, \ldots, \alpha_{m+n-1} \rangle \simeq \mathcal{N}_0 \ltimes A(\mathcal{K}).
\]
Then an analogue of (13) holds with the suffix 0 replaced by \( m-1 \); the corresponding statement is also true for the suffixes 0, 1, \ldots, \( m-2 \), but here it is trivial because \( \varphi, \psi \in \langle \alpha_0, \ldots, \alpha_{m+n-1} \rangle \) commute with each \( \alpha_j \) with \( j \leq m-2 \). It follows that \( \mathcal{N}_0 = \langle \beta_i \mid i \in V(\mathcal{D}) \rangle \), with \( \mathcal{D} \) the diagram used to define \( \mathcal{L}^{\mathcal{K}, \mathcal{G}} \) (see Section 4). Again it can be proved that \( \mathcal{N}_0 \) belongs to the same diagram \( \mathcal{D} \), because the polytopes have the same facets and the same vertex-figures. The details are left to the reader.

Corollary 5.8. Let \( \mathcal{K} := \{3, 4\} \), and let \( G_s(\mathcal{K}) \) be the diagram on the vertex-set of \( \mathcal{K} \) connecting antipodal vertices by a branch labelled \( s \geq 2 \). Then
\[
\{\{3, 4, 3\}, \{4, 3, 4\}_{(2s,0,0)} \} = \{3\}^{(3,4), \mathcal{G}_s(\mathcal{K})},
\]
which is infinite for all \( s \).
Proof. In this case, the facets are \( \{3\}^3 = \{3,4,3\} \) and the vertex-figures are \( 2^{K_0} \phi_0(K) = \{4,3,4\}_{(2s,0,0)} \). Note that Corollary 5.8 gives another construction of the duals of the 5-polytopes occurring in Corollary 5.5. If the vertices of \( K = \{3,4\} \) are labelled \( 1,\ldots,6 \), with antipodes labelled \( i, i+3 \) (mod 6), then the diagram \( D \) involved in the construction of the polytopes of Corollary 5.8 is the diagram we discuss further in the next section. \( \square \)

We conclude this section with yet another application of our methods to an interesting extension problem for regular polytopes. Here we restrict ourselves to the most important case where all the entries in the Schl"afli symbols are at least 3; the general case can easily be derived from this.

Theorem 5.9. Let \( n \geq 2 \), and let \( K \) be a regular \( n \)-polytope of type \( \{p_1,\ldots,p_{n-1}\} \) with \( p_1,\ldots,p_{n-1} \geq 3 \). Let \( r \geq 2 \), \( m \geq 1 \) and \( q_1,\ldots,q_{n-1} \geq 3 \). Then there exists a regular \( (m+n) \)-polytope \( P \) with the following properties:

\( \text{(a)} \) The polytope is of type \( \{q_1,\ldots,q_{n-1},2r,p_1,\ldots,p_{n-1}\} \), and its co-faces to \( (m-1) \)-faces are isomorphic to \( K \).

\( \text{(b)} \) \( P \) is "universal" among all regular \( (m+n) \)-polytopes which have the property of part (a); that is, any other such regular \( (m+n) \)-polytope is a quotient of \( P \).

\( \text{(c)} \) \( P \) is finite if and only if \( m = 1, r = 2 \) and \( K \) is finite and neighbourly, or \( m = 2, p_1 = 3, r = 2 \) and \( K = \{3\} \). In these cases, \( P = 2^K \) or \( P = \{3,4,3\} \), with groups \( \rho_2^V(K) \times A(K) \) or \( \{3,4,3\} \), respectively.

\( \text{(d)} \) \( P = \{q_1,\ldots,q_{n-1}\}_K \), where \( G \) is the complete graph on the vertex set of \( K \), in which the branches representing edges of \( K \) are marked \( r \), while all other branches are marked \( \infty \). In particular, the \( m \)-faces of \( P \) are isomorphic to \( \{q_1,\ldots,q_{n-1}\} \).

Proof. We use the same method of proof as for Theorems 5.1 and 5.7. Let \( \mathcal{L} := \{q_1,\ldots,q_{n-1}\} \), and let \( G \) be as in (d). First note that \( \mathcal{L}^K \phi \) (with group \( A(\mathcal{L}^K \phi) = \{\rho_0,\ldots,\rho_{m+n-1}\} \)) is a polytope which satisfies (a). On the other hand, the existence of any regular polytope with property (a) implies the existence of a universal such polytope; a proof of this fact can be given by adapting the proof of Theorem 1 in [26] to the situation discussed here. Let \( P \) be this universal polytope, and let \( A(P) = \{\alpha_0,\ldots,\alpha_{m+n-1}\} \). As in the proof of Theorem 5.7, if \( N_0 \) denotes the normal closure of \( \{\alpha_0,\ldots,\alpha_{m+n-1}\} \) in \( A(P) \), then (15) holds and we again arrive at \( N_0 = \{\beta_i \mid i \in V(D)\} \), with \( D \) the diagram used to define \( \mathcal{L}^K \phi \). Here, \( \beta_i = \alpha_i \) if \( i \leq m-2 \), or is the conjugate of \( \alpha_{m-1} \) which corresponds to the vertex \( i \) of \( V(K) \) otherwise. Again we need to check that \( N_0 \) belongs to the same diagram \( D \) as the group \( W(D) = \{\sigma_i \mid i \in V(D)\} \), that is, that \( \beta_i/\beta_j \) and \( \sigma_i/\sigma_j \) have the same order for any two nodes \( i, j \) of \( D \).

If \( i, j \leq m-1 \), then \( \beta_i/\beta_j = \alpha_i/\alpha_j \) and \( \sigma_i/\sigma_j = \rho_i/\rho_j \) clearly have the same order, because \( P \) and \( \mathcal{L}^K \phi \) have the same Schl"afli symbols. Since \( A(K) = \{\alpha_m,\ldots,\alpha_{m+n-1}\} \) acts on \( N_0 \) as it does on \( W(D) \), the elements \( \beta_i/\beta_j \) and \( \sigma_i/\sigma_j \) are conjugate to \( \beta_i/\beta_{m-1} \) and \( \sigma_i/\sigma_{m-1} \), respectively, if \( i \leq m-2 \) and \( j \in V(K) \); hence the orders are again the same.

Now let \( i, j \in V(K) \). If \( i, j \) are joined by an edge of \( K \), then modulo \( A(K) \) we may assume that \( i = m-1 = F_0 \), the base vertex of \( K \), and \( j = \rho_m(F_0) (= \alpha_m(F_0)) \), the other vertex in the base edge of \( K \). But then
\[ \sigma_i \sigma_j = \sigma_{F_0} \rho_m \sigma_{F_0} \rho_m = (\sigma_{F_0} \rho_m)^2 = (\rho_{m-1} \rho_m)^2, \]

and similarly
\[ \beta_i \beta_j = \beta_{F_0} \alpha_m \beta_{F_0} \alpha_m = (\beta_{F_0} \alpha_m)^2 = (\alpha_{m-1} \alpha_m)^2. \]

It follows that both elements have order $2r$, because the corresponding entry in the Schlafli symbol is $2r$. Finally, if $i, j$ are not joined by an edge of $K$, then by the construction of $G$ the order of $\sigma_i \sigma_j$ is infinite, and so is the order of $\beta_i \beta_j$.

It follows that the homomorphism $A(P) \mapsto A(L^K,G)$ is an isomorphism, and thus $P$ and $L^K,G$ are isomorphic polytopes. This proves parts (a), (b) and (d) of the theorem.

Furthermore, $L^K,G$ is finite if and only if $W(D)$ and $A(K)$ are finite. Let $K$ be finite. If $m = 1$, then $W(D)$ is finite if and only if $G$ has no branches marked $r \geq 3$ or $\infty$; that is, if and only if $K$ is neighbourly and $r = 2$. In this case, $P = 2^K$, $W(D) \cong C_2^{4|V(K)|}$, and $A(P) \cong C_2^{4|V(K)|} \times A(K)$. If $m \geq 2$, then $W(D)$ can only be finite if $r = 2$, and the node $m - 2$ of $D$ is contained in at most 3 branches (marked $q_{m-2} \geq 3$ or $q_{m-1} \geq 2$); that is, if and only if $r = 2$ and $K = L = \{3\}$ (and $m = n = 2$). But if $r = 2$ and $K = L = \{3\}$, then $P = \{3, 4, 3\}$. This completes the proof.

6. The polytopes $\{\{3,4,3\},\{4,3,4\}_s\}$

As was remarked in the Introduction, up to duality there is only one possible Schlafli symbol for locally toroidal regular polytopes of rank 5, namely $\{3,4,3\}$. The polytopes are now members of a class $\langle\{3,4,3\},\{4,3,4\}_s\rangle$, for some $s = (s^b, 0^{3-b})$ with $s \geq 2$ and $k = 1, 2, 3$. It is known that the corresponding universal polytopes $P_s := \{\{3,4,3\},\{4,3,4\}_s\}$ exist for all $s$, but are finite only if $s = (2,0,0), (2,2,0)$ or $(2,2,2)$ ([21]). However, the method of proof in [21] is constructive only for $k = 1$. If $k = 1$ and $s \geq 2$, the corresponding polytope $P_{(s,0,0)}$ can be obtained from the Coxeter group $U_s$ with diagram

\[ \rho_2 \]

\[ \bullet \]

\[ \cdot \]

\[ s \]

\[ \bullet \]

\[ \rho_1 \]

\[ \rho_0 \]

\[ \rho_2 \]

\[ \rho_3 \]

\[ \rho_4 \]
by choosing the generators $\rho_0, \ldots, \rho_4$ of $A(P_{(s,0,0)}) = U_s \rtimes S_3$ as indicated ($\rho_2$ and $\rho_4$ are diagram automorphisms).

The main result of this section, Theorem 6.3, uses the geometry of the octahedron to obtain, for each $k = 1, 2, 3$ and each odd $s = (s^k, 0)^{3-k}$ (meaning that $s$ is odd), an infinite polytope in $\langle\{3,4,3\},\{4,3,4\}\rangle$. This is based on Corollary 5.8 of the previous section, and gives a more constructive way of proving the non-finiteness of the corresponding polytope $P_k$. If $s = (s,0,0)$, the construction gives $P_k$ itself.

It is interesting to note that the groups of these polytopes are residually finite, because they admit faithful representations as linear groups over the real field (Malcev [11]). Recall that a group $U$ is residually finite if, for each finite subset $\{\varphi_1, \ldots, \varphi_m\} \subset U \setminus \{e\}$, there exists a homomorphism $f$ of $U$ onto some finite group, such that $f(\varphi_j) \neq e$ for each $j = 1, \ldots, m$. It was proved in [20] that, if a class $\langle P_1, P_2 \rangle$ contains an infinite polytope $P$ with a residually finite group, then it contains infinitely many regular polytopes which are finite and are covered by $P$. In particular, the construction of such infinite polytopes implies that all classes $\langle\{3,4,3\},\{4,3,4\}\rangle$ with $s$ odd contain infinitely many finite regular polytopes. We conjecture this result to be true for even $s$ with $s > 2$ as well. Note that there are also similar results for each class which contains an infinite polytope $2^K \varGamma$ or $L^K \varGamma$ with $K$ finite.

In our construction, we shall frequently use the following quotient relations among the polytopes $P_s$ ([21]):

\[ P_{(s,0,0)} = \langle \tau_0, \tau_1, \tau_2 \rangle, \]

with

\[ \tau_0 := (1 2)(4 5), \]

\[ \tau_1 := (2 3)(5 6), \]

\[ \tau_2 := (3 6). \]
The construction of Corollary 5.8 amounts to applying to the Coxeter group $W_s = \langle \sigma_0, \ldots, \sigma_6 \rangle$, with diagram

\[
\begin{array}{c}
\textbf{D}:
\end{array}
\]

the twisting operation

\[
(\sigma_0, \ldots, \sigma_6; \tau_0, \tau_1, \tau_2) \mapsto (\sigma_0, \sigma_1, \tau_0, \tau_1, \tau_2) =: (\rho_0, \ldots, \rho_4).
\]

(The generator $\sigma_j$ corresponds to the node marked $j$.) The resulting polytope is $P(2_s, 0, 0)$, with group $A(P(2_s, 0, 0)) = \langle \rho_0, \ldots, \rho_4 \rangle = W_s \ltimes [3, 4]$.

We use the quotient relations (17) to relate the structure of the polytopes $P(s, 0, 0)$, $P(s, s, 0)$ and $P(s, s, s)$ to $P(2_s, 0, 0)$. As we shall see, this works particularly well if $s$ is odd; the geometry of the octahedron then comes into play. However, we begin with the case where $s = 2t$ is even, when we shall recognize the group as a certain semi-direct product.

Let us take the generators of $A(P(2_s, 0, 0)) = W_{2t} \ltimes [3, 4]$ as in (20). If we write $\chi := (123456)$ and $\omega := (1245)$, then we have $\rho_1 \rho_2 \rho_3 \rho_4 = \sigma_1 \omega$ and $\rho_1 \rho_2 \rho_3 \rho_4 = \sigma_1 \omega$; these elements have orders $12t$ and $8t$ in $A(P(2_s, 0, 0))$, respectively. By (5), the groups of $P(s, s, s)$ and $P(s, s, 0)$ are the Coxeter group $[3, 4, 3, 4]$, factored out by the single extra relations $(\rho_1 \rho_2 \rho_3 \rho_4)^{6t} = \varepsilon$ and $(\rho_1 \rho_2 \rho_3 \rho_4)^{8t} = \varepsilon$, respectively.

But in $A(P(2_s, 0, 0))$, we have

\[
(\rho_1 \rho_2 \rho_3 \rho_4)^{6t} = (\sigma_1 \sigma_4)^t(\sigma_2 \sigma_5)^t(\sigma_3 \sigma_6)^t
\]

and

\[
(\rho_1 \rho_2 \rho_3 \rho_4)^{8t} = (\sigma_1 \sigma_4)^t(\sigma_2 \sigma_5)^t.
\]

Therefore, in $A(P(s, s, s))$ and $A(P(s, s, 0))$, these relations impose extra relations on the generators of $W_{2t}$, namely

\[
(\sigma_1 \sigma_4)^t(\sigma_2 \sigma_5)^t(\sigma_3 \sigma_6)^t = \varepsilon
\]

and

\[
(\sigma_1 \sigma_4)^t(\sigma_2 \sigma_5)^t = (\sigma_1 \sigma_4)^t(\sigma_3 \sigma_6)^t = (\sigma_2 \sigma_5)^t(\sigma_3 \sigma_6)^t = \varepsilon,
\]

respectively; because of the action of $A(K)$, the two latter relations of (22) are equivalent to the first.
Let $\hat{W}_{2t}$ and $\hat{\hat{W}}_{2t}$ denote the quotients of $W_{2t}$ defined by the extra relations (21) and (22), respectively. Then we have

$$A(P_{(2,0,0)}) = W_{2t} \ltimes [3, 4]$$

for $s = 2t, t \geq 2$. Note that we indeed have semi-direct products here, because the surjective homomorphisms onto $A(P_{(s,0,0)}) = W_t \ltimes [3, 4]$ are one-to-one on the $[3, 4]$-subgroup.

The more interesting case is when $s = 2t + 1 (\geq 3)$ is odd. First, we describe a new construction of the polytopes $P_{(s,0,0)}$. We begin with two lemmas.

**Lemma 6.1.** Let $s = 2t + 1 \geq 3$, and let $\langle \varphi_0, \varphi_1, \varphi_2 \rangle$ be the Coxeter group with diagram

\[
\begin{array}{ccccccccc}
\varphi_0 & \varphi_1 & \varphi_2 \\
\varphi_0 \varphi_1 & & & & & & & & \varphi_2 \\
\end{array}
\]

factored out by the extra relation

$$\varphi_0 \varphi_1 (\varphi_2 \varphi_1)^t = \varepsilon.$$  \hspace{1cm} (25)

Then $\langle \varphi_0, \varphi_1, \varphi_2 \rangle \simeq [3, s]$, with the $\psi_i$ in the diagram

\[
\begin{array}{ccccccccc}
\psi_0 & \psi_1 & \psi_2 \\
\psi_0 \psi_1 & & & & & & & & \psi_2 \\
\end{array}
\]

for $[3, s]$ related to the $\varphi_j$ by

$$\begin{align*}
(\psi_0, \psi_1, \psi_2) &= (\varphi_0, \varphi_1, (\varphi_2 \varphi_1)^t), \\
(\varphi_0, \varphi_1, \varphi_2) &= (\psi_0, \psi_1, \psi_2 \psi_1 \psi_2).
\end{align*}$$

**Proof.** It is easy to check that the relations of (24) and (25) in terms of $\varphi_0, \varphi_1$ and $\varphi_2$ are equivalent to those for $[3, s]$ in terms of $\psi_0, \psi_1$ and $\psi_2$. \qed
Lemma 6.2. Let $s = 2t + 1 \geq 3$, and let $U_s := \langle \varphi_0, \varphi_1, \ldots, \varphi_6 \rangle$ be the group abstractly defined by the standard relations given by the diagram

and the three extra relations

$$\left(\varphi_0 \varphi_i (\varphi_{i+3} \varphi_i)^1\right)^2 = \varepsilon \text{ for } i = 1, 2, 3.$$  

Then $U_s$ is isomorphic to the Coxeter group with diagram

Proof. Start from the group with diagram (28), and apply Lemma 6.1 to each of its subgroups $\langle \psi_0, \psi_i, \psi_{i+3} \rangle$ ($i = 1, 2, 3$). Then the change of generators to $\varphi_0, \varphi_i, \varphi_{i+3}$ in one subgroup does not effect the changes in the other subgroups. It is now straightforward to prove the isomorphism.

The results of the remainder of this section are summarized in Theorem 6.3 below. First, we consider the case $s = (s, 0, 0)$. To construct the universal polytope $P_{(s,0,0)}$ with $s = 2t + 1$, we begin with the following observation. Relating $P_{(s,0,0)}$ to $P_{(2s,0,0)}$ as in (17), we see that in $A(P_{(2s,0,0)}) = (\rho_0, \ldots, \rho_4) = W_s \ltimes [3, 4]$, we have

$$(\rho_1 \rho_2 \rho_3 \rho_4 \rho_2)^s = (\sigma_1 \sigma_4)^{t} \sigma_1 \cdot \tau_{14}.$$
with \(\tau_{14} := (1 \, 4)\), so that the imposition of the defining relation \((\rho_1 \rho_2 \rho_3 \rho_4 \rho_3 \rho_2)^8 = \varepsilon\) forces

\[
(\sigma_1 \sigma_4)^4 \sigma_1 = \tau_{14}
\]
in \(A(\mathcal{P}_{(s,0,0)})\); here we abuse notation and denote elements in the quotient \(A(\mathcal{P}_{(s,0,0)})\) by the same symbols. Then, in view of the action of \(A(K)\), we also have

\[
(\sigma_2 \sigma_3)^4 \sigma_2 = \tau_{25},
(\sigma_3 \sigma_6)^4 \sigma_3 = \tau_{36} = \tau_2 = \rho_4,
\]

with \(\tau_{25} := (2 \, 5)\) and \(\tau_{36} := (3 \, 6)\). It follows that \(\sigma_0 = \rho_0\) and \((\sigma_3 \sigma_6)^4 \sigma_3 = \rho_4\) commute, leading to relations like (25). This implies that \(W_s\) collapses to a quotient of \(U_s\). As we shall see below, this quotient is indeed \(U_s\) itself.

We can now construct \(\mathcal{P}_{(s,0,0)}\) using the group \(U_s = \langle \varphi_0, \varphi_1, \ldots, \varphi_6 \rangle\) in the form (26), and applying an operation like (20), taking into account the identifications that have to occur. More precisely, consider the group \(U_s \ltimes S_3 = U_s \ltimes \langle \tau_0, \tau_1 \rangle\) with generators

\[
(\alpha_0, \ldots, \alpha_4) := (\varphi_0, \varphi_1, \tau_0, \tau_1, (\varphi_3 \varphi_6)^7 \varphi_2).
\]

Now \(A := \langle \alpha_0, \ldots, \alpha_4 \rangle\) coincides with \(U_s \ltimes S_3\), since \(\tau_0 \tau_1 \alpha_4 \tau_0 \varphi_1 = (\varphi_1 \varphi_4)^7 \in A\), and thus \(\varphi_4 \in A\) because \((s, t) = 1\) (here, \((s, t)\) is the greatest common divisor). By conjugation, therefore, \(\varphi_1, \ldots, \varphi_6 \in A\).

With respect to these generators, \(A\) is a string C-group. The facets of the corresponding polytope are polytopes \(\{3, 4, 3\}\), occurring in the form \(\{3\}^{(3)}\). The vertex-figures are polytopes \(\{4, 3, 4\}_{(s,0,0)}\), because \(\langle \alpha_2, \alpha_3, \alpha_4 \rangle \simeq C_2^3 \ltimes S_3 \simeq [3, 4]\), and \((\alpha_1, \alpha_2, \alpha_3, \alpha_4) \simeq (\varphi_1, \ldots, \varphi_6) \ltimes S_3 = D_6^3 \ltimes S_2\). But our above arguments (preceding this construction) imply that the polytope must in fact be the (universal) \(\mathcal{P}_{(s,0,0)}\) itself, because it covers \(\mathcal{P}_{(s,0,0)}\). In other words, \(\mathcal{P}_{(s,0,0)}\) exists for each odd \(s\), and its group is \(U_s \ltimes S_3\). If we set \(\tilde{\mathcal{P}}_{(s,0,0)} := \mathcal{P}_{(s,0,0)}\), this proves the case \(k = 1\) of Theorem 6.3 below.

Next, we treat the case \(k = 3\) of Theorem 6.3. We again relate the polytopes \(\mathcal{P}_{(s,s,s)}\) with \(s = 2t + 1\) to \(\mathcal{P}_{(2s,0,0)}\). In \(A(\mathcal{P}_{(2s,0,0)}) = W_s \ltimes [3, 4]\) we now have

\[
(\rho_1 \rho_2 \rho_3)^3 \chi = (\sigma_1 \sigma_4)^4 \sigma_1 \cdot (\sigma_2 \sigma_3)^4 \sigma_2 \cdot (\sigma_3 \sigma_6)^4 \sigma_3 \cdot \chi^3,
\]

where \(\chi\) is as above, so that \(\chi^3 = (1 \, 4)(2 \, 5)(3 \, 6)\) is the central involution of \([3, 4]\). In \(A(\mathcal{P}_{(2s,0,0)})\), the elements \(\sigma_0 = \rho_0\) and \(\chi^3 \in \langle \rho_2, \rho_3, \rho_4 \rangle\) commute, so that the imposition of \((\rho_1 \rho_2 \rho_3 \rho_4)^3 = \varepsilon\) leads to

\[
(\sigma_0 \cdot (\sigma_1 \sigma_4)^4 \sigma_1 \cdot (\sigma_2 \sigma_3)^4 \sigma_2 \cdot (\sigma_3 \sigma_6)^4 \sigma_3)^2 = \varepsilon
\]
in \(A(\mathcal{P}_{(s,s,s)})\). While it seems difficult to get a handle on the quotient of \(W_s\) defined by (30), we can still collapse this quotient further onto \(U_s\), corresponding to passing from \(\mathcal{P}_{(s,s,s)}\) to \(\mathcal{P}_{(s,0,0)}\). This suggests constructing from \(U_s\) a polytope \(\tilde{\mathcal{P}}_{(s,s,s)}\) in the class \(\{(3, 4, 3), (4, 3, 4)\}_{(s,s,s)}\); however, this will not coincide with the universal \(\mathcal{P}_{(s,s,s)}\).

To do so, consider the regular 3-simplex \(T\) whose vertices lie at the centres of alternate 2-faces of \([3, 4]\), with one of its vertices at the centre of that 2-face with vertices 1, 2, 3. Now the group of the polytope \(\tilde{\mathcal{P}}_{(s,s,s)}\) will be \(U_s \ltimes S_4\), with \(S_4\) realized as the subgroup \(S(T)\) of \([3, 4]\) which preserves \(T\). Note that \(S(T) \simeq \).
\[ \langle \beta_0, \ldots, \beta_4 \rangle := \langle \varphi_0, \varphi_1, \tau_0, \tau_1, (\varphi_1 \varphi_4)^\tau \varphi_2 \varphi_3 \rangle \]. As generators, we take
\[
(31) \quad \langle \beta_0, \ldots, \beta_4 \rangle = \langle \varphi_0, \varphi_1, \tau_0, \tau_1, (\varphi_1 \varphi_4)^\tau \varphi_2 \varphi_3 \rangle \approx (14)(25). \]
In this context, one should think of \( \beta_3^2 = \chi^3 \omega^2 = \tau_2 \). First note that \( A = \langle \beta_0, \ldots, \beta_4 \rangle \) coincides with \( U_s \rtimes S(T) \). In fact, \( \varphi_1, \varphi_2, \varphi_3 \in A \) and \( \varphi_6 = (\varphi_1^2 \varphi_2 \varphi_3^2 \varphi_3)^2 \varphi_3 \in A \); hence, \( \varphi_4, \varphi_5 \in A \) and thus \( A \approx U_s \rtimes S_4 \). Again, \( A \) is a string \( C \)-group, and the facets of the corresponding polytope \( \hat{P}_{\langle s, s \rangle} \) are isomorphic to \( \{3, 4, 3\} \). Now the group of the vertex-figure is
\[
\langle \beta_1, \ldots, \beta_4 \rangle = \langle \varphi_1, \ldots, \varphi_6 \rangle \rtimes S(T) \approx D_3^5 \rtimes S_4 \approx \{3, 4, 3\}_{\langle s, s \rangle}, \]
so that vertex-figures of \( \hat{P}_{\langle s, s \rangle} \) are isomorphic to \( \{3, 4, 3\}_{\langle s, s \rangle} \). In particular, \( \hat{P}_{\langle s, s \rangle} \) is an infinite regular polytope in \( \{3, 4, 3\}_{\langle s, s \rangle} \) whose group is the semidirect product \( U_s \rtimes S_4 \). This proves the case \( k = 3 \) of Theorem 6.3.
In a similar fashion we shall now deal with the case \( k = 2 \), and construct a regular polytope \( \hat{P}_{\langle s, 0 \rangle} \) in \( \{3, 4, 3, \{3, 4, 3\}_{\langle s, 0 \rangle} \} \), with group \( U_s \rtimes D_6 \) (where \( s = 2t + 1 \) is odd). In \( A(P_{\langle 2s, 0 \rangle}) = W_s \times [3, 4] \), we have
\[
(32) \quad \langle \rho_1 \rho_2 \rho_3 \rho_4 \rangle^{2^t} = (\sigma_1 \sigma_4)^s \cdot (\sigma_2 \sigma_3)^s \cdot 3 \cdot \hat{r}_3, \]
with \( \hat{r}_3 := \omega^2 = (14)(25). \) In \( A(P_{\langle 2s, 0 \rangle}) \), the elements \( \sigma_0 = \rho_0 \) and \( \omega^2 \) commute, so that the imposition of \( \langle \rho_1 \rho_2 \rho_3 \rho_4 \rangle^{2^t} = \varepsilon \) leads to
\[
(33) \quad (\sigma_0 \cdot (\sigma_1 \sigma_4)^s \cdot (\sigma_2 \sigma_3)^s \cdot 3)^{2^t} = \varepsilon \]
(or equivalent relations modulo \( \{3, 4\} \) in \( A(P_{\langle s, 0 \rangle}) \)). Let \( \hat{r}_1 := (25)(36) \) and \( \hat{r}_2 := (14)(36) \); then \( \hat{r}_1, \hat{r}_2, \hat{r}_3 \) \( \approx C_2^2 \). But in \( A(P_{\langle s, 0 \rangle}) \) we have \( \hat{r}_3 = (\sigma_1 \sigma_4)^s \cdot (\sigma_2 \sigma_3)^s \cdot 3 \hat{r}_2 \) and, by conjugation, \( \hat{r}_4 = (\sigma_2 \sigma_3)^s \cdot (\sigma_1 \sigma_4)^s \hat{r}_2 \) and \( \hat{r}_5 = (\sigma_1 \sigma_4)^s \cdot (\sigma_2 \sigma_3)^s \hat{r}_3 \), so that \( \hat{r}_1, \hat{r}_2, \hat{r}_3 \) becomes a subgroup of the corresponding quotient of \( W_s \). Finally, for our construction of \( \hat{P}_{\langle s, 0 \rangle} \), we note that in \( \{3, 4\} \) the groups \( \langle \hat{r}_1, \hat{r}_2, \hat{r}_3 \rangle \) and \( \langle \tau_0 \tau_2, \tau_1 \rangle = \langle (12)(45)(36), (23)(56) \rangle \) are complementary, with the latter occurring as the group of the Petrie polygon \( L \) of \( \{3, 4\} \) with successive vertices \( 1, 2, 6, 4, 5, 3 \) (see [5] for the definition, and Figure 1). Again, since it is difficult to identify the quotient of \( W_s \) defined by (32) and equivalent relations, we collapse the group further onto \( U_s \), corresponding to passing from \( P_{\langle s, 0 \rangle} \) to \( P_{\langle s, 0 \rangle} \).
As a subgroup of \( \{3, 4\} \), the symmetry group of \( L \) is given by \( S(L) = \langle \tau_0 \tau_2, \tau_1 \rangle \).
Define the elements \( \kappa_1, \kappa_2, \kappa_3 \) of \( U_s = \langle \varphi_0, \ldots, \varphi_6 \rangle \) by
\[
(34) \quad (\gamma_0, \ldots, \gamma_6) := (\varphi_0, \varphi_1, \tau_0 \tau_2 \chi^3 \kappa_3, \tau_1, \chi^3 \kappa_3), \]
with \( \chi^3 = (14)(25)(36) \), again as before. Here, \( \chi^3 = (\tau_0 \tau_2 \tau_1)^3 \in S(L) \) and \( \tau_0 \tau_2 \chi^3 = (15)(24) \in S(L) \). Keeping in mind the above identifications, one should think of \( \gamma_2 \) as \( \gamma_0 = (15)(24) \cdot (14)(25) = 70 \tau_2 \chi^3 \cdot \kappa_3 \) and of \( \gamma_4 \) as \( \tau_2 = (14)(25)(36) \cdot (14)(25) = \chi^3 \cdot \kappa_3 \). To see that \( A := \langle \gamma_0, \ldots, \gamma_4 \rangle \) coincides with \( U_s \rtimes S(L) \), note that \( \tau_0 \tau_2 = \gamma_2 \tau_1 \).
of \( \varphi_1 \) by elements in \( S(\mathcal{L}) \) are also in \( A \), proving that \( A = U_s \ltimes S(\mathcal{L}) \). Again, \( A \) is a string C-group with respect to its generators \( \gamma_0, \ldots, \gamma_4 \). To check that the facets of the corresponding polytope \( \mathcal{P}_{(s,s,0)} \) are isomorphic to \( \{3,4,3\} \), we note that 
\[
\langle \gamma_0, \ldots, \gamma_3 \rangle = \langle \varphi_0, \ldots, \varphi_3 \rangle \ltimes S_3 \text{ with } S_3 \text{ given by } \langle \gamma_2, \gamma_3 \rangle .
\]
By construction, 
\[
\langle \gamma_2, \gamma_3, \gamma_4 \rangle \cong \langle \kappa_1, \kappa_2, \kappa_3 \rangle \ltimes S(\mathcal{L}) \cong C_2^2 \ltimes D_6 = [3,4].
\]

The vertex-figures are now isomorphic to \( \{4,3,4\}_{(s,s,0)} \), because 
\[
\langle \gamma_1, \ldots, \gamma_4 \rangle = \langle \varphi_1, \ldots, \varphi_6 \rangle \ltimes S(\mathcal{L}) = D_5^3 \ltimes D_6 = [4,3,4]_{(s,s,0)}.
\]

It follows that \( \mathcal{P}_{(s,s,0)} \) is in \( \{3,4,3\}, \{4,3,4\}_{(s,s,0)} \). This completes the proof of the following result.

**Theorem 6.3.** Let \( k = 1,2 \) or 3, let \( s = 2t + 1 \geq 3 \), and let \( U_s \) denote the Coxeter group with diagram (28). Then there exists an infinite regular 5-polytope \( \mathcal{P}_{(s,s,0)} \) in \( \{3,4,3\}, \{4,3,4\}_{(s,s,0)} \); its group is \( U_s \ltimes S_3 \) (for \( k = 1 \)), \( U_s \ltimes D_6 \) (for \( k = 2 \)), or \( U_s \ltimes S_4 \) (for \( k = 3 \)). In particular, \( \mathcal{P}_{(s,s,0)} = \mathcal{P}_{(s,s,0)} \), the universal member in its class.

**Remarks.** (a) In the proof of Theorem 6.3, we identified the groups \( \{4,3,4\}_{(s,s,0)} \) for odd \( s \) as \( D_s^3 \ltimes S_3 \) if \( k = 1 \), \( D_s^3 \ltimes D_6 \) if \( k = 2 \), or \( D_s^3 \ltimes S_4 \) if \( k = 3 \).

(b) We can also construct a regular 5-polytope \( \mathcal{P}_{(s,s,0)} \) in the class \( \{3,4,3\}, \{4,3,4\}_{(s,s,0)} \) with group \( U_s \ltimes S_3 \), by applying the exact analogue of (20) directly to \( U_s \). Then (17) remains true with \( \mathcal{P}_{(s,s,0)} \) replaced by \( \mathcal{P}_{(s,s,0)} \), and the corresponding quotient constructions are equivalent to our constructions.

Concluding this section, we remark that our techniques already work in rank 4. For example, if \( \mathcal{F} = \{4\} \) and \( \mathcal{H}_4(\mathcal{F}) \) is the diagram on the vertices of a square.
connecting antipodes by a branch labelled \( s \) (\( \geq 2 \)), then by Theorem 5.7
\[
\{3\}^\mathcal{F}, \mathcal{H}_s(\mathcal{F}) = \{\{3, 4\}, \{4, 4\}^s, 0\}
\]
for all \( s \). This amounts to an operation like (20) on a diagram like (19) with only two triangular subdiagrams. For odd \( s \), we have an analogue of Lemma 6.2 involving only two tails of (28). The construction of the corresponding polytope is equivalent to that of [19] for \( \{\{3, 4\}, \{4, 4\}^s, 0\} \).

7. Polytopes with small faces

We often run into the problem of having to exclude the small polytopes of a certain class from our discussion. Examples are the regular polytopes \( \{\{4, 3, 4\}_{2,2,0}\}, \{\{4, 3, 4\}_{4,2}, \{3, 4, 3\} \} \) and their duals, but also sequences of polytopes of rank 6. In some cases, the Coxeter-Todd coset enumeration algorithm can be applied to find the order of the corresponding group; even so, the structure of the group has to be determined by other means.

In this section, we identify the groups of several locally toroidal regular polytopes, including these two examples. In particular, this complements the work of [21], which aims at the classification of all such polytopes of rank at least 5. The basic technique is to construct a polytope as a quotient \( 2\mathcal{K} / \mathcal{N} \) of a larger polytope \( 2\mathcal{K} \), whose structure we know by Theorem 5.1 and its corollaries. Then the geometry of the vertex-figure is used to identify the new group explicitly. Our approach avoids prior knowledge of the order of the group; thus we need not appeal to the Coxeter-Todd algorithm, although it can always be used to check our results. For a general discussion of quotients of polytopes, see [22].

We first describe the basic technique. Let \( \mathcal{K} \) be a regular \( n \)-polytope whose facets \( \mathcal{F} \) are centrally symmetric; this assumption on the structure of the facets is important. As before, we denote by \( \mathcal{H}_s(\mathcal{F}) \) the diagram on the vertex set of \( \mathcal{F} \) which connects antipodal vertices of \( \mathcal{F} \) by a branch labelled \( s \), and by \( \mathcal{D}_s(\mathcal{F}) \) the universal \( \mathcal{K} \)-extension of \( \mathcal{H}_s(\mathcal{F}) \) to the vertex set \( \mathcal{V}(\mathcal{K}) \) of \( \mathcal{K} \). We are particularly interested in the case \( s = 2 \), where \( \mathcal{H}_2(\mathcal{F}) \) is the trivial diagram, and thus every restriction of \( \mathcal{D}_2(\mathcal{F}) \) to the vertex-set of a facet of \( \mathcal{K} \) is also trivial. We can further note that, by the central symmetry of \( \mathcal{F} \), the polytope \( 2\mathcal{F} \) has a non-standard representation as \( 2^\mathcal{F}, \mathcal{H}_2(\mathcal{F}) \), which we shall use in our construction ([16, Theorem 3]). Then by Theorem 5.1, \( \{2^\mathcal{F}, \mathcal{K}\} = \{2^\mathcal{F}, \mathcal{H}_2(\mathcal{F}), \mathcal{K}\} = 2^{\mathcal{K}, \mathcal{D}_2(\mathcal{K})} \). In the above examples, we shall work with \( \mathcal{K} = \{3, 4, 3\}, \mathcal{F} = \{3, 4\} \) and \( \{2^\mathcal{F}, \mathcal{K}\} = \{\{4, 3, 4\}_{4,0}, \{3, 4, 3\}\} \).

For the remainder of this section we define \( \mathcal{H} := \mathcal{H}_2(\mathcal{F}) \) and \( \mathcal{D} := \mathcal{D}_2(\mathcal{K}) \); further, we retain the notation of Section 5. In particular, we have \( A(\mathcal{K}) = \langle \tau_0, \ldots, \tau_{n-1}\rangle \), and \( W(\mathcal{D}) = \langle \sigma_i \mid i \in \mathcal{V}(\mathcal{K}) \rangle \), with \( i = 0 (= F_0) \) the base vertex of \( \mathcal{K} \).

\[
A(2^{\mathcal{K}, \mathcal{D}}) = \langle \rho_0, \ldots, \rho_n \rangle = W(\mathcal{D}) \rtimes A(\mathcal{K}).
\]

We shall now construct quotients \( 2^{\mathcal{K}, \mathcal{D}} / \mathcal{N} \) of \( 2^{\mathcal{K}, \mathcal{D}} \), where \( \mathcal{N} \) is a subgroup of \( W(\mathcal{D}) \) which is normal in \( A(2^{\mathcal{K}, \mathcal{D}}) \). We choose \( \mathcal{N} \) in such a way that the facets \( 2^\mathcal{F} \) of \( 2^{\mathcal{K}, \mathcal{D}} \) collapse to smaller facets (like \( \{4, 3, 4\}_{4,0} \) or \( \{4, 3, 4\}_{2,2,2} \) in our examples).

Many of these quotients, but not all, are actually also quotients of the polytopes \( 2^{\mathcal{K}} \). If \( \mathcal{D} \) is the trivial diagram on \( \mathcal{K} \), and \( W(\mathcal{D}) = \langle \tilde{\sigma}_i \mid i \in \mathcal{V}(\mathcal{K}) \rangle \) is the corresponding (abelian) Coxeter group, then \( W(\tilde{\mathcal{D}}) = C_v^\mathcal{K} \) with \( v = |\mathcal{V}(\mathcal{K})| \), and \( \sigma_i \to \tilde{\sigma}_i (i \in \mathcal{V}(\mathcal{K})) \) defines a surjective homomorphism \( f : W(\mathcal{D}) \to W(\tilde{\mathcal{D}}) \) mapping \( \mathcal{N} \) onto a subgroup \( \tilde{\mathcal{N}} \) of \( W(\tilde{\mathcal{D}}) \) which is normal in \( A(2^\mathcal{K}) \). This gives us the
quotient \(2^K/\tilde{N}\). More informally, \(\tilde{N}\) will be defined with respect to \(W(\tilde{D})\) in the same way as is \(N\) with respect to \(W(D)\). Note that if \(C_2\) is identified with the \(v\)-dimensional vector space \(GF(2)^v\) over the Galois field \(GF(2)\), then \(\tilde{N}\) is a linear code; see also [27].

The following considerations indicate how the subgroup \(N\) of \(W(D)\) should be defined in order to induce the right collapse on the facets. Assume that the vertex-set of \(\mathcal{F}\) is \(V(\mathcal{F}) = \{0, \ldots, 2m - 1\}\), with \(j, j + m\) antipodal vertices of \(\mathcal{F}\) for each \(j = 0, \ldots, m - 1\). If \(\mathcal{F}\) is the \((n - 1)\)-crosspolytope \(\{3^{n-3}, 4\}\), then \(m = n - 1\).

Now recall from [16, p.222] that the polytope \(2^e = 2^F, N\) admits a realization in euclidean \(2m\)-space \(E_{2m}\). In particular, if \(e_0, \ldots, e_{2m-1}\) denotes an orthonormal basis of \(E_{2m}\), then the direct product

\[
W(D) = \bigotimes_{j=0}^{m-1} \langle \sigma_j, \sigma_{j+m} \rangle = (C_2 \times C_2)^m
\]

is realized in such a way that \(\langle \sigma_j, \sigma_{j+m} \rangle\) acts on the plane \(E_j = \langle e_j, e_{j+m} \rangle\) of \(E_{2m} = \bigoplus_{j=0}^{m-1} E_j\) by

\[
\begin{align*}
\sigma_j(e_j) &= e_{j+m}, \\
\sigma_{j+m}(e_j) &= -e_{j+m}.
\end{align*}
\]

(Recall that each \(\sigma_i\) is a linear involution.) Here, \(\langle \sigma_j, \sigma_{j+m} \rangle\) occurs as a subgroup of index 2 in the symmetry group of the square \(P_j\) with vertices \(\pm e_j, \pm e_{j+m}\). Topologically, one can think of the boundary of \(P_j\) as a 1-sphere (subdivided by vertices), whose product is an \(m\)-torus \(S^1 \times \cdots \times S^1\). Our identifications will now impinge on this \(m\)-torus to give a new \(m\)-torus.

**Identification vector** \((2, 0^{n-2})\). First we study the smallest possible quotients \(2^{K,C}/N\), that is, we take the largest possible choice for \(N\). In particular, we shall prove Theorem 7.1 below. In our examples, we shall have \(\mathcal{F} = \{3^{n-3}, 4\}\) with \(n \geq 3\), giving \(2^e = \{4, 3^{n-3}, 4\}_{(4,0^n-2)}\). If \(\mathcal{F} = \{4\}\), then in \(A(2^e) = \langle \rho_0, \rho_1, \rho_2 \rangle = \langle \sigma_0, \sigma_1, \sigma_2 \rangle\), we have \(\langle \rho_0 \rho_1 \rho_2 \rangle^2 = \sigma_0 \sigma_2\); hence to collapse the facets onto \(\langle 4, 4 \rangle_{(2,0)}\), we have to choose \(N\) in such a way that \(\sigma_0 \sigma_2 \in N\). A similar remark applies more generally with respect to facets \(\langle 4, 3^{n-3}, 4 \rangle_{(2,0^n-2)}\) with identification vector \((2, 0^{n-2})\), using \(\langle \rho_0 \rho_1 \cdots \rho_{n-1} \rho_0 \cdots \rho_1 \rangle^2 = \sigma_0 \sigma_{n-1} = \sigma_0 \sigma_m\). We therefore define

\[(36)\quad N := \langle \varphi \sigma_i \sigma_j \varphi^{-1} \mid \varphi \in W(D)\rangle, \text{ and } \{i, j\} \text{ antipodal vertices of a facet of } K.\]

Thus \(N\) is the normal closure of \(\sigma_0 \sigma_m\) in \(A(2^{K,C})\), and

\[
A(2^{K,C})/N \simeq W(D)/N \rtimes A(K).
\]

Observe that in \(W(D)/N\) we have \(\sigma_i N = \sigma_j N\) if \(i, j\) are antipodal vertices of a facet of \(K\).

To find the structure of \(W(D)/N\), define the graph \(\mathcal{G}_K\) with vertex-set \(V(K)\) as follows. In \(\mathcal{G}_K\), two vertices \(i, j\) of \(V(K)\) are joined by an edge if and only if they are antipodal vertices of a facet of \(K\). Then

\[(37)\quad W(D)/N \simeq C_2^{w(\mathcal{G}_K)},\]

with \(w(\mathcal{G}_K)\) the number of connected components of \(\mathcal{G}_K\). For (37), note that, by the connectivity properties of \(K\), each connected component of \(\mathcal{G}_K\) in fact has a representative vertex in the base facet \(F\) of \(K\). But if \(i, j \in V(F)\), then \(\sigma_i\) and \(\sigma_j\) commute, so that \(W(D)/N\) is abelian. Note that, if \(F = \{3^{n-3}, 4\}\) (as in our
i, j, τ

G represent the 4 connected components of G. But if i, j are in the same component of G, and if τ ∈ A(K) with τ(i) = i, then i, τ(j) and thus i, j, τ(j) are in the same component of G. ∎

Theorem 7.1. Let K be a regular n-polytope with facets \( F = \{3^{n-3}, 4\} \) \((n ≥ 3)\), and let \( G_K \) be the graph defined above. Then the regular \((n + 1)\)-polytope \( \{\{4, 3^{n-4}, 4\}_{(2,0^m-)}, K\} \) exists if and only if \( \omega(G_K) = n - 1 \). In this case the polytope is flat, has group \( C_2^{n-1} \rtimes A(K) \), and is finite if and only if K is finite.

Proof. We have \( \omega(G_K) = 1 \) or \( n - 1 \). In either case, \( A(2^{K, D})/N \) is a string C-group. If \( \omega(G_K) = 1 \), then \( W(D)/N \cong C_2 \) and \( A(2^{K, D})/N \) is the group of the regular \((n + 1)\)-polytope \( \{\{2, 3^{n-3}, 4\}, K\} \). However, if \( \omega(G_K) = n - 1 \), then the facets are flat tori, and \( A(2^{K, D})/N \) is the group of \( \{\{4, 3^{n-3}, 4\}_{(2,0^m-)}, K\} \) (we recall that a polytope is flat if each vertex is incident with each facet). The polytope itself is then flat, because it has flat facets.

Corollary 7.2. The regular 4-polytope \( \{\{4, 4\}_{(2,0)}, \{4, 4\}_{(p, q)}\} \) exists for all \( p, q \) except for \( q = 0 \) with \( p \) odd. It is finite and flat, and its group is the semi-direct product \( C_2^2 \rtimes \{4, 4\}_{(p, q)} \), of order \( 16(p^2 + q^2) \).

Proof. Apply Theorem 7.1 with \( n = 3 \), \( K = \{4, 4\}_{(p, q)} \) and \( F = \{4\} \). In particular, \( \omega(G_K) = 1 \) if \( p \) is odd and \( q = 0 \), and \( \omega(G_K) = 2 \) otherwise.

Corollary 7.3. For \( n ≥ 3 \), the regular \((n + 1)\)-polytope \( \{\{4, 3^{n-3}, 4\}_{(2,0^m-)}, \{3^{n-4}, 3, 4\}\} \) exists and is flat. Its group is \( C_2^{n-1} \rtimes [3^{n-4}, 3, 4] \).

Proof. In this case, \( K = \{3^{n-3}, 4, 3\} \) and \( \omega(G_K) = n - 1 \).

Corollary 7.4. The regular 5-polytope \( \{\{4, 3, 4\}_{(2,0,0)}, [3, 4, 3]\} \) exists and is finite and flat. Its group is \( C_2^3 \rtimes [3, 4, 3] \), of order 9216.

Proof. This result restates Corollary 7.3 for \( K = \{3, 4, 3\} \).

Note that another way to construct the (dual of the) polytope in Corollary 7.4 is to let \( s = 1 \) in (19) and (20); this implies that \( s_i = s_{i+3} \) for \( i = 1, 2, 3 \).

Corollary 7.5. The regular 6-polytope \( \{\{4, 3, 3, 4\}_{(2,0,0,0)}, [3, 3, 4, 3]\}_{(t, 0^t-1)} \) exists for all \( t ≥ 2 \) and \( k = 1, 2 \), unless \( t \) is odd and \( k = 1 \). It is finite and flat, and its group is \( C_2^4 \rtimes [3, 3, 4, 3]_{(t, 0^t-1)} \), of order \( 18432k^2t^4 \).

Proof. Now \( K = \{3, 3, 4, 3\}_{(t, 0^t-1)} \), so that \( \omega(G_K) = 1 \) or 4. If \( k = 1 \) and \( t \) is odd, then \( V(K) = t^4 \) is odd and \( V(K) \) cannot split into 4 components of the same size; hence \( \omega(G_K) = 1 \). In the remaining cases, we can prove that \( \omega(G_K) = 4 \). In fact, if \( t \) is even (and \( k = 1 \) or 2), then the covering \( \mu : K \rightarrow [3, 3, 4, 3]_{(2t, 0^t-1)} = \mathcal{L} \) induces an incidence preserving mapping of \( G_K \) onto \( G_L \), and thus \( \omega(G_L) = \omega(G_K) \). But a direct calculation shows that \( \omega(G_L) = 4 \), so that \( \omega(G_K) = 4 \) also. If \( k = 2 \) and \( t \) is odd, we can use a covering from \( K \) onto the degenerate “polytope” \( \mathcal{L} := \{3, 3, 4, 3\}_{(1,1,0,0)} \) instead. The 4 vertices of \( \mathcal{L} \) are the vertices of a 3-face, and still represent the 4 connected components of \( G_L \), so that \( \omega(G_K) = 4 \) again.
Identification vector $(2, 2, 0^{n-3})$. We next study quotients whose facets are \{4, 3^{n-3}, 4\}_{(2, 2, 0^{n-3})}, with identification vector $(2, 2, 0^{n-3})$. This is more complicated than the previous case. As above, if $\mathcal{F} = \{4\}$, then in $A(2^D)$ we have $(\rho_0 \rho_1 \rho_2)^4 = \sigma_0 \sigma_2 \sigma_1 \sigma_3$ (the order of the latter terms is irrelevant); hence we must have $\sigma_0 \sigma_2 \sigma_1 \sigma_3 \in N$ to obtain $\{4, 4\}_{(2, 2)}$. A similar remark also applies to the $(n - 1)$-crosspolytope $\mathcal{F} = \{3^{n-3}, 4\}$ and to the facets $\{4, 3^{n-3}, 4\}_{(2, 2, 0^{n-3})}$, using $(\rho_0 \rho_1 \rho_2 \cdots \rho_{n-1} \rho_{n-2} \cdots \rho_2)^4 = \sigma_0 \sigma_{n-1} \sigma_n$. We therefore define

$$N := \langle \varphi \sigma_0 \sigma_1 \sigma_2 \sigma_3 \varphi^{-1} \rangle \varphi \in W(D) and \{i, j\}, \{k, l\} pairs of antipodal vertices in a common facet of K.\)$$

If $\mathcal{F} = \{4\}$, this is the normal closure of $\sigma_0 \sigma_2 \sigma_1 \sigma_3$ in $A(2^D)$, and the vertices $i, j, k, l$ are in fact all the vertices of the corresponding facet of $K$; this case would also fit into the discussion below of the identification vector $(2^{n-3})$. More generally, if $\mathcal{F} = \{3^{n-3}, 4\}$, the vertices $i, j, k, l$ are the vertices of a diametral square of a facet of $K$. Then in $W(D)/N$, the product of any three generators from $\sigma_i N, \sigma_j N, \sigma_k N, \sigma_l N$ is the fourth. Again, $A(2^{K,D})/N \simeq W(D)/N \rtimes A(K)$. We shall now discuss several applications.

**Theorem 7.6.** The universal regular 4-polytopes $\{\{4, 4\}_{(2, 2)}, \{4, 4\}_{(p, 0)}\}$ exist for all $p, q$. The only finite instances occur for $(p, q) = (2, 0), (3, 0), (2, 2)$ and $(3, 3)$, with groups $C_2 \ltimes \{4, 4\}_{(2, 2)}, C_2 \ltimes \{4, 4\}_{(3, 0)}, C_2 \ltimes \{4, 4\}_{(2, 2)}$ and $C_2 \ltimes \{4, 4\}_{(3, 3)}$, of orders 256, 2304, 1024 and 9216, respectively.

**Proof.** For the existence statement we refer to [19], though a direct proof is not difficult here; in fact, in most cases we can appeal to Corollary 7.2 and the quotient lemma, Lemma 2.1. By construction, the polytopes $2^{K,D}/N$ are indeed isomorphic to the universal polytopes. It is also known from [19] that finiteness can only occur for the four choices of $(p, q)$. We shall now identify the groups in the finite cases.

The case $K = \{4, 4\}_{(p, 0)}$ with $p = 2$ or $3$ is special, because $D$ is trivial and $W(D)$ and $W(D)/N$ are abelian. Now in $W(D)/N$, the product of three generators on a facet of $K$ is the fourth. It follows that $W(D)/N$ is generated by the 3 elements $\sigma_i N$ corresponding to 3 vertices on a facet if $p = 2$, and by the 5 elements corresponding to one vertex and its neighbours in $K$ if $p = 3$. It is easy to check that fewer generators will not suffice, so that $W(D)/N \simeq C_2^3$ or $C_2^5$, respectively. Note that the case $\{4, 4\}_{(2, 2)}$ is also covered by Corollary 7.2.

Now let $K = \{4, 4\}_{(p, 0)}$. Recall that a hole of $K$ is a path along edges of $K$ which leaves at each vertex exactly 2 faces to the right. Now through each vertex of $K$ pass exactly two holes, each of length $2p$. After $p$ steps, these holes meet again in another vertex which, together with the original vertex, dissects them into halves. It is now easy to see that we can generate $W(D)/N$ by taking such a pair of holes and choosing on each hole all the vertices from one half, including the two vertices where the holes meet. This gives a set of $2p$ generators. Further, if $\{i_1, i_2\}$ and $\{i_3, i_4\}$ are edges $p$ steps apart on a hole of $K$, then $\sigma_{i_1} \sigma_{i_2} N = \sigma_{i_3} \sigma_{i_4} N$; that is, the edges on a hole are identified in pairs, as indicated by parallel heavy edges (and the same labels) in Figure 2, which illustrates the case $p = 3$.

For $p = 3$, we have generators $\sigma_i N$ for $i = 0, 1, 4, 5, 6, 7$. We shall prove that $W(D)/N$ is elementary abelian of order $2^6$. Since $A(K)$ acts on $W(D)/N$, the
following imply that $W(D)/N$ is elementary abelian:

$$\sigma_0\sigma_5 N = \sigma_0\sigma_1 N\sigma_4 N\sigma_5 N = \sigma_5\sigma_9 N\sigma_9 N\sigma_0 N = \sigma_5\sigma_0 N;$$

$$\sigma_0\sigma_4 N = \sigma_0\sigma_1 N\sigma_4 N = \sigma_5\sigma_9 N\sigma_8 N = \sigma_5\sigma_8 N = (\sigma_4\sigma_8\sigma_0)\sigma_8 N = \sigma_4\sigma_0 N;$$

$$\sigma_0(\sigma_{10}\sigma_{11}\sigma_4) N = \sigma_0\sigma_4 N = \sigma_4\sigma_0 N = (\sigma_{10}\sigma_{11}\sigma_4)\sigma_0 N = \sigma_{10}\sigma_0\sigma_{11}\sigma_1 N,$$

so that $\sigma_0\sigma_{10} N = \sigma_{10}\sigma_0 N$, or, equivalently, $\sigma_4\sigma_7 N = \sigma_7\sigma_4 N$. One can also check that no 5 generators suffice, so that indeed $W(D)/N \cong C_2^6$. Here it is helpful to observe that the covering $\mu : K \mapsto \{4,4\}^{(3,0)}$ induces a surjective homomorphism $\tilde{\mu} : W(D)/N \mapsto W(D_{(3,0)}/N_{(3,0)} \cong C_2^6$, with $D_{(3,0)}$ and $N_{(3,0)}$ the corresponding diagram and normal subgroup, respectively. But $\ker(\tilde{\mu})$ is non-trivial; in fact, if $i,j$ are 3 steps apart on a hole of $\{4,4\}^{(3,3)}$, then $\tilde{\mu}(\sigma_i N) = \tilde{\mu}(\sigma_j N)$, and thus $\sigma_i\sigma_j N \in \ker(\tilde{\mu})$. Let $\tilde{N}$ denote the normal subgroup of (36) defined with respect to $K$, and let $G_K$ be the corresponding graph. Now if $\sigma_i\sigma_j N = N$, then $\sigma_i\sigma_j \tilde{N} = \tilde{N}$, contradicting the fact that $i,j$ lie in different components of $G_K$. Hence $\sigma_i\sigma_j N$ is a non-trivial element of $\ker(\tilde{\mu})$, proving that $W(D)/N \cong C_2^6$.

If $p = 2$, we have 4 generators, and an analogue of (39) shows that $W(D)/N$ is elementary abelian. Again one can check that 3 generators do not suffice. This completes the proof.

We next apply the method to polytopes of type $\{3^{n-3},4,3\}$. Here, we begin with the following lemma.
Lemma 7.7. For $n \geq 3$, let $K$ be a regular $n$-polytope of type $\{3^{n-3}, 4, 3\}$ with facets $\mathcal{F} = \{3^{n-3}, 4\}$, and let $N$ be as in (38). If $\{i_1, \ldots, i_{n-2}, j\}$ with $j = i_{n-1}, i_n, i_{n+1}$ are three simplicial $(n-2)$-faces of $K$ with a common $(n-3)$-face, then $W(D)/N = \langle \sigma_{i_1}, \ldots, \sigma_{i_{n+1}}, N \rangle$. In particular, $W(D)/N$ is elementary abelian of order at most $2^{n+1}$.

Proof. First consider the facet $\{3^{n-3}, 4\}$ of $K$ which contains the adjacent $(n-2)$-faces $\{i_1, \ldots, i_{n-2}, i_{n-1}\}$ and $\{i_1, \ldots, i_{n-2}, i_{n}\}$. Then the subgroup of $W(D)/N$ induced by this facet can be generated by $\sigma_{i_1}N, \ldots, \sigma_{i_{n-1}}N$. Indeed, recall that by (38) the product of the generators corresponding to three vertices of a diametral square of a facet is the fourth.

Clearly we should expect at least one more generator to obtain $W(D)/N$ itself. However, since $\{i_1, \ldots, i_{n-2}, i_{n+1}\}$ is the third $(n-2)$-face of $K$ containing the $(n-3)$-face $\{i_1, \ldots, i_{n-2}\}$, we now see that $W(D)/N = \langle \sigma_{i_k}N \mid k = 1, \ldots, n+1 \rangle$. The reason is straightforward; as above, once we have $n$ generators on a facet corresponding to adjacent $(n-2)$-faces, we have them all, and so we can move from facet to facet of $K$, starting with the three which contain $\{i_1, \ldots, i_{n-2}\}$. Since in $K$ there are only three facets surrounding an $(n-3)$-face, this process covers all the facets of $K$. But now each pair of $\sigma_{i_1}N, \ldots, \sigma_{i_{n+1}}N$ belongs to some common facet, and so they commute. It follows that $W(D)/N$ is elementary abelian, of order at most $2^{n+1}$. \hfill \Box

By Lemma 7.7, if $K$ is a regular $n$-polytope of type $\{3^{n-3}, 4, 3\}$ with crosspolytopes $\{3^{n-3}, 4\}$ as facets, then $A(2K^m, D)/N \simeq C_2^m \ltimes A(K)$ with $m \leq n + 1$. Using the natural identification of the automorphism group of $C_2^n$ with the general linear group $GL_n(2)$ over $GF(2)$, this semi-direct product defines a representation

$r : A(K) \rightarrow GL_n(2)$.

In particular, the generators $\tau_0, \ldots, \tau_{n-1}$ of $A(K)$ are represented by $m \times m$ matrices over $GF(2)$. If $m = n + 1$, then the generators $\sigma_{i_1}N, \ldots, \sigma_{i_{n+1}}N$ of $W(D)/N$ correspond to a basis of the $(n+1)$-dimensional vector space over $GF(2)$, so that we can express $\tau_0, \ldots, \tau_{n-1}$ as matrices with respect to this basis. Below we shall use this approach to prove existence and non-existence of certain polytopes.

Theorem 7.8. For $n \geq 3$, let $K$ be a regular $n$-polytope of type $\{3^{n-3}, 4, 3\}$ with facets $\mathcal{F} = \{3^{n-3}, 4\}$, and let $N$ be as in (38). If the regular $(n+1)$-polytope $\{\{4, 3^{n-3}, 4\}_{(2, 2, \rho_0, \rho_{n-1})}, K\}$ exists (with group $C_2^{n-1} \ltimes A(K)$), then $W(D)/N \simeq C_2^m$ with $m = n + 1$ or $n - 1$. In particular, the regular $(n+1)$-polytope $\{\{4, 3^{n-3}, 4\}_{(2, 2, \rho_0, \rho_{n-1})}, K\}$ also exists if and only if $W(D)/N \simeq C_2^{n+1}$, in which case its group is $C_2^{n+2} \ltimes A(K)$.

Proof. Let $\tilde{N}$ be the normal subgroup defined as in (36), and let $G_K$ be the associated graph. By Theorem 7.1, $\omega(G_K) = n - 1$ and $W(D)/\tilde{N} \simeq C_2^{n-1}$. Clearly there is a homomorphism of $A(2C_2^m, D)/N = \langle \rho_0, \ldots, \rho_n \rangle$ onto the group $A(2C_2^m, D)/N$ of the polytope $\{\{4, 3^{n-3}, 4\}_{(2, 2, \rho_0, \rho_{n-1})}, K\}$. By Lemma 2.1, if the subgroup $\langle \rho_0, \ldots, \rho_{n-1} \rangle$ is isomorphic to $\{4, 3^{n-3}, 4\}_{(2, 2, \rho_0, \rho_{n-1})}$, then the polytope $\{\{4, 3^{n-3}, 4\}_{(2, 2, \rho_0, \rho_{n-1})}, K\}$ exists, and $A(2C_2^m, D)/N$ is its group. In this case, $N \neq \tilde{N}$, and the canonical projection $W(D)/N \twoheadrightarrow W(D)/\tilde{N}$ is not an isomorphism. Conversely, if the polytope $\{\{4, 3^{n-3}, 4\}_{(2, 2, \rho_0, \rho_{n-1})}, K\}$ exists, then the subgroup $\langle \rho_0, \ldots, \rho_{n-1} \rangle$ of its group $A(2C_2^m, D)/N$ is isomorphic to $\{4, 3^{n-3}, 4\}_{(2, 2, \rho_0, \rho_{n-1})}$. \hfill \Box
Let \( \{i_1, \ldots, i_{n-2}\} \) be an \((n - 3)\)-face of \( K \), and let \( \{i_1', \ldots, i_{n-2}', j\} \) with \( j = i_{n-1}, i_n, i_{n+1} \) be the surrounding \((n - 2)\)-faces. By Lemma 7.7,

\[ W(D)/N = \langle \sigma_1, N, \ldots, \sigma_{l_{n+1}}, N \rangle, \]

an elementary abelian group of order at most \( 2^{n+1} \). The arguments above show that its order is at least \( 2^{n+1} \).

To begin with, we assume that \( \langle \rho_0, \ldots, \rho_{n-1} \rangle \simeq [4, 3^{n-3}, 4]_{(2, 2, 0)^{n-3}} \). Then the subgroup of \( W(D)/N \) induced by the base facet \( F \) of \( K \) has order \( 2^{n} \), because it defines the base facet of \([4, 3^{n-3}, 4]_{(2, 2, 0)^{n-3}} \). We shall prove that \( W(D)/N \simeq C_2^{n+1} \). First note that the stabilizer in \( A(K) \) of the \((n - 3)\)-face \( \{i_1', \ldots, i_{n-2}'\} \) acts on the \( n + 1 \) generators \( \sigma_1, N, \ldots, \sigma_{l_{n+1}}N \) like a group \( S_{n-2} \times S_3 \). If the order is not \( 2^{n+1} \), then there is a non-trivial relation between the generators, and any such relation involves all the first \( n - 2 \) generators or all the last three. In fact, if \( i, j \in \{i_1, \ldots, i_{n-2}\} \) or \( i, j \in \{i_{n-1}, i_n, i_{n+1}\} \), and if \( \sigma_iN \) is involved but \( \sigma_jN \) is not, then the transposition \((i, j)\) in \( S_{n-2} \times S_3 \) maps the given relation onto a new relation in which \( i \) is replaced by \( j \); taking the product gives the relation \( \sigma_i \sigma_jN = N \), or \( \sigma_i \sigma_j \in N \). But no relation can involve only the first \( n - 2 \) generators, so that this gives a contradiction if \( i, j \in \{i_1, \ldots, i_{n-2}\} \). If \( i, j \in \{i_{n-1}, i_n, i_{n+1}\} \), then \( \sigma_i \sigma_j \) generates \( \tilde{N} \) as a normal subgroup, so that \( \sigma_i \sigma_j \in N \) implies \( N = \tilde{N} \), again a contradiction.

This leaves us with two possible relations. We prove that each leads to a contradiction modulo \( \tilde{N} \). The first, \( \sigma_{i_1} \cdots \sigma_{i_{n+1}}N = N \), cannot occur, because modulo \( \tilde{N} \) the three generators are the same but are not trivial. The second, \( \sigma_{i_1} \cdots \sigma_{i_{n+1}} \tilde{N} = \sigma_{i_1} \cdots \sigma_{i_{n-1}} \sigma_{i_n} \sigma_{i_{n+1}} \tilde{N} = N \), again this is a contradiction, because modulo \( \tilde{N} \) there cannot be a relation involving only the first \( n - 1 \) generators. It follows that \( W(D)/N \) must indeed have order \( 2^{n+1} \).

Finally, if the subgroup \( \langle \rho_0, \ldots, \rho_{n-1} \rangle \) is a proper quotient of \([4, 3^{n-3}, 4]_{(2, 2, 0)^{n-3}} \), it must be isomorphic to \([4, 3^{n-3}, 4]_{(2, 2, 0)^{n-2}} \). Now the subgroup \( \langle \sigma_i, N, \ldots, \sigma_{i_{n-1}}N \rangle \) representing a facet of \( K \) can already be generated by the generators \( \sigma_i, N, \ldots, \sigma_{i_{n-1}}N \) corresponding to the \((n - 2)\)-face \( \{i_1, \ldots, i_{n-1}\} \) of this facet. It follows that this is so for all subgroups representing facets, and therefore

\[ W(D)/N = \langle \sigma_i, N, \ldots, \sigma_{i_{n+1}} \rangle \simeq C_2^{n+1} \]

\((N = \tilde{N})\). This completes the proof. \( \square \)

**Corollary 7.9.** For \( n \geq 3 \), the regular \((n + 1)\)-polytope \( \{4, 3^{n-3}, 4\}_{(2, 2, 0)^{n-3}}, \{3^{n-3}, 4, 3\} \) exists, and has group \( C_2^{n+1} \times [3^{n-3}, 4, 3] \).

**Proof.** Apply Theorem 7.8 with \( K = \{3^{n-3}, 4, 3\} \), and use Corollary 7.3. We need to prove that \( W(D)/N \simeq C_2^{n+1} \).

Assume for now that \( W(D)/N \simeq C_2^{n+1} \), and consider the representation \( r : A(K) = [3^{n-3}, 4, 3] \rightarrow GL_{n+1}(2) \). Let \( i_1, \ldots, i_{n+1} \) be as in Lemma 7.7. Let \( F_{n-1}^i \), \( F_{n+1}^j \) be the facets of \( K \) surrounding the \((n - 3)\)-face \( \{i_1, \ldots, i_{n-2}\} \), such that \( \{i_1, \ldots, i_{n-2}, i_{n-2} + j\} \) and \( \{i_1, \ldots, i_{n-2}, i_{n-1} + j\} \) are \((n - 2)\)-faces of \( F_{n-1}^j \) (with \( j \) taken modulo 3). For \( i = 1, \ldots, n-2 \) and \( j = 1, 2, 3 \), let \( i_{i,j} \) denote the vertex of \( F_{n-1}^j \) antipodal to \( i \). The generators \( \sigma_i, N, \ldots, \sigma_{i_{n-1}}N \) of \( W(D)/N \) correspond to a basis of \( GF(2)_{n+1} \), and the images under \( r \) of the generators \( \tau_0, \ldots, \tau_{n-1} \) of \( A(K) \) are uniquely determined by their effect on this basis. Thus to find the matrices for
\[ r(\tau_0), \ldots, r(\tau_{n-1}) \], it suffices to consider how \( \tau_0, \ldots, \tau_{n-1} \) act on \( \sigma_1, N, \ldots, \sigma_{n+1}, N \), with identification modulo \( N \) understood.

Using the geometry of \( K \), we can express \( \tau_0, \ldots, \tau_{n-1} \) as permutations of \( i_1, \ldots, i_{n+1} \) and of some of the \( i_{1,j} \), as follows:

\[
\begin{align*}
\tau_p &= (i_{p+1} i_{p+2}) & 0 \leq p \leq n-1, p \neq n-3, \\
\tau_{n-3} &= (i_{n-2} i_{n-1}) (i_n i_{n-2,1}) (i_{n+1} i_{n-2,3}).
\end{align*}
\]

The matrices of \( r(\tau_p) \) with \( p \neq n-3 \) are now just the corresponding \((n+1) \times (n+1)\) permutation matrices. However, for \( \tau_{n-3} \) we need the relations \( \sigma_{n-2} \sigma_{n-1} \sigma_i N = \sigma_{n-2} \sigma_{n-1} \sigma_i \sigma_{n+1} N \), to find the \((n+1) \times (n+1)\) matrix

\[
\begin{bmatrix}
I_{n-3} & & \\
& K_2 & J_2 \\
& & I_2
\end{bmatrix}
\]

of \( r(\tau_{n-3}) \). Here, only non-zero entries are indicated; in particular, \( I_k \) is the \( k \times k \) identity matrix, and

\[
K_2 := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad J_2 := \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}.
\]

Hence, if \( W(D)/N \simeq C_2^{n+1} \), then the representation \( r \) is given by these matrices for \( \tau_0, \ldots, \tau_{n-1} \).

We can now proceed as follows. Since the above matrices satisfy all the defining relations for the Coxeter group \([3^{n-3}, 4, 3]\), they therefore define a representation \( r' : A(K) \to GL_{n+1}(2) \), and thus a semi-direct product \( C_2^{n+1} \rtimes A(K) \). This semi-direct product satisfies all the defining relations for the group of \( \{4, 3^{n-3}, 4\} \), and so must be isomorphic to this group. It follows that the polytope exists and has group \( C_2^{n+1} \rtimes A(K) \), as required; further, \( r' = r \).

**Corollary 7.10.** The regular 5-polytope \( \{4, 3, 4\}_{(2,2,0,0)} \) exists and is finite. Its group is \( C_2^5 \rtimes [3, 4, 3] \), of order 36864.

**Proof.** This result restates Corollary 7.9 for \( K = [3, 4, 3] \).

**Corollary 7.11.** The regular 6-polytope \( \{4, 3, 3, 4\}_{(2,2,0,0)} \), with \( t \geq 2 \) and \( k = 1 \) or 2, exists if and only if \( t \) is even. In this case, the polytope is finite, and its group is \( C_2^6 \rtimes [3, 4, 3]_{\{t, 0^t-4\}} \), of order 73728\(k^2\).

**Proof.** Now \( K = [3, 4, 3]_{\{t, 0^t-4\}} \) and \( n = 5 \). If \( t \) is even, then the covering \( \rho : K \to [3, 3, 4, 3]_{(2,0,0,0)} \) induces a surjective homomorphism \( W(D)/N \to W(D)/N' \), with \( D' \) and \( N' \) the diagram and normal subgroup defined with respect to \( [3, 3, 4, 3]_{(2,0,0,0)} \). The two polytopes

\[
\{4, 3, 3, 4\}_{(2,2,0,0,0)}, K \}
\]

and

\[
\{4, 3, 3, 4\}_{(2,2,0,0,0)}, [3, 3, 4, 3]_{(2,0,0,0)}
\]

exist by Corollary 7.5; thus Theorem 7.8 applies. In particular, if \( W(D)/N \simeq C_2^6 \), then \( W(D)/N \simeq C_2^5 \), and the polytope \( \{4, 3, 3, 4\}_{(2,2,0,0,0)} \) also exists, with group \( C_2^6 \rtimes A(K) \). But the case \( [3, 3, 4, 3]_{(2,0,0,0)} \) can now be handled directly, using the same arguments as for \( [3, 3, 4, 3] \) in the proof of Corollary 7.9. In particular,
\[ W(D)/N \simeq C_2^2 \]; to confirm this, the Coxeter-Todd algorithm predicts \( 2^6 \) vertices for the polytope. This settles the case where \( t \) is even.

Now let \( t \) be odd and \( k = 2 \). Again, the regular polytope \( \{4,3,3,4\}_{\{2,2,0,0\}} \) exists by Corollary 7.5, so that Theorem 7.8 implies that \( W(D)/N \simeq C_2^m \) with \( m = 4 \) or 6. For the non-existence of \( \{4,3,3,4\}_{\{2,2,0,0\}} \), it suffices to prove that \( m \neq 6 \).

Assume that \( m = 6 \) (= \( n + 1 \)). We can now use the representation \( r : A(K) \rightarrow GL_6(2) \), as in the proof of Corollary 7.9. In particular, \( (40) \) still holds (with \( n = 5 \)), as does the representation of \( r(\tau_0), \ldots, r(\tau_{m-1}) \) by matrices.

Once the matrices are found, we can proceed as follows. Consider the element \( \alpha := (t_0 \cdot t_2 \cdot t_3 \cdot t_5)^2 \), which is a "translation" of \( K \). By (6), this has order \( t \); indeed, since \( k = 2 \), we know that \( \alpha^t = \varepsilon \) is the only extra defining relation for \( A(K) \). It is now straightforward to compute the matrix of \( r(\alpha) \) using the matrices for \( r(\tau_0), \ldots, r(\tau_{m-1}) \). However, we find that this matrix has period 2. This is a contradiction, because the period must also divide the period \( t \) of \( \alpha \). It follows that we cannot have \( m = 6 \). This settles the case where \( t \) is odd and \( k = 2 \).

Finally, let \( t \) be odd and \( k = 1 \). Now we cannot appeal to Corollary 7.5 and Theorem 7.8. Assume that \( \{4,3,3,4\}_{\{2,2,0,0\}} \} \) exists. Then the subgroup \( \langle \rho_1, \ldots, \rho_4 \rangle \) of its group \( A(2^{K_{23}}) \) is isomorphic to \( [3,3,3,3]_{\{1,0,0,0\}} \), so that the subgroup of \( W(D)/N \) induced by a facet of \( K \) has order \( 2^6 \). Hence \( W(D)/N \simeq C_2^m \) with \( m = 5 \) or 6. Now the assumption \( m = 6 \) can be refuted as above, using the same translation \( \alpha \). Note here that \( \alpha \) still has order \( t \), although \( \alpha^t = \varepsilon \) is not the extra defining relation if \( k = 1 \).

If \( m = 5 \), we can argue as in the proof of Theorem 7.8 that any non-trivial relation between the generators \( \sigma_{i_1} N, \ldots, \sigma_{i_6} N \) must involve all of the first three generators, or all of the last three. (Note that now \( \omega(G_K) = 1 \) and \( W(D)/N \simeq C_2 \); and hence \( N \neq N \).) But any relation involving only three generators leads to a contradiction, because modulo \( N \) the generators are the same but are not trivial. Hence we are left with \( \sigma_{i_1} \cdots \sigma_{i_6} N = N \), or, equivalently, \( \sigma_{i_6} N = \sigma_{i_1} \cdots \sigma_{i_5} N \). In particular, \( W(D)/N = \langle \sigma_{i_1} N, \ldots, \sigma_{i_6} N \rangle \).

We can now work with a representation \( r : A(K) \rightarrow GL_6(2) \). Using the same notation \( F_{11}^j (= F_{i_{1j}}) \) and \( i_{1j} \) as before, and observing that \( r(\tau_0) \) is now uniquely determined by the effect \( \tau_0 \) has on \( \sigma_{i_1} N, \ldots, \sigma_{i_6} N \), we arrive at the following permutations: \( \tau_0, \tau_1, \tau_3, \tau_4 \) as in (40) with \( n = 5 \); and \( \tau_2 = (i_3 i_4)(i_5 i_3 i_1) \). Now \( \tau_0, \tau_1, \tau_3 \) are represented by the corresponding \( 5 \times 5 \) permutation matrices. For \( \tau_2 \) and \( \tau_4 \), we can use the relations \( \sigma_{i_3} N = \sigma_{i_3} \sigma_{i_4} \sigma_{i_5} N \) and \( \sigma_{i_6} N = \sigma_{i_1} \cdots \sigma_{i_5} N \) to find the matrices

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad
\begin{bmatrix}
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix},
\]

respectively. If \( \alpha \) is the same translation as above, then the matrix of \( r(\alpha) \) again has period 2, which gives a contradiction. It follows that we cannot have \( m = 5 \). This completes the proof. \( \square \)

For Corollary 7.11, note that faster non-existence proofs are available if \( t \) is an odd prime with \( t \neq 3, 5, 7, 31 \). Let \( K := \{3,3,4,3\}_{\{1,0,0,0\}} \). By Lemma 7.7, we have
a representation \( r : A(K) \to GL_m(2) \) with \( m \leq 6 \). In \( K \), the vertex \( i_1 \) can be mapped to any of its neighbours by a “translation” \( \beta \) (say) of \( K \). If \( t \) is a prime, then \( r(\beta) \) is trivial or \( r(\beta) \) has order \( t \); in the latter case, \( t \) divides the order of \( GL_m(2) \). But for \( 2 \leq m \leq 6 \), the only odd primes \( t \) which can divide the order of \( GL_m(2) \) are 3, 7 or 31, and these are excluded. On the other hand, \( i_2, \ldots, i_6 \) are neighbours of \( i_1 \); hence, if \( m \geq 2 \) and \( \beta \) maps \( i_1 \) to a vertex from \( i_2, \ldots, i_6 \), then \( r(\beta) \) cannot be trivial. It follows that, for odd primes \( t \) with \( t \neq 3, 5, 7, 31 \), we must have \( m = 1 \); that is, \( W(D)/N \simeq C_2 \) (and \( N = \overline{N} \)).

For \( K = \{3, 3, 4, 3\}_{(t, t, 0, 0)} \), we can instead use a “translation” \( \gamma \) (say) of \( K \) which maps \( i_4 \) to \( i_5 \) or \( i_6 \). Then \( r(\gamma) \) cannot be trivial if \( m = 5 \) or 6. Hence for odd primes \( t \) with \( t \neq 3, 5, 7, 31 \) we must have \( m \leq 4 \), and thus \( \{3, 3, 4, 3\}_{(2, 2, 0, 0)} \) cannot exist.

**Identification vector** \((2^{n-1})\). Finally we discuss quotients whose facets are \( \{3, 3^n-3, 4\}_{(2^{n-1})} \), with identification vector \((2^{n-1})\). This is the hardest of the three cases. In our examples, we have \( n = 4 \) or 5. If \( F = \{3, 4\} \), then in \( A(2^F) \) we have

\[
(\rho_0 \rho_1 \rho_2 \rho_3)^6 = \sigma_0 \sigma_1 \cdots \sigma_5 = \sigma_0 \sigma_3 \sigma_1 \sigma_4 \sigma_2 \sigma_5
\]

(the order of these terms is immaterial); hence, by (5), to obtain facets \( \{3, 4, 3\}_{(2, 2, 2, 2)} \) we must choose the normal subgroup \( N \) so that \( \sigma_0 \cdots \sigma_5 \in N \). A similar remark applies to facets \( \{3, 3^n-3, 4\}_{(2^{n-1})} \), using

\[
(\rho_0 \rho_1 \cdots \rho_{n-1})^{2n-2} = \sigma_0 \sigma_{n-1} \sigma_1 \sigma_{n-2} \cdots \sigma_{n-2} \sigma_{n-3}.
\]

If \( F \) is a facet of \( K \), define \( \sigma_F \) in \( W(D) \) by

\[
\sigma_F := \prod_{i \in F} \sigma_i
\]

(with the \( \sigma_i \) in any order). Then we define

\[
N := \langle \varphi \sigma_F \varphi^{-1} \mid \varphi \in W(D), F \text{ a facet of } K \rangle,
\]

the normal closure of \( \sigma_F \) in \( A(2^K, D) \). As before, we have \( A(2^K, D)/N \simeq W(D)/N \rtimes A(K) \). By construction, it is also clear that if the universal polytope in question does exist, then it must be isomorphic to the quotient \( 2^K, D)/N \).

We have not been able to find the structure of the group of every regular 6-polytope \( \{3, 3, 4, 3\}_{(2, 2, 2, 2)} \), \( \{3, 3, 4, 3\}_{(2, 0, 0, 0)} \) with \( t \geq 2 \) and \( k = 1, 2 \). For \((t, k) = (2, 1)\), the polytope is covered by the finite polytope \( \{3, 3, 4, 3\}_{(4, 0, 0, 0)} \), \( \{3, 3, 4, 3\}_{(2, 0, 0, 0)} \) of Corollary 5.6, whose group is the semi-direct product \( C_2^{16} \rtimes [3, 3, 4, 3]_{(2, 0, 0, 0)} \). This fact is used in our next theorem.

**Theorem 7.12.** The regular 6-polytope \( \{3, 3, 4, 3\}_{(2, 2, 2, 2)} \), \( \{3, 3, 4, 3\}_{(2, 0, 0, 0)} \) exists and is finite. Its group is \( C_2^{10} \rtimes [3, 3, 4, 3]_{(2, 0, 0, 0)} \), of order 18,874,368.

**Proof.** We use the geometry of \( K = \{3, 3, 4, 3\}_{(2, 0, 0, 0)} \), to show that \( W(D)/N \cong C_2^{10} \). Our first observation is that the vertices of the vertex-figure \( \{3, 4, 3\} \) of \( K \) coincide in antipodal pairs, so that \( K \) has the same vertices as those of \( \{3, 3, 4, 3\}_{(3, 3, 4, 3)} \) (compare [17]). Recall that \( \{3, 4, 3\}_6 \) is the regular 4-polytope obtained from \( \{3, 4, 3\}_6 \) by identifying antipodal points; here the number 6 indicates the extra relation \( (\rho_0 \rho_1 \rho_2 \rho_3)^6 = \varepsilon \) for the group \( \{3, 4, 3\}_6 \) or, equivalently, the length of the Petrie polygon (see [5]). The 48 facets of \( K \) occur in pairs with the same vertices, so in what follows we are really referring to 24 pairs of facets.
For simplicity, we change our convention on the vertex labels in $F$, so that we now label the 16 vertices of $K$ by $0, \ldots, 15$, which we express as $ab$ in base 4 (with $a, b \in \{0, \ldots, 3\}$). Edges of $K$ join two vertices with different labels $a$; vertices with the same label $a$ are antipodal in some facet. If $e = \{b_0, b_1\} \subset \{0, \ldots, 3\}$ with $b_0 \neq b_1$, then we write $\overline{e} = \{0, \ldots, 3\} \setminus e$ for its complement. Then $ae$ stands for the pair $\{ab_e, a\overline{e}\}$ of antipodal vertices, and so on. A (double) facet will have vertices $ae$ or $a\overline{e}$, where $a = 0, \ldots, 3$, and $e = \{0, 1\}, \{0, 2\}$ or $\{0, 3\}$; that is, the pairs $e$ and $\overline{e}$ always go together. The 24 (double) facets then have:

$$e = \{0, 1\} \text{ or } \{0, 2\} \quad \text{even number of } \overline{e} \text{‘s;}$$

$$e = \{0, 3\} \quad \text{odd number of } \overline{e} \text{‘s.}$$

The ten generators of $W(D)$ correspond to the vertices

$$00, 01, 03, 10, 11, 13, 20, 21, 23, 30.$$

The remainder are constructed by successively listing suitable facets:

$$\{00, 01, 10, 11, 20, 21, 30, 31\} \rightarrow 31,$$

$$\{00, 03, 10, 13, 20, 23, 31, 32\} \rightarrow 32,$$

$$\{01, 03, 11, 13, 21, 23, 31, 33\} \rightarrow 33,$$

$$\{01, 02, 10, 13, 20, 23, 30, 33\} \rightarrow 02,$$

$$\{00, 03, 11, 12, 20, 23, 30, 33\} \rightarrow 12,$$

$$\{00, 03, 10, 13, 21, 22, 30, 33\} \rightarrow 22.$$

Bear in mind here that the product of any seven generators of $W(D)/N$ corresponding to vertices of a facet is the eighth. Of course, since $K$ is weakly neighbourly, all generators commute. It follows that $W(D)/N$ has order at most $2^{10}$, and a tedious check shows that no nine generators suffice. Finally, for the existence of the polytope we can appeal to Lemma 2.1 and Corollary 7.5 or 7.11, using the fact that the subgroup of $W(K)/N$ induced by a facet of $K$ has order $2^7$. This completes the proof.

We now further restrict our attention to polytopes of rank 5 with facets isomorphic to toroids $\{4, 3, 4\}_{(2,2,2)}$. Together with Corollaries 7.4 and 7.10, the next theorem covers all the finite universal regular 5-polytopes of type $\{4, 3, 4, 3\}$ (or dual type $\{3, 4, 3, 4\}$). It is one of the most interesting examples obtained by the method of this section.

**Theorem 7.13.** The regular 5-polytope $\{\{4, 3, 4\}_{(2,2,2)}, \{3, 4, 3\}\}$ exists and is finite. Its group is $(C_2^6 \ltimes C_2) \ltimes [3, 4, 3]$, of order $2^{359}296$; in the semi-direct product $C_2^6 \ltimes C_2^3$, the factor $C_2^6$ is its own centralizer.

**Proof.** Now $K = \{3, 4, 3\}$ and $F = \{3, 4\}$. We show that $W(D)/N \cong C_2^6 \ltimes C_2^3$, a group of order $2^{11}$.

First we show that $W(D)/N$ is generated by 10 involutions. Let $0, \ldots, 23$ be the vertices of $K$, in such a way that $l, l + 5$ ($l = 1, \ldots, 4$) are the vertices of the cubical vertex-figure of $K$ at 0 (this is a change from the previous notation). Define $I := \{1, \ldots, 9\} \setminus \{5\}$. By the definition of $N$, if $k$ is the antipodal vertex to 0 in some facet, then $\sigma_k N \in \{\sigma I \mid l \in I \cup \{0\}\}$. Let $5$ be a vertex of the vertex-figure of the opposite vertex of $K$ to 0. We claim that

$$W(D)/N = \langle \sigma_0 N, \ldots, \sigma_9 N \rangle.$$
Note first that, if $i, j$ are adjacent vertices of the opposite vertex-figure, then \( \{i, j, p, q, r, s\} \) is a facet for some $p, q \in I$ and $r, s$ antipodal to $0$ in facets of $K$. It follows that $\sigma_1N \in \langle \sigma_iN \mid i \in I \cup \{0, j\} \rangle$. Now if we migrate along the edges in the opposite vertex-figure from $5$, we get all its vertices $i$, and hence the corresponding $\sigma_iN$. Finally, we obtain the opposite vertex of $K$ to $0$ from any of the facets which contain it, whose remaining vertices are already accounted for. Hence the assertion follows.

Next we prove that the commutator subgroup has order at most $2$, with $(\sigma_0\sigma_0)^2N$ the only possible non-trivial commutator. Clearly, $\sigma_0N$ commutes with $\sigma_iN$ for $j \in I$. Now $0$ and $5$ are opposite vertices in the vertex-figure of one of the vertices in $I$. Hence, by the action of $A(K)$ on $W(D)/N$ if $\sigma_0N$ and $\sigma_5N$ commute, then so do $\sigma_iN$ and $\sigma_jN$ for all $i, j \in I$, and thus $W(D)/N$ is abelian. Therefore, if $W(D)/N$ is not abelian, then $(\sigma_0\sigma_5)^2N \neq N$.

Let $i, j$ be adjacent vertices of the opposite vertex-figure, and let $p, q, r, s$ be as above. Since $\sigma_0$ commutes with $\sigma_j$$\sigma_i, \sigma_r, \sigma_s$, it follows that $\sigma_0N$ commutes with $\sigma_j\sigma_i, \sigma_r, \sigma_s$. Let $\sigma_5\sigma_0\sigma_jN = \sigma_1\sigma_jN$, or $\sigma_0\sigma_i\sigma_jN = \sigma_1\sigma_j\sigma_0N$. But

$$\sigma_0\sigma_i\sigma_jN = \sigma_i(\sigma_0\sigma_j)^2(\sigma_0\sigma_j)^2\sigma_i\sigma_0N,$$

and equating this to $\sigma_0\sigma_j\sigma_0N$ gives $(\sigma_0\sigma_0)^2(\sigma_0\sigma_j)^2N = N$, or

$$(\sigma_0\sigma_0)^2N = (\sigma_0\sigma_0)^2N.$$

Starting with the vertex $5$, and iterating such relations along edges $\{i, j\}$ of the opposite vertex-figure, gives $(\sigma_0\sigma_0)^2N = (\sigma_0\sigma_0)^2N$ for each of its vertices $j$. However, $0$ and $5$ are themselves antipodal vertices of the vertex-figure of one of the vertices in $I$. Thus, if we choose $l$ to be antipodal to $5$ in the opposite vertex-figure, then $0, 5, l$ are symmetrically related, so that

$$(\sigma_0\sigma_5)^2N = (\sigma_0\sigma_l)^2N = (\sigma_0\sigma_l)^2N = (\sigma_0\sigma_0)^2N,$$

or

$$(\sigma_0\sigma_0)^4N = N.$$

Chasing arguments of this kind (using symmetry and connectivity properties of $K$) show that $(\sigma_0\sigma_5)^2N$ can indeed be the only non-trivial commutator between pairs of generators $\sigma_jN$; it then follows that the commutator subgroup is of order at most $2$. In particular, $\kappa := (\sigma_0\sigma_0)^2N$ lies in the centre of $W(D)/N$. Note that the $10$ generators thus commute in pairs, except for the five disjoint pairs $j, j + 5$ ($j = 0, \ldots, 4$), for which $(\sigma_j\sigma_{j + 5})^2N = \kappa$.

Next we prove that $W(D)/N$ is not abelian, and that $W(D)/N \simeq C_2^2 \ltimes C_2^2$. First note that the vertex $5$ in $K$ is joined by an edge to exactly one vertex, $6$ (say), of the vertex-figure at $0$. Let $7, 8, 9$ be the neighbouring vertices to $6$ of this vertex-figure. If $j \in \{6, \ldots, 9\}$, the vertices $j$ and $5$ lie in a common facet, so that $\sigma_jN$ and $\sigma_5N$ commute. It follows that $B := \langle \sigma_5N, \ldots, \sigma_9N \rangle$ is an abelian subgroup generated by (at most) $5$ involutions.

Let $Z := W(D)/N$ and $\alpha_j := \sigma_jN$ for $j = 0, \ldots, 9$. Then for all $i, j$, either $\alpha_i\alpha_j\alpha_i = \alpha_i$ or $\alpha_i\alpha_j\alpha_i = \kappa\alpha_i$. Now $A := \langle \alpha_0, \ldots, \alpha_4, \kappa \rangle$ is a normal abelian subgroup of $Z$ generated by (at most) $6$ involutions, and the canonical projection $\pi : Z \to Z/A$ takes $B := \langle \alpha_5, \ldots, \alpha_9 \rangle$ onto $Z/A$. In particular, $|Z| \leq 2^{11}$.

Assume for the moment that we indeed have $|Z| = 2^{11}$. Then $A \simeq C_2^6$ and $B \simeq Z/A \simeq C_2^2$, because the numbers of generators of $A$ and $B$ are at most $6$ and
5, respectively. It follows that $Z = A \ltimes B \simeq C_2^6 \ltimes C_2^5$. Consider now how $B$ acts on $A$ by conjugation. Here it is helpful to observe that we can identify $A$ with a 6-dimensional vector space over $GF(2)$, with basis vectors $\alpha_j$ for $j = 0, \ldots, 4$ and $\kappa$ identified with those of the standard column basis, and represent conjugation with an element in $B$ by a $6 \times 6$ matrix over $GF(2)$. Then it is immediate that the generators $\alpha_j$ ($j = 5, \ldots, 9$) correspond to the matrices

$$
\begin{bmatrix}
I_5 & 0 \\
e_{j-5} & 1
\end{bmatrix},
$$

with $I_5$ the $5 \times 5$ identity matrix, and $e_0, \ldots, e_4$ the standard row basis of $GF(2)^5$.

In particular, this implies that conjugation gives a faithful representation $B \to \text{Aut}(A)$, or, equivalently, that $A$ is its own centralizer in $Z$.

On the other hand, we can now complete the proof by observing that there is indeed a specific group $C_2^6 \ltimes C_2^5$, with the action of $C_2^5$ on $C_2^6$ defined by (42), which satisfies the given relations. Hence there can be no possibility of our group $Z$ collapsing onto a group of order smaller than $2^{11}$, since $Z$ is just determined by these relations. The existence of the polytope now follows from Lemma 2.1 and Corollary 7.4 or 7.10, using the fact that the subgroup of $W(D)/N$ induced by a facet of $\mathcal{K}$ has order $2^5$.

We conclude the paper with an application of our method to the projective 4-polytope $\{3, 4, 3\}_6$, giving us 5-polytopes with toroidal facets and projective vertex-figures (for the notation, see above).

**Theorem 7.14.** For $k = 1, 2, 3$, the 5-polytope $\{\{4, 3, 4\}_{(2^k, 0^{3-k})}, \{3, 4, 3\}_6\}$ exists and is finite. Its group is $C_2^{m(k)} \ltimes [3, 4, 3]_6$, with $m(k) = 3, 5, 8$ as $k = 1, 2, 3$, respectively.

**Proof.** Let $\mathcal{K} = \{3, 4, 3\}_6$. Then Theorem 7.1 gives the polytope for $k = 1$, with group $C_2^9 \ltimes A(\mathcal{K})$; here we use the fact that $\omega(\mathcal{G}_{\mathcal{K}}) = 3$. If $k = 2$, Theorem 7.8 suggests that the group should be $C_2^6 \ltimes A(\mathcal{K})$. Indeed, as in the proof of Corollary 7.9, we can use the representation $A(\mathcal{K}) \to GL_5(2)$ defined by (40) (with $n = 4$) to identify $C_2^6 \ltimes A(\mathcal{K})$ as the group of the regular polytope $\{\{4, 3, 4\}_{(2, 2, 0)}, \mathcal{K}\}$.

Last, let $k = 3$. Since $\mathcal{K}$ is weakly neighbourly, $W(D)/N$ is an elementary abelian 2-group. Let $1, \ldots, 8$ be the vertices of the vertex-figure at 0, with opposite faces $\{1, \ldots, 4\}, \{5, \ldots, 8\}$ (again, we have changed our earlier notation). Let 9 be such that $\{0, \ldots, 4, 9\}$ is a facet of $\mathcal{K}$. Then $\{0, 5, \ldots, 9\}$ is also a facet of $\mathcal{K}$. Thus we can choose $\sigma_0 N, \ldots, \sigma_7 N$ as generators, obtaining $\sigma_0 N$ from the first facet and $\sigma_8 N$ from the second. We obtain the two remaining generators $\sigma_{10} N$ and $\sigma_{11} N$ as we found $\sigma_9 N$. Clearly, fewer generators will not serve, so that $W(D)/N \simeq C_2^8$. Finally, since the subgroup of $W(D)/N$ induced by a facet of $\mathcal{K}$ has order $2^5$, Lemma 2.1 now proves the existence of the polytope.

For most of the polytopes constructed in this section, the group order has been checked by Asia Weiss using the Coxeter-Todd algorithm. The authors are indebted to her for this assistance.
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