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Abstract. A maximal non-elementary Fuchsian subgroup of a Bianchi group $PSL(2, O_d)$ has an invariant circle or straight line under its linear fractional action on the complex plane, to which is associated a positive integer $D$, the discriminant, which, in turn, is an invariant of the wide commensurability class of the Fuchsian subgroup. In this paper, for all Bianchi groups, we classify the conjugacy classes of these maximal Fuchsian subgroups by determining the number with given discriminant.

1. Introduction

Let $O_d$ denote the ring of integers in the quadratic number field $\mathbb{Q}(\sqrt{-d})$ where $d$ is a square-free positive integer. The Bianchi groups are the groups $PSL(2, O_d)$. (For a treatment of their algebraic aspects, see [4] and the references there.) The Bianchi groups are discrete subgroups of $PSL(2, \mathbb{C})$. The elements of $PSL(2, \mathbb{C})$ act via linear fractional transformation on the extended complex plane, and hence, using the Poincaré extension, on upper half 3-space. Upper half 3-space, $\{(x, y, z) \in \mathbb{R}^3 \mid z > 0\}$, equipped with the metric $ds = z^{-1}\sqrt{dx^2 + dy^2 + dz^2}$ is a model of hyperbolic space $\mathbb{H}^3$ and under the above action, $PSL(2, \mathbb{C}) = Isom^+(\mathbb{H}^3)$, the orientation-preserving subgroup of the full isometry group of $\mathbb{H}^3$. The quotients of $\mathbb{H}^3$ by the actions of the groups $PSL(2, O_d)$ are then hyperbolic orbifolds of finite hyperbolic volume—the Bianchi orbifolds.

Let $\Gamma$ be a Kleinian group i.e. a discrete subgroup of $PSL(2, \mathbb{C})$. Then a subgroup $F$ is a Fuchsian subgroup of $\Gamma$ if there is a circle or straight line $C$ in $\mathbb{C}$ which is invariant under the action of $F$ and such that the two components of $\mathbb{C} \setminus C$ are preserved by $F$. All the Fuchsian groups considered here will be non-elementary, so that the limit set of $F$ on $\mathbb{C}$ contains more than two points. The hemisphere or plane $\hat{\mathbb{C}}$ orthogonal to $C$ in upper half 3-space is then invariant under $F$ and when the quotient $\hat{\mathbb{C}}/F$ is compact or has finite volume in the restriction of the hyperbolic metric to $\hat{\mathbb{C}}$, then $F$ is said to be cocompact or have finite covolume respectively. Any maximal Fuchsian subgroup $F$ of $\Gamma$ will be the full stabiliser in $\Gamma$ of $C$, i.e. $F = Stab(\mathcal{C}, \Gamma)$.

The Bianchi groups are rich in Fuchsian subgroups, each $PSL(2, O_d)$ having infinitely many commensurability classes of maximal Fuchsian subgroups [7]. Finiteness results in terms of suitable parameters for the conjugacy classes of maximal...
Fuchsian subgroups in $\text{PSL}(2, O_d)$ have been obtained [8]. For those values of $d$ such that $d = 1, 2$ or $d = p$, a prime $\equiv 3(\text{mod} \ 4)$, there is a complete classification of these conjugacy classes [12]. This has been extended to include those values of $d$ for which the ideal class group of $\mathbb{Q}(\sqrt{-d})$ has no invariant divisible by 4 [13]. A complete analysis of the structure of the maximal Fuchsian subgroups in the case $d = 1$ was also obtained in [8]. See also [2].

Each circle $C$, which is stabilised by a non-elementary Fuchsian group $F$ of $\text{PSL}(2, O_d)$ determines a positive integer $D$, the discriminant of the circle, which is an invariant of the conjugacy class of $F$ (see §3). In this paper, for all square-free $d$, we completely determine the classification of the conjugacy classes of maximal Fuchsian subgroups by determining the number $n_d(D)$ of these with discriminant $D$ (see Theorem 5.7).

As in [8], the method is to convert the problem into one of determining primitive representations of rational integers by forms defined over $\mathbb{Q}$, modulo the action of groups commensurable with the unit group of this form. This was done for the case $d = 1$ in [8] and here we carry out this conversion for general values of $d$. To pass from the groups $\text{PSL}(2, O_d)$ to groups of units of related quadratic forms is a special case of a principle applying to arithmetic Kleinian groups which contain non-elementary Fuchsian subgroups [9].

In all cases, the groups $\text{PSL}(2, O_d)$ carry over to the spinorial groups $O'(L)$ for a suitable lattice $L$ in the relevant quadratic space (see §2). Classifying the conjugacy classes of maximal non-elementary Fuchsian subgroups in $\text{PSL}(2, O_d)$, then reduces, in essence, to counting orbits of elements of $L$ under the action of $O'(L)$ (see §3). Using a local-global theorem similar to one proved in [6], the enumeration reduces to counting orbits in lattices over $p$-adic integers modulo the action of the local spinor groups of these lattices (see Theorem 4.1). Counting techniques in lattices over local rings are then used to complete the calculations (see §5).

2. Bianchi Groups and Quadratic Forms

In this section, the precise relationship between the Bianchi groups and the unit groups of the related integral forms is established.

Let $A$ denote the quaternion algebra $M(2, \mathbb{Q}(\sqrt{-d}))$ with standard basis $1, i, j, ij$ where

$$i = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad j = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.\$$

Then the order $M(2, O_d) = O_d[1, i, 1/2(1 + j), 1/2(i + ij)]$.

Now $A$ admits a conjugate-linear involution $\tau$ defined by

$$\tau(a_0 + a_1 i + a_2 j + a_3 ij) = \bar{a}_0 - \bar{a}_1 i - \bar{a}_2 j - \bar{a}_3 ij$$

whose fixed point set $V$ is a 4-dimensional space over $\mathbb{Q}$. With the restriction of the norm form, denoted by $n$, $V$ is a regular quadratic space with orthogonal group $O(V)$. Let $f$ denote the symmetric bilinear form

$$f : V \times V \to \mathbb{Q}$$

which is defined by

$$f(v, w) = n(v + w) - n(v) - n(w)$$
so that \( f(v, v) = 2n(v) \). In \( V \), fix a basis \( \{r, s, t, u\} \) with \( n(r) = 1 \), \( n(s) = d \), \( n(t) = n(u) = 0 \) and \( f(t, u) = d \) by choosing \( r = 1 \), \( s = (\sqrt{d})j \), \( t = (\sqrt{d})/2(-i+j) \) and \( u = (\sqrt{d})/2(i+j) \).

Define the group \( A_{Q}^{*} \) by

\[
A_{Q}^{*} = \{ \beta \in A^{*} \mid \det(\beta) \in Q^{*} \}.
\]

For \( \beta \in A_{Q}^{*} \) define \( \phi_{\beta} : V \to V \) by

\[
\phi_{\beta}(v) = (\det(\beta))^{-1} \beta v \tau(\beta).
\]

Then \( \phi_{\beta} \in O(V) \) and we have a homomorphism

\[
\Phi : A_{Q}^{*} \to O(V)
\]

defined by \( \Phi(\beta) = \phi_{\beta} \).

We obtain a precise description of \( \Phi \) in terms of the basis \( \{r, s, t, u\} \) described above. Thus if \( \beta = \left( \frac{a}{b} \right) \), then \( \Phi(\beta) \) is \( (\det(\beta))^{-1} \) times the following \( 4 \times 4 \) matrix:

\[
\begin{pmatrix}
Re(x\bar{w} - y\bar{z}) & -dIm(x\bar{w} + y\bar{z}) & -dIm(x\bar{z}) & -dIm(w\bar{y}) \\
Im(x\bar{w} - y\bar{z}) & Re(x\bar{w} + y\bar{z}) & Re(x\bar{z}) & -Re(w\bar{y}) \\
2Im(x\bar{y}) & 2Re(x\bar{y}) & x\bar{x} & -yy \\
2Im(w\bar{z}) & -2Re(w\bar{z}) & -zz & w\bar{w}
\end{pmatrix}.
\]

The notation here is that, if \( \alpha = a + b\sqrt{-d} \) with \( a, b \in Q \), then \( Re(\alpha) = a \) and \( Im(\alpha) = b \).

We see immediately that the image of \( A_{Q}^{*} \) lies in \( O(V) \) and that the kernel is \( Q^{*}I \). Let

\[
\theta : SO(V) \to \frac{Q^{*}}{Q^{*}2}
\]

denote the spinor norm, with kernel \( O'(V) \), which is the commutator subgroup of \( SO(V) \). Furthermore, it is the subgroup generated by all Eichler transformations [11].

Since \( n(t) = 0 \) we can define for each \( v \in V \) such that \( f(t, v) = 0 \) the Eichler transformation \( E(t, v) \) by

\[
E(t, v)w = w - f(t, w)v + f(v, w)t - n(v)f(t, w)t.
\]

Let \( \beta \in SL(2, Q(\sqrt{-d})) \) have the form \( \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \) where \( \alpha = a + b\sqrt{-d} \). Then

\[
\Phi(\beta) = \begin{pmatrix} 1 & 0 & 0 & bd \\ 0 & 1 & 0 & -a \\ -2b & 2a & 1 & -(a^2 + db^2) \\ 0 & 0 & 0 & 1 \end{pmatrix} = E(t, ad^{-1}s - br) = E(t, ad^{-1}s - br).
\]

Also \( \Phi(\beta^t) = E(u, -ad^{-1}s - br) \). Since \( SL(2, Q(\sqrt{-d})) \) is generated by all \( \beta, \beta^t \) it follows that

\[
\Phi(SL(2, Q(\sqrt{-d}))) \subset O'(V).
\]

If \( H_t \) and \( H_u \) denote the subgroups generated by all \( E(t, v) \) and \( E(u, v) \) respectively, it is clear that \( H_t \) and \( H_u \) lie in \( \Phi(SL(2, Q(\sqrt{-d}))) \). Now suppose \( x \) is such that \( n(x) = 0 \) and \( x \) does not lie in the subspace spanned by \( t \) or in the subspace spanned by \( u \). Let \( x = at + bu + v \) where \( v \in \langle t, u \rangle^\perp \). Then \( 0 = n(x) = dab + n(v) \) so that
$n(v) > 0$. But then $\tau = E(t, (bd)^{-1}v) \text{ maps } x \text{ to } bu$. Thus for any suitable $w$, $\tau E(x, w)\tau^{-1} \in H_a$ and $E(x, w) \in \langle H_t, H_u \rangle$. It then follows that

$$\Phi(SL(2, \mathbb{Q} (\sqrt{-d})) = O'(V).$$

Note that the kernel of $\Phi$ in this case is $\pm I$.

Now let $\beta = \left( \begin{smallmatrix} a & q \\ 0 & 1 \end{smallmatrix} \right)$ with $a \in \mathbb{Q}^*$. Then $\Phi(\beta)$ fixes $r, s$ and maps $t \to at, u \to a^{-1}u$. Thus $\Phi(\beta) \in SO(V)$ and $\theta(\Phi(\beta)) = aQ^{\ast}$ [10]. It thus follows that the image of $A_{\mathbb{Q}}^*$ under $\Phi$ lies in $SO(V)$, and that the kernel consists of $\left( \begin{smallmatrix} 0 & q \\ 0 & 1 \end{smallmatrix} \right)$ with $a \in \mathbb{Q}^*$. It then follows that $\Phi$ maps $A_{\mathbb{Q}}^*$ onto $SO(V)$ and for $\beta \in A_{\mathbb{Q}}^*$, the spinor norm of $\Phi(\beta)$ is $\det(\beta)Q^{\ast}$.

To obtain the image of $SL(2, O_d)$ under $\Phi$, we first consider the extended Bianchi group $B_d$ which is defined to be the maximal discrete subgroup of $PSL(2, \mathbb{C})$ which contains the Bianchi group $PSL(2, O_d)$. Maximal discrete subgroups of $PSL(2, \mathbb{C})$ in the commensurability class of any arithmetic Kleinian group have been described [1].

In the cases here, $B_d$ can be described as follows. Let $O = M(2, O_d)$ and define

$$\text{Norm}(O) = \{ x \in A^* \mid xO = O \}. $$

Then $B_d = P(\text{Norm}(O))$ where $P$ denotes the natural projection $GL(2, \mathbb{C}) \to PGL(2, \mathbb{C})$. If $x \in \text{Norm}(O)$ then the ideal $(n(x)) = J^2$ for some ideal $J$ of $O_d$. The mapping $x \to J$ from $\text{Norm}(O)$ to the group of fractional ideals then induces an isomorphism

$$\frac{B_d}{PGL(2, O_d)} \cong C_2$$

where, if $C$ is the class group of $O_d$, then $C_2$ is the subgroup of all elements of order at most 2 [1]. Now $C_2 \cong \mathbb{Z}_2^{t-1}$ where $t$ is the number of distinct prime divisors $p_i$ of $\Delta$, the discriminant of $\mathbb{Q} (\sqrt{-d})$, and is generated by the classes of $\mathcal{P}_1, \cdots, \mathcal{P}_t$ where $p_iO_d = \mathcal{P}_i^2$.

For each $p_i \mid d$, let $-d = p_i q_i$ and choose $a_i, b_i \in \mathbb{Z}$ such that $a_i q_i - b_i p_i = 1$. Then

$$\sigma_{p_i} = \left( \begin{smallmatrix} \sqrt{-d} & p_i \\ b_i p_i & a_i \sqrt{-d} \end{smallmatrix} \right) \in \text{Norm}(O).$$

If, in addition in the case $d \equiv 1 \text{ (mod 4)}$ and $p = 2$, we let $-1 - d = 2q$ and choose $a, b \in \mathbb{Z}$ such that $aq - 2b = 1$, then

$$\sigma_2 = \left( \begin{smallmatrix} 1 + \sqrt{-d} & 2 \\ 2b & a(-1 + \sqrt{-d}) \end{smallmatrix} \right) \in \text{Norm}(O).$$

Then the images of the matrices $\sigma_{p_i}$, where $p_i$ are the prime divisors of $\Delta$, under $P$, together with $PGL(2, O_d)$ generate $B_d$ [13]. Note that for $d = 1, 3$, $GL(2, O_d)$ is not a subgroup of $A_{\mathbb{Q}}^*$. Thus, for $d \neq 1, 3$, let $B'_d$ be the subgroup of $A_{\mathbb{Q}}^*$ generated by these matrices $\sigma_{p_i}$ together with $GL(2, O_d)$. Thus $PB'_d = B_d$.

In the cases $d \equiv 1, 2 \text{ (mod 4)}$ choose the $\mathbb{Z}$-lattice

$$(4) \quad L = \mathbb{Z} r \perp \mathbb{Z} s \perp (\mathbb{Z} t + \mathbb{Z} u)$$

while in the case $d \equiv 3 \text{ (mod 4)}$, choose

$$(5) \quad L = \left( \frac{\mathbb{Z}(r - s)}{2} + \mathbb{Z}s \right) \perp (\mathbb{Z} t + \mathbb{Z} u).$$
From the matrix determined at (2) above, it is immediate that in the cases \( d \equiv 1, 2, 3, 4 \pmod{4} \), \( \Phi(SL(2, O_d)) \subset O(L) \), and so also

\[
\Phi(SL(2, O_d)) \subset O'(L) := O(L) \cap O'(V).
\]

Computing \( \Phi(\beta) \) with respect to the basis \( \{1/2(\tau - s), s, t, u\} \) in the case \( d \equiv 3 \pmod{4} \), shows that, in that case \( \Phi(SL(2, O_d)) \subset O(L) \). Furthermore a direct calculation on the generators \( \sigma_p \), shows that, for \( d \neq 1, 3 \), \( \Phi(B'_d) \subset SO(L) \).

Furthermore, as we have seen above, the spinor norm of \( \Phi(\sigma_p) \) is \( p, Q^\pm \) so that \( [SO(L) : O'(L)] \geq 2^{d+1} \). Now locally, \( L_p \) is unimodular for all primes \( p \) where \( (p, 2d) = 1 \). Since the local group \( O(L_p) \) over the \( p \)-adic integers is generated by the symmetries about primitive vectors in \( L_p \) of unit length, for these \( p \), the spinor norm of any element of \( SO(L) \) is locally a unit. Thus

\[
[SO(L) : O'(L)] = 2^{d+1}.
\]

We note that \( \Phi(\sqrt{-d} \ 0 \ \sqrt{-d} \ 0) = -I \) while \( P(\sqrt{-d} \ 0 \ 0 \ 0) \) is the identity in \( PSL(2, C) \). Furthermore \( (\sqrt{-d} \ 0 \ 0 \ 0) \in B'_d \). Thus from \( \Phi \) we obtain a commutative diagram, with \( \Phi^* \) a monomorphism

\[
\begin{array}{ccc}
PSL(2, O_d) & \xrightarrow{\Phi^*} & O'(L) \\
\downarrow & & \downarrow \\
B'_d/(B'_d \cap Q^*I) & \xrightarrow{\Phi^*} & SO(L)
\end{array}
\]

and the indexes in both cases are \( 2^{d+1} \). Thus \( \Phi^* \) induces a monomorphism \( B_d \rightarrow PSL(2, C) \).

Now if the coefficients in \( A \) are extended to \( C \) by tensoring, to obtain \( \hat{A} \cong M(2, C) \), then the mapping \( \Phi \) can also be extended to \( \hat{A}_R \) with image in \( O(V, R) \). The diagonal matrices in \( \hat{A}_R^* \) map to \( \pm I \) and the images of the elements in \( SL(2, C) \) lie in \( SO(V, R) \). Thus we obtain a monomorphism

\[
P(\hat{A}_R^*) = PSL(2, C) \rightarrow PSL(V, R).
\]

As the groups \( PSL(2, C) \) and \( PSL(V, R) \) are isomorphic, this continuous map will then be an isomorphism. But as \( B_d \) is a maximal discrete subgroup of \( PSL(2, V) \) and \( PSL(V) \) is discrete in \( PSL(V, R) \), it follows that this isomorphism maps \( B_d \) onto \( PSL(L) \). This then implies that the image of \( PSL(2, O_d) \) under \( \Phi^* \) is \( O'(L) \) in all cases except \( d = 1, 3 \).

In the cases \( d = 1, 3 \), we note that not all elements of \( GL(2, O_d) \) lie in \( A_Q^* \). We can deal with these two cases by slightly altering our definitions so that

\[
A_Q^* = \{ \beta \in A^* \ | \ det(\beta) \in Q^* \}
\]

and

\[
\phi_\beta(v) = \left| \det(\beta) \right|^{-1} \beta v \tau(\beta).
\]

It follows that \( \Phi(A_Q^*) \subset O(V) \) and \( \Phi \) agrees with the earlier definition on elements of norm 1. Thus \( \Phi(SL(2, O_d)) \subset O'(L) \). The kernel of \( \Phi \) restricted to \( GL(2, O_d) \) is generated by \( iI \) and in the case of \( GL(2, O_3) \) is generated by \( \exp(\pi i/3)I \).
easily checks that in these cases, \(-I\) does not belong to the image of \(GL(2, O_d)\) under \(\Phi\) and that \(\Phi(GL(2, O_d)) \subset SO(L)\). Thus \(\Phi\) induces a monomorphism

\[ PGL(2, O_d) \to SO(L) \]

and an isomorphism carrying \(PGL(2, O_d)\) to \(PSO(L)\) and \(PSL(2, O_d)\) to \(O'(L)\).

We summarize these results as

**Theorem 2.1.** For all square-free positive integers \(d\), the extended Bianchi group \(B_d\) is isomorphic to the group \(PSO(L)\) where \(L\) is the lattice defined at (4) and (5) above in the \(\mathbb{Q}\)-quadratic space \(V\) at (1). The isomorphism maps \(PSL(2, O_d)\) onto \(O'(L)\), the spinorial kernel of \(SO(L)\).

3. **Fuchsian subgroups**

The Bianchi groups \(PSL(2, O_d)\) have been shown to be isomorphic, via \(\Phi^*\), to the groups \(O'(L)\) where \(L\) is a \(\mathbb{Z}\)-lattice in the quadratic space \(V\). In this section, we use the isomorphism \(\Phi^*\) to pass from maximal Fuchsian subgroups of \(PSL(2, O_d)\) to maximal Fuchsian subgroups of \(O'(L)\) and hence to primitive representations of integers by \(L\). The methods are as in [8], where the equivalence was established for the case \(d = 1\).

All Fuchsian subgroups considered are non-elementary so that they are not cyclic or dihedral. For a circle or straight line \(C\) in \(\mathbb{C}\), let \(\hat{C}\) denote the hyperbolic plane in the upper half 3-space model of \(\mathbb{H}^3\) represented by the hemisphere or plane in \(\mathbb{H}^3\) orthogonal to \(C\) and meeting \(\mathbb{C}\) in \(\hat{C}\). Every maximal Fuchsian subgroup \(F\) of \(PSL(2, O_d)\) has the form

\[ F = \text{Stab}(C, PSL(2, O_d)) \]

where it is understood that the elements of the stabiliser leave \(C\) invariant and preserve the components of \(C \setminus \hat{C}\) so that they act in an orientation-preserving way on \(\hat{C}\). Any such \(C\) with a non-elementary stabiliser has an equation of the form

\[ a \mid z \mid^2 + Bz + \bar{B} \bar{z} + c = 0 \]

where \(a, c \in \mathbb{Z}\) and \(B = b_1 + b_2 \omega \in O_d\) where \(\omega = \sqrt{-d}\) for \(d \equiv 1, 2(\text{mod } 4)\) and \(\omega = 1/2(1 + \sqrt{-d})\) for \(d \equiv 3(\text{mod } 4)\). Furthermore we can assume that this representation is *primitive* in the sense that the \(g.c.d(a, b_1, b_2, c) = 1\). Up to conjugacy in \(PSL(2, O_d)\) there is no loss of generality in assuming that \(a \neq 0\). Also the *Discriminant of \(C\), \(D = D(C) := BB - ac\)* is a conjugacy invariant (for all this see [8]). Note that \(D/a^2\) is the square of the Euclidean radius of \(C\) so that \(D\) is a positive integer.

On the other hand, for any positive integer \(D\), let \(H\) denote the quaternion algebra \((\frac{-d, D}{\mathbb{Q}})\). With respect to the standard basis of \(H\),

\[ i_H \to \begin{pmatrix} \sqrt{-d} & 0 \\ 0 & -\sqrt{-d} \end{pmatrix}, \quad j_H \to \begin{pmatrix} 0 & D \\ 1 & 0 \end{pmatrix} \]

induces an embedding of \(H\) into \(A\). If the order \(\mathbb{Z}[1, i_H, j_H, i_H j_H]\) is denoted by \(\Omega\), then \(P(\Omega^1) \subset PSL(2, O_d)\) as an arithmetic Fuchsian subgroup, necessarily non-elementary. Furthermore, \(P(\Omega^1)\) stabilises \(C_D\) where

\[ C_D = \{ z \in \mathbb{C} \mid |z|^2 = D \}. \]
Thus for every positive integer \( D \), there is a circle \( C \) corresponding to a maximal Fuchsian subgroup of \( \text{PSL}(2, O_d) \) with \( D(C) = D \).

The projective image of the cone \( \{ x \in V \otimes \mathbb{R} \mid n(x) < 0 \} \) is a model of hyperbolic 3-space on which \( \text{PSO}(V, \mathbb{R}) \) acts as the full group of orientation-preserving isometries. A hyperbolic plane in this model is the image of a 3-dimensional linear subspace of \( V \otimes \mathbb{R} \), whose normal vector \( w_0 \) will be such that \( n(w_0) > 0 \). Thus a maximal non-elementary Fuchsian subgroup of \( O'(L) \subset \text{PSO}(V, \mathbb{R}) \) will have the form

\[
\text{Stab}(w_0, O'(L)) = \{ T \in O'(L) \mid T(w_0) = w_0 \}
\]

for some \( w_0 \). The subspace \( \langle w_0 \rangle \) is uniquely determined whenever the stabiliser is assumed to be non-elementary. Clearly

\[
\Phi^*(\text{Stab}(C, \text{PSL}(2, O_d))) = \text{Stab}(w_0, O'(L))
\]

for some \( w_0 \). We now determine \( w_0 \) in terms of \( C \).

Note that \( \Phi^*(P(\Omega^1)) \subset \text{Stab}(w_0, O'(L)) \) where \( w_0 = Dt + u \) (see [8]). Thus

\[
\Phi^*(\text{Stab}(C, \text{PSL}(2, O_d))) = \text{Stab}(w_0, O'(L))
\]

and \( w_0 \) gives a primitive representation of \( Dd \) by \( L \). Let \( C \) be any circle with non-elementary stabiliser in \( \text{PSL}(2, O_d) \) and \( D(C) = D \). Let \( C \) be as given at (6), and let \( S = (\frac{a}{b}, 1) \in A^*_Q \). Then \( \text{PSL}(C) = C_Q \). Now \( S \) lies in the commensurator of \( \text{SL}(2, O_d) \) and so \( \Phi(S) \) lies in the commensurator of \( O'(L) \). Thus \( \Phi^*(\text{Stab}(C, \text{PSL}(2, O_d))) \) will be commensurable with \( \text{Stab}(\Phi(S^{-1})(w_0), O'(L)) \) and so by the remarks above, these two will be equal. Now, letting \( w'_0 = \Phi(S^{-1})(w_0) \)

\[
w'_0 = \begin{cases} 
   db_2r + b_1s - ct + au & \text{if } d \equiv 1, 2 \pmod{4} \\
   2d(r^2 + b_2)s - ct + au & \text{if } d \equiv 3 \pmod{4}
\end{cases}
\]

and \( n(w'_0) = dD \). Thus \( w'_0 \in L \) and if, with respect to the appropriate basis, \( w'_0 \) has coefficients \( (x_1, x_2, x_3, x_4) \), then \( x_1 \equiv 0 \pmod{d} \) and \( x_1/d, x_2, x_3, x_4 \) is primitive.

Notice that, if \( w'_0 \in L \) is such that \( n(w'_0) = dD \), then necessarily \( x_1 \equiv 0 \pmod{d} \). Thus let \( L(D) \) be the set of representations of \( dD \) by \( L \) such that \( x_1/d, x_2, x_3, x_4 \) is primitive. For each \( x \in L(D) \) we can recover the coefficients on the right hand side of (7) and hence the circle \( C \) with non-empty stabiliser as defined at (6).

Finally, note that the vectors \( w'_0 \) can be replaced by their negatives. Let \( \hat{O}'(L) = \langle O'(L), -I \rangle \). Thus

\[\text{Theorem 3.1.} \quad \text{The number of conjugacy classes of non-elementary maximal Fuchsian subgroups of } \text{PSL}(2, O_d) \text{ which have discriminant } D \text{ is equal to the number of } \hat{O}'(L) \text{ equivalence classes of representations of } dD \text{ from } L(D).\]

4. ORBITS UNDER \( O'(L) \)

To classify the maximal non-elementary Fuchsian subgroups of the Bianchi groups it is now necessary to study the orbits of \( \hat{O}'(L) \) acting on a class of elements in \( L \). In this section, the global question is reduced to local ones through strong approximation in the group \( O'(L) \). Let

\[L' = \{ x \in L \mid n(x) \in d\mathbb{Z} \} .\]

Then \( L' = \mathbb{Z}r \perp \mathbb{Z}s \perp (\mathbb{Z}t + \mathbb{Z}u) \) when \( d \equiv 1, 2 \pmod{4} \) and when \( d \equiv 3 \pmod{4} \) simply replace \( r \) by \( (r-s)/2 \). Now put

\[M = \{ x \in L \mid f(x, L') \subset 2d\mathbb{Z} \} .\]
Then $L'$ and $M$ are sublattices of $L$ invariant under $O(L)$, with $M = \mathbb{Z}r \perp \mathbb{Z}s \perp (\mathbb{Z}2t + \mathbb{Z}2u)$ when $d \equiv 1, 2 \pmod{4}$, and $M = 2L$ when $d \equiv 3 \pmod{4}$. Define
\begin{equation}
L(D) = \{ x \in L' \mid n(x) = d \text{ and } f(x, M) = 2d \mathbb{Z} \}
\end{equation}
so that $L(D)$ is as described in Theorem 3.1.

The group $O'(L)$ acts on $L(D)$ and we let $S(L, D)$ denote the collection of spinor equivalence classes of $L(D)$ under this action. Set

\[ N(L, D) = |S(L, D)|. \]

In the same way, if $L_p$ denotes the localisation of $L$ at $p$, then $N(L_p, D)$ will denote the number of spinor equivalence classes of $L_p(D)$ under the action of $O'(L_p)$.

**Theorem 4.1.**

\[ N(L, D) = \prod_{p \mid 2d} N(L_p, D). \]

Let $\Gamma : S(L, D) \to \prod_{p \mid 2d} S(L_p, D)$ be the natural map from $S(L, D)$ to the cartesian product of the sets $S(L_p, D)$ over $p \mid 2d$. The theorem follows by proving that $\Gamma$ is a bijection using arguments similar to those for Theorems 2.1 and 2.3 of [6].

In the proof of this theorem given below and in the local counting theorems in the next section, we rely on results and concepts in the theory of quadratic forms [6].

As above $L$ will denote a lattice over a ring $R$ with field of quotients $F$ where $R$ will be either $\mathbb{Z}$ or $\mathbb{Z}_p$. We continue to use $n$ and $f$ for the quadratic maps and associated bilinear forms respectively. The scale of $L$, $s(L)$, is the $R$-module generated by $f(L, L)$ and the norm of $L$, $n(L)$, is the $R$-module generated by $n(L)$. If $L$ has rank $r$ and $\{x_1, x_2, \ldots, x_r\}$ is a free $R$-basis, then the volume of $L$, $v(L)$, is the $R$-module generated by the discriminant of the basis $= \det[f(x_i, x_j)]$. In all cases, $v(L) \subset s(L)'$.

**Definition 4.2.** A lattice is $A$-modular, where $A$ is a fractional ideal, if $s(L) = A$ and $v(L) = A^\prime$. If $A = R$, then it is unimodular.

(See [10, §92].)

Over a local ring, $L$ splits into one and two dimensional modular components, which when grouped together appropriately, give a splitting

\[ L = L_1 \perp L_2 \perp \ldots \perp L_t \]

into modular components such that $s(L_t) \subset s(L_{t-1}) \subset \ldots \subset s(L_1)$. This is a Jordan splitting and the ranks, scales and norms are unique for $L$. (See [10, §91] in particular for the precise statement on uniqueness.)

With respect to a basis $\{x_1, x_2, \ldots, x_r\}$ of $V_p$ over $\mathbb{Q}_p$, each $\sigma_p \in O(V_p)$ gives $\sigma_p(x_i) = \sum a_{ij} x_j$. A (topological) norm can be defined locally on $\sigma_p$ by

\[ ||\sigma_p||_p = \max_{a_{ij}} |a_{ij}|_p. \]

Choosing a basis of $V$ over $\mathbb{Q}$, and using this same basis locally, each $\sigma \in O(V)$ will inherit a local norm. Clearly, for all but a finite number of $p$, $||\sigma||_p = 1$. Also, if $||\sigma||_p = 1$ for all $p$, then $\sigma \in O(L)$ where $L$ is the $\mathbb{Z}$-lattice with free basis $\{x_1, x_2, \ldots, x_r\}$ [10, §101].

We now turn to the proof of Theorem 4.1 and first establish
Thus let \( x, y \in L(D) \) be such that they are locally spinor equivalent at each \( p \mid 2d \). We first show that they are also locally spinor equivalent at each \( p \) with \((p, 2d) = 1\). If \((p, 2d) = 1\), then \( L_p' = M_p = L_p \) and \( L_p \) is unimodular. Since \( x, y \) are such that \( f(x, L_p) = Z_p = f(y, L_p) \), \( x, y \) are primitive in \( L_p \). But \( O(L_p) \) acts transitively on primitive vectors of the same length (e.g. \([5]\)), so there exists \( \phi_p \in O(L_p) \) with \( \phi_p(x) = y \). Now the orthogonal complement of \( y \) in \( L_p \) will be split by a rank 2 unimodular component. Over a non-dyadic field, this component admits isometries of all possible spinor norms \([10, \S 92]\). Extending this to \( L_p \) means that \( \phi_p \) can be adjusted to lie in \( O'(L_p) \).

Thus for all primes \( p \), we have \( \phi_p \in O'(L_p) \) such that \( \phi_p(x) = y \). By Witt's Theorem, there exists \( \tau \in O(V) \) such that \( \tau(x) = y \) and we can again adjust such that \( \tau \in O'(V) \) \([10, \S 101:8]\). Then \( \tau^{-1}_p \phi_p(x) = x \) for each prime \( p \). Let \( V = \mathbb{Q}_p \perp \mathbb{W} \) so that \( W \) is a 3-dimensional indefinite subspace of \( V \), and \( \tau^{-1}_p \phi_p \in O'(W_p) \). Let \( S \) be the set of all primes and let \( T \) the finite subset of those such that \( \|\tau_p\|_p \neq 1 \). Then, by the strong approximation theorem \([10, \S 104:4]\), there exists \( \psi \in O'(W) \) such that \( \|\psi - \tau^{-1}_p \phi_p\|_p < \epsilon \) for \( p \in T \) and \( \|\psi\|_p = 1 \) for all other \( p \). Now extend \( \psi \) by the identity to \( O'(V) \) and set \( \sigma = \tau \psi \). Then \( \sigma(x) = y \) and \( \|\sigma_p\|_p = 1 \) for all \( p \), provided \( \epsilon \) was chosen sufficiently small initially. Thus \( \sigma \in O'(L) \) and \( \Gamma \) is injective.

**B. The surjectivity of \( \Gamma \)**

Let \( x_p \in L_p(D) \) be given for each \( p \mid 2d \). For the remaining primes \( L_p \) is unimodular and, since these primes are odd, there will exist \( x_p \in L_p \) with \( n(x_p) = dD \) and \( f(x_p, L_p) = Z_p \). By the Hasse-Minkowski Theorem, there now exists \( z \in V \) with \( n(z) = dD \). Let \( U \) be the finite set of primes where \( p \mid 2d \) or \( \tau(z, L_p) \neq Z_p \). By Witt’s Theorem, there exists \( \tau_p \in O(V_p) \) such that \( \tau_p(x_p) = z \) for each \( p \in U \) and for the remaining \( p \) we can choose \( \tau_p \in O(L_p) \) (e.g. \([5]\)). Since \( dD > 0 \) and \( V \) is 4-dimensional, we can adjust locally as before such that \( \tau_p \in O'(V_p) \). Again by the strong approximation theorem, there exists \( \psi \in O'(V) \) such that \( \|\psi - \tau^{-1}_p \phi_p\|_p < \epsilon \) for all \( p \in U \) and \( \|\psi\|_p = 1 \) for the remainder. Let \( y = \psi(z) \), so that \( n(y) = dD \). Then \( y \) is locally close to \( x_p \) and so \( y \in L_p(D) \) for \( p \in U \). For the remaining primes, \( \psi_p \in O'(L_p) \) and \( y \in L_p(D) \). Thus \( y \in L(D) \). Moreover, \( \psi_p \tau_p \in O'(L_p) \) and \( \psi_p \tau_p(x_p) = y \) for all \( p \mid 2d \). Hence, the class of \( y \) in \( S(L, D) \) is mapped by \( \Gamma \) onto the cartesian product over \( p \mid 2d \) of the classes of \( x_p \). Thus \( \Gamma \) is surjective.

### 5. LOCAL CALCULATIONS

In this section, we calculate the local orbit sizes \( N(L_p, D) \) which appear in Theorem 4.1 and study the effect of \(-I\) on the \( O'(L) \) orbits. In this way, we obtain the number of conjugacy classes of maximal non-elementary Fuchsian subgroups of \( \text{PSL}(2, O_d) \) with discriminant \( D \).

In the arguments that follow, some general results on isometries are used together with specifically constructed isometries. We first establish our notation for these. Here \( L \) is either a lattice over \( \mathbb{Z} \) or over \( \mathbb{Z}_p \), but the symbols \( r, s, t, u \) are used for the vectors described above. For \( z \in L \) such that \( n(z) \neq 0 \), let \( \Psi(z) \) denote the symmetry about \( z \). The local groups \( O(L_p) \) are generated by integral symmetries when \( p \) is odd \([10, \S 92]\). Note that \( \Psi(t + u) \Psi(s) \in O'(L) \) and interchanges \( t \) and \(-u \). For \( \alpha \in \mathbb{Z}_p \), let \( T(\alpha) \) denote the isometry sending \( t \) to \( at \) and \( u \) to \( \alpha^{-1}u \), so that \( T(\alpha) \) has local spinor norm \( \alpha Q_p^2 \). For the Eichler transformations \( E(t, v) \)
and $E(u,v)$ defined at (3) to be integral and hence in $O'(L_p)$, we require that $f(v,L_p) \subset \mathbb{Z}_p$ and $dn(v) \in \mathbb{Z}_p$.

**Theorem 5.1.** Let $p$ be odd, $p \mid d$.

1. If $(p, D) = 1$, then $N(L_p, D) = 1$.

2. If $p \mid D$, then $N(L_p, D) = 4$ if and only if $\left( \frac{d^{-1}D}{p} \right) = 1$; otherwise $N(L_p, D) = 2$.

**Proof.** If $x \in L_p(D)$, then $x = db_2r + b_1s + ct + au$ where $n(x) = dD$ and $(a, b_1, b_2, c) = 1$. Thus either $x$ is primitive in $L_p$ or $b_2$ is a unit and $p$ divides $a, b_1, c$. The second case implies that $db_2^2 \equiv D \pmod{p^2}$ so that $\left( \frac{d^{-1}D}{p} \right) = 1$.

1. Since $(p, D) = 1$, $x$ is primitive in $L_p$. Now $L_p$ has a Jordan splitting with a rank 1 unimodular component and a rank 3 $p$-modular component. The $p$-modular sublattice $Z_p/x$ splits $L_p$ with orthogonal complement split by a rank 2 $p$-modular component by the uniqueness of Jordan splittings [10, §91]. Since this rank 2 $p$-modular component has isometries of all possible spinor norms [10, §92:5], and $O(L_p)$ acts transitively on primitive vectors of the same length, the result follows.

2. If $c$ is a unit in $Z_p$, the isometry $E(u, c^{-1}((b_2r + b_1d^{-1}s)) \in O'(L_p)$ and maps $x$ to $ct + c^{-1}Du$. Since we can interchange $t$ and $-u$, the same result holds if $a$ is a unit. Let $e$ be a fixed non-square in $Z_p$. Then using elements in $O'(L_p)$ of one of the forms $T(c^{-1})$ or $T(c^{-1}e)$, it follows that $x$ is spinor equivalent to $t + Du$ or $ct + e^{-1}Du$. If neither $a$ nor $c$ is a unit, it follows that $x$ is not primitive and so $\left( \frac{d^{-1}D}{p} \right) = 1$. We return to this case below, but show first of all, that the two representations just obtained are not spinor equivalent.

Suppose $\phi \in O'(L_p)$ maps $t + Du$ to $ct + e^{-1}Du$. Then $\tau = T(e^{-1})\phi$ fixes $t + Du$ and has spinor norm $cQ_p^2$. Then $\tau(r)$ has the form $a_2s + c(t - Du)$ where $a_2^2 \equiv 1 \pmod{p}$. If $a_2^2 \equiv -1 \pmod{p}$, let $\psi = \Psi(\tau(r) - r)\tau$ and if $a_2 \equiv 1 \pmod{p}$, let $\psi = \Psi(\tau(r) + r)\tau$. Note that the norms of $\tau(r) \pm r$ are squares in $Q_p^2$. Now $\psi \in O(L_p)$ fixes $r$ and $t + Du$. Thus $\psi(s)$ has the form $a_2s + c(t - Du)$ with $a_2^2 \equiv 1 \pmod{p}$. As before, define the elements $\Psi(\psi(s) - s)\psi$ or $\Psi(s)\Psi(\psi(s) + s)\psi$ so that they fix $r, s, t + Du$ and so must be the identity. In particular, they must have determinant 1 and trivial spinor norm. In each of the four cases we obtain a contradiction to this.

We now return to the case where $x$ is not primitive and $b_2$ is a unit. By Hensel’s lemma, there exists $b \in \mathbb{Z}_p$ such that $cd^{-1} + 2b_2b - ab^2 = 1$. The coefficient of $t$ in $E(t, br)(x)$ is now $d$. The $s$ term can be removed by using $E(u, b_1d^{-2}s)$ so that $x$ is spinor equivalent to $dy$ with $y = c_1r + t + d_1u$ where $c_1$ is a unit and $d^{-1}D \equiv c_1^2 \pmod{p}$. Moreover, using transformations $E(u, \lambda r)$, we can reduce $c_1$ to two choices. It remains to show that $y$ and $y' = -c_1r + t + d_1u$ are not spinor equivalent. Assume that $\phi \in O'(L_p)$ sends $y$ to $y'$. Then $\Psi(\phi)$ fixes $y$. Since the orthogonal complement of $y$ is $p$-modular and splits $L_p$, $\Psi(\phi)$ must be a product of an odd number of integral symmetries on this complement. But then $\phi$ is not in $O'(L_p)$. Hence $N(L_p, D) = 4$. □

**Corollary 5.2.** With notation as in the above proof, $ct + e^{-1}Du$ is equivalent to $t + Du$ under the action of $-I$ if and only if $p \equiv 3 \pmod{4}$. Also $dy$ is equivalent to $dy'$ under $-I$ for all relevant $p$. 
Theorem 3.14(i) in [3] the two possibilities must lead to spinor inequivalent orbits.

Remark. When \( d = 1 \), the number of conjugacy classes of maximal Fuchsian subgroups of discriminant \( D \) in \( \text{PSL}(2, O_1) \) can now be computed. This was also done in [8] using Siegel’s analytical results.

**Proof.** The first part follows since \( -t - Du \) is spinor equivalent to \( et + c^{-1}Du \) if and only if \( p \equiv 3 \) (mod 4). For the cases where \( N(L_p, D) = 4 \), \( T(-1)(y') = -y \) and there exists \( \phi \in O(L_p) \) fixing \( y \) with spinor norm \(-Q_p^2\) since the orthogonal complement of \( y \) is a rank three \( p \)-modular lattice splitting \( L_p \). □

**Theorem 5.3.** Let \( d \) be odd.

1. \( N(L_2, D) = 1 \) when \( d \equiv 3 \) (mod 4).
2. \( N(L_2, D) = 1 \) when \( d \equiv 1 \) (mod 4), and \( D \equiv 3, 4, 7 \) (mod 8).
3. \( N(L_2, D) = 2 \) when \( d \equiv 1 \) (mod 4), and \( D \equiv 0, 2, 6 \) (mod 8).
4. \( N(L_2, D) = 3 \) when \( d \equiv 1 \) (mod 4).

**Proof.** Since \( d \) is odd, all \( x \in L_2(D) \) are primitive in \( L_2 \). Let \( x = ct + au + w \) where \( w \in \langle t, u \rangle^\perp \). If \( a \) or \( c \) is a 2-adic unit, we can use Eichler transformations to obtain that \( x \) is spinor equivalent to \( ct + c^{-1}Du \). Now \( T(c^{-1}) \) maps this to \( t + Du \).

When \( d \equiv 3 \) (mod 4), \( \langle t, u \rangle^\perp \) is a binary even unimodular lattice, so that we can adjust so that \( x \) is always spinor equivalent to \( t + Du \). Also in this case, if neither \( a \) nor \( c \) is a unit, via Eichler transformations \( x \) is spinor equivalent to a vector whose \( t \) coefficient is a unit. Thus 1 follows.

Now suppose that \( d \equiv 1 \) (mod 4) and \( w = db_2 + b_1s \). As above, if \( a \) or \( c \) is a unit, then \( x \) is spinor equivalent to \( ct + c^{-1}Du \), \( c \) a unit. If \( D \not\equiv 0 \) (mod 4), then we can compose \( T(c^{-1}) \) with an isometry of the orthogonal complement of \( t + Du \) to get that \( x \) is spinor equivalent to \( t + Du \) [10, §91:8, §93:20].

When \( D \equiv 0 \) (mod 4), using \( \Psi(r) \Psi(r + 2s)T(5) \in O(L_2) \) we get that \( x \) is spinor equivalent to \( y = t + Du \) or to \( -y \).

If \( D \equiv 4 \) (mod 8), using \( \Psi(r + s) \Psi(r + s + t - Du)T(e) \in O(L_2) \) where \( c \equiv -1 \) (mod 4) shows that \( y \) and \( -y \) are spinor equivalent.

Next we show that when \( D \equiv 0 \) (mod 8), \( y \) and \( -y \) are not spinor equivalent. Suppose they were via \( \psi \) and \( \phi = \psi \circ -I \). So \( \phi \) fixes \( y \). Let \( z = t - Du \). Then since \( \phi(y - z) \in 2D L_2 \), \( \phi(z) \equiv z \) (mod 2D L_2). By Hensel’s lemma, there exists \( \mu \in \mathbb{Z}_2 \) such that the \( s \)-component of \( \Psi(s + \mu z) \phi(z) \) is zero. Similarly there exists \( A \) such that \( \tau = \Psi(r + \lambda z) \Psi(s + \mu z) \phi \) fixes both \( y \) and \( z \) and so lies in the orthogonal group of \( J = \mathbb{Z}_2 r + \mathbb{Z}_2 s \). But \( \theta(\tau) = -1 \not\equiv \theta(\text{SO}(J)) \) so that \( y \) cannot be equivalent to \( -y \).

Now assume \( a \) and \( c \) are both nonunits so that \( D \equiv b_1^2 + b_2^2 \) (mod 4). This is impossible for \( D \equiv 0, 3 \) (mod 4) and \( N(L_2, D) = 1 \) or 2 in these cases. For \( D \equiv 2 \) (mod 4), both \( b_1 \) and \( b_2 \) must be units, and \( x \) is spinor equivalent to \( dr + s + 2t + 2a_1 u \in M_2 \) (using Eichler transformations); thus \( N(L_2, D) = 2 \) since \( t + Du \not\in M_2 \). When \( D \equiv 1 \) (mod 4), either \( b_1 \) or \( b_2 \) is a unit, but not both. Note that \( \Psi(r - s) \) interchanges these two possibilities, and that the orthogonal complement \( K \) of \( x \) in \( L_2 \) splits \( L_2 \). Since \( \theta(\text{SO}(K)) \) only has unit values modulo squares by Theorem 3.14(i) in [3] the two possibilities must lead to spinor inequivalent orbits.

If \( b_1 \) is a unit \( x \) is spinor equivalent to \( s + 2t + 2a_1 u \in M_2 \), and if \( b_2 \) is a unit \( x \) is equivalent to \( dr + 2t + 2a_1 u \in M_2 \). Hence \( N(L_2, D) = 3 \). □

**Corollary 5.4.** All spinor orbits in the above theorem are fixed by \(-I\) except when \( d \equiv 1 \) (mod 4) and \( D \equiv 0 \) (mod 8).

**Remark.** When \( d = 1 \), the number of conjugacy classes of maximal Fuchsian subgroups of discriminant \( D \) in \( \text{PSL}(2, O_1) \) can now be computed. This was also done in [8] using Siegel’s analytical results.
Theorem 5.5. Let $d$ be even.

1. $N(L_2, D) = 1$ when $D \equiv 4(\text{mod } 8)$.
2. $N(L_2, D) = 2$ when $D \equiv 1, 3(\text{mod } 4)$, or $D \equiv 0, 8, d + 8, d + 12(\text{mod } 16)$.
3. $N(L_2, D) = 4$ when $D \equiv d, d + 4(\text{mod } 16)$.

Proof. Let $x = db_2r + b_1s + ct + au \in L_2(D)$. As in the previous theorem, if $a$ or $c$ is a unit, and $D \equiv 1, 2, 3(\text{mod } 4)$, the orthogonal complement of $t + Du$ represents enough units so that $x$ is spinor equivalent to $t + Du$. In the remaining case with $D \equiv 0(\text{mod } 4)$, $\Psi(r)\Psi(r + s)T(1 + d) \in O'(L_2)$, and $x$ is spinor equivalent to either $t + Du$ or $5t + 5^{-1}Du$. When $D \equiv 4(\text{mod } 8)$, the two possibilities are spinor equivalent using $\Psi(s)\Psi(s + t - Du)T(5) \in O'(L_2)$. When $D \equiv 0(\text{mod } 8)$, modify the argument in Theorem 5.3 to show they are not spinor equivalent. As there, remove the $s$-component so that $\Psi(s + \mu z)\phi(z) = 2Dbr + cz$ with $e \equiv 1(\text{mod } 2D)$. Then $-d = 4Db^2 - dc^2$ and hence $2 \mid b$. The $r$-component can be removed using $\Psi(r + \lambda z)$, and the result then follows since $5 \notin \theta(\text{SO}(J))$.

Now assume $a$ and $c$ are not units, but $x$ is primitive in $L_2$ so that $b_1$ is a unit. Then $db_2^2 + 1 + ac \equiv D(\text{mod } 8)$ and $D$ must be odd. If $a \equiv c \equiv 2(\text{mod } 4)$, then $D \equiv 5, 5 + d(\text{mod } 8)$; use $E(t, \lambda d^{-1}s)$ on $x$ to change the coefficient of $t$ to 2, and then use $E(u, \mu r + vd^{-1}s)$ to get $x$ spinor equivalent to $db_2 + s + 2t + 2a_1u \in M_2$ with $b = 0$ when $D \equiv 5(\text{mod } 8)$ and $b = 1$ otherwise. Similarly, if $a$ or $c$ is divisible by 4, $x$ is spinor equivalent to $s + 2t + 4a_1u \in M_2$ when $D \equiv 1(\text{mod } 8)$, and to $dr + s + 2t + 4a_1u \in M_2$ when $D \equiv 1 + d(\text{mod } 8)$. Since $d \equiv 2(\text{mod } 4)$, $D$ uniquely determines which of the four possibilities for $x$ occurs with a given $d$. None of these representations are spinor equivalent to $t + Du$ so that $N(L_2, D) = 2$ for $D \equiv 1, 3(\text{mod } 4)$.

It remains to consider $x = dy$ with $y \in L_2$ and $n(y) = Dd^{-1}$ so necessarily $D \equiv 2(\text{mod } 4)$. Then $y$ is spinor equivalent to $r + t + (Dd^{-1} - 1)d^{-1}u$ when $y \notin M_2$ (first get the coefficient of $u$ a non-unit, and then the coefficient of $t$ can be made equal to 1). If $y \in M_2$, then $n(y) \equiv 1 + b_2^2d^{-1} \equiv 1, 1 + d(\text{mod } 8)$, so that $D \equiv d, d + 4(\text{mod } 16)$. In this case $y$ or $-y$ is spinor equivalent to $r + bs + 2t + 2au$, with $b = 0$ when $D \equiv d(\text{mod } 16)$, and $b = 1$ when $D \equiv d + 4(\text{mod } 16)$. The orbits of $y$ and $-y$ are inequivalent, using Theorem 3.14(i) in [3] on the orthogonal complement of $y$.

Corollary 5.6. The two orbits for $D \equiv d, d + 4(\text{mod } 16)$ corresponding to $y$ and $-y$ are interchanged by $-I$, as are the two orbits when $d \equiv 2(\text{mod } 8)$ and $D \equiv 0(\text{mod } 8)$. All other orbits are fixed by $-I$.

Proof. In the one non-obvious case use $\Psi(r + s)\Psi(s)T(5)$.

In order to state our results in a compact form we introduce the following notation.

$$m(\geq 0) = \#\{\text{primes } p \mid p \equiv 1(\text{mod } 4), \quad p \mid (d, D), \quad \left(\frac{d^{-1}D}{p}\right) = 1\}.$$  

$$c_m = \frac{1}{2}(1 + \frac{1}{2m}).$$

Theorem 5.7. Let $n_d(D)$ be the number of conjugacy classes of maximal non-elementary Fuchsian subgroups of discriminant $D$ lying in $\text{PSL}(2, O_d)$.
1. \( n_d(D) = \frac{1}{2} N(L, D) \) if there exists a prime \( p \) dividing \( d, D \) with \( p \equiv 3 \pmod{4} \), or if \( d = 1, 2, 5 \pmod{8} \) and \( D \equiv 0 \pmod{8} \).
2. \( n_d(D) = c_{m+1} N(L, D) \) if \( d \equiv 2 \pmod{4}, D \equiv d + 4 \pmod{16} \), and there is no prime \( p \) dividing \( d, D \) with \( p \equiv 3 \pmod{4} \).
3. \( n_d(D) = c_m N(L, D) \) in the remaining cases.

**Proof.** To calculate the action of \(-I\) on the global orbits \( S(L, D)\), recall from Theorem 4.1 that the map from \( S(L, D)\) to the cartesian product over \( p \mid 2d\) of the local orbits \( S(L_p, D)\) is a bijection. When there exists at least one prime \( p \) dividing \( d \) with \( p \equiv 3 \pmod{4} \), or when \( d = 1, 2, 5 \pmod{8} \) and \( D \equiv 0 \pmod{8} \), then by Corollaries 5.2, 5.4 and 5.6, \(-I\) does not act trivially on any \( O(L)\) orbit, and the first part follows. In the remaining cases it suffices to consider the \( p\)-adic orbits with \( N(L_p, D) = 4 \) and the \( 2\)-adic orbits. Assume first the \( 2\)-adic orbits are all fixed by \(-I\). Locally at the \( m\) odd primes where \( N(L_p, D) = 4 \), \( 2^n \) of the orbits are fixed by \(-I\), and the remaining orbits are interchanged in pairs. Hence \( n_d(D) = c_m N(L, D) \). When \( d \equiv D \equiv 2 \pmod{4} \), where two of the \( 2\)-adic orbits are interchanged, the argument needs a slight modification. \( \square \)

**Remark.** A simple calculation from the results above, show that, for \( d = p \) where \( p \) is a prime \( \equiv 3 \pmod{4} \), then \( n_d(D) = 1 \) except in the cases where \( D \equiv 0 \pmod{p} \) and \( D/p \) is a square \( \pmod{p} \), in which case \( n_d(D) = 2 \). These cases were also considered in [12] where it was shown that each \( PGL(2, O_d)\) conjugacy class of maximal Fuchsian subgroups in \( PSL(2, O_d)\) had a unique representative which was the stabiliser of a circle

\[
p | z |^2 - \sqrt{(-p)mz + \sqrt{(-p)mz + pz}} = 0
\]

where \( m, c \in \mathbb{Z} \) and \( 0 \leq m < p/2 \). When \( m = 0 \) this circle has discriminant \( D = -c \), otherwise \( D = p(m^2 - pc) \) and so we see that the numbers agree with those above. Thus, in these cases, the \( PSL(2, O_d)\) conjugacy classes must all be fixed under the action of \( PGL(2, O_d)\). This also occurs when \( d = 2 \), which was also considered in [12], but does not occur in the case \( d = 1 \) as was already observed in [8]. It should be noted that these cases above give particularly simple results. By contrast, the reader is invited to calculate \( n_5(D) \), which takes the values 1,2,3,4,6,9 depending on the residue class of \( D \pmod{200} \).
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