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Abstract. It has long been known that, under the assumption of the Riemann Hypothesis, one can give upper and lower bounds for the error \( \sum_{p \leq x} \log p - x \) in the Prime Number Theorem, such bounds being within a factor of \((\log x)^2\) of each other and this fact being equivalent to the Riemann Hypothesis. In this paper we show that, provided “Riemann Hypothesis” is replaced by “Generalized Riemann Hypothesis”, results of similar (often greater) precision hold in the case of the corresponding formula for the representation of an integer as the sum of \( k \) primes for \( k \geq 4 \), and, in a mean square sense, for \( k \geq 3 \). We also sharpen, in most cases to best possible form, the original estimates of Hardy and Littlewood which were based on the assumption of a “Quasi-Riemann Hypothesis”. We incidentally give a slight sharpening to a well-known exponential sum estimate of Vinogradov-Vaughan.

1. Introduction

Let \( r(n) = r_k(n) = \sum_{p_1 + p_2 + \cdots + p_k = n} (\log p_1)(\log p_2) \cdots (\log p_k) \) denote the weighted number of representations of \( n \) as the sum of \( k \) primes. For \( k \geq 2 \) the expected asymptotic formula for \( r(n) \) is of the form

\[
\frac{1}{(k-1)!} n^{k-1} \mathcal{S}_k(n) + \text{error},
\]

where \( \mathcal{S}_k \) is the singular series

\[
\mathcal{S}_k(n) = \sum_{q=1}^{\infty} \frac{\mu(q) \phi(q)}{\varphi(q)} c_q(-n) = \prod_{p|n} \left(1 - \left(\frac{1}{p-1}\right)^{k-1}\right) \prod_{p \not| n} \left(1 - \left(\frac{-1}{p-1}\right)^k\right),
\]

c_q(n) is the Ramanujan sum

\[
c_q(n) = \sum_{\substack{1 \leq \alpha \leq q \\ (\alpha, q)=1}} e\left(\frac{\alpha n}{q}\right),
\]

and \( e(u) = e^{2\pi i u} \). Thanks to Vinogradov [Vi], it is known that (1.1) holds in case \( k \geq 3 \). The best error with which it is known to hold is \( O(n^{k-1}(\log n)^{-A}) \), for
arbitrary $A$, (cf [Da], [Va2]). Note that, for $k \geq 3$, as long as the 2-adic factor in (1.2) does not vanish, we have $1 \ll \mathcal{S}_k(n) \ll 1$.

In this paper we are interested in the conditions under which one may, for $k \geq 3$, improve the error term in (1.1), for example to obtain

$$r_k(n) = \frac{1}{(k-1)!} n^{k-1} \mathcal{S}_k(n) + O(n^{k-1-\delta+\epsilon})$$

for various $\delta$ and for all $\epsilon > 0$. Indeed one knows [MV, p. 208] that, if we define $\Theta$ by

$$\Theta = \sup \{ \beta : L(\beta + i\gamma, \chi) = 0 \},$$

where the supremum is over all zeros of all the $L$-functions for Dirichlet characters $\chi$, then the constant $\delta$ in (1.3) cannot exceed $1 - \Theta$. Thus, to unconditionally prove (1.3) with some positive $\delta$ for some $k$ would imply a quasi-Riemann hypothesis, namely that no Dirichlet $L$-function of any modulus can have a zero with real part exceeding $1 - \delta$.

The first result of type (1.3) was established by Hardy and Littlewood in their pioneering paper [HL] which inspired the subsequent unconditional proof of (1.1) for $k \geq 3$ by Vinogradov. They proved, for $k \geq 3$ and some $B$,

$$r_k(n) = \frac{1}{(k-1)!} n^{k-1} \mathcal{S}_k(n) + O(n^{k-7/4+\Theta}(\log n)^B)$$

which gives (1.3) with $\delta = 1 - \Theta - 1/4$, and is thus non-trivial in case $\Theta < 3/4$.

In our first theorem we show that, even for larger $\Theta$, one can get a result of this type, and moreover one can, in all but a few cases, replace the Hardy-Littlewood error term by one in which the exponent is best possible. By the above-mentioned result of [MV] we know that one cannot improve the exponent in the error term in

$$r_k(n) = \frac{1}{(k-1)!} n^{k-1} \mathcal{S}_k(n) + O(n^{k-2+\Theta+\epsilon})$$

apart from the epsilon. Here we establish this bound for each $k \geq 5$ and get a slightly weaker estimate for $k = 3$ and 4. To do this we make use of “zero-density” bounds for $N(\sigma, T, \chi)$, the number of zeros $\beta + i\gamma$ of $L(s, \chi)$ satisfying $\beta \geq \sigma$, $0 \leq \gamma \leq T$.

**Theorem 1.** Let $k \geq 3$, let $\Theta$ be given by (1.4), and let $\epsilon > 0$.

(a) We have

$$r_k(n) = \frac{1}{(k-1)!} n^{k-1} \mathcal{S}_k(n) + O(n^{k-2+\Theta+\epsilon}) + O(n^{\eta_{k+\epsilon}}),$$

where $\eta_3 = 9/5$, $\eta_4 = 13/5$, and $\eta_5 = 0$ for $k \geq 5$.

(b) The exponents $9/5, 13/5$ in (a) can be replaced by $7/4, 5/2$ provided that we assume the “Density Conjecture” that

$$\sum_{\chi \mod q} N(\sigma, T, \chi) \ll (qT)^{2(1-\sigma)+\epsilon}$$

holds for $1/2 \leq \sigma \leq 1$.

Thus, specifically, we obtain the best possible exponent $\delta$, that is $\delta = 1 - \Theta$, in the following ranges: for $k = 3$, $\Theta \geq 4/5$ in (a) and $\Theta \geq 3/4$ in (b), for $k = 4$, $\Theta \geq 3/5$ in (a) and all $\Theta$ in (b), and finally, for $k \geq 5$ and all $\Theta$. 


The zero-density estimates give weak results for \( \Theta \) near 1/2 and Theorem 1 can be sharpened in that case for \( k = 3, 4 \). The epsilons in (1.6) can also be sharpened and, in case \( k \geq 4 \), the first one can be dropped entirely.

Our primary concern in this paper is, however, with the case \( \Theta = 1/2 \), the Generalized Riemann Hypothesis (GRH). In this, the most important case, we are interested in narrowing as much as possible the gap between the upper and lower bounds for the error term. Our second result gives an upper bound in this case.

**Theorem 2.** Assume GRH. We have

\[
    r_3(n) = \frac{1}{2} n^2 \mathfrak{S}_3(n) + O(n^{7/4}(\log n)^{5/2}),
\]

(1.8)

\[
    r_4(n) = \frac{1}{3!} n^3 \mathfrak{S}_4(n) + O(n^{5/2}(\log n)^4),
\]

(1.9)

and, for \( k \geq 5 \),

\[
    r_k(n) = \frac{1}{(k-1)!} n^{k-1} \mathfrak{S}_k(n) + O(n^{k-3/2}).
\]

(1.10)

By the above remarked statements of [MV] this gives

**Corollary.** Fix an integer \( k \geq 5 \). The bound (1.10) holds if and only if the Generalized Riemann Hypothesis is true.

and also the corresponding, slightly weaker statement for \( k = 4 \).

Montgomery and Vaughan [MV, Theorem 1] have given, for all \( k \geq 2 \),

\[
    r_k(n) - \frac{1}{(k-1)!} n^{k-1} \mathfrak{S}_k(n) = \Omega_{-}(n^{k-3/2}).
\]

(1.11)

Thus, on GRH, the upper and lower bounds for the error term in (1.1) are, for \( k \geq 5 \), the same apart from the implied constant, and for \( k = 4 \), are within a modest power of the logarithm of each other. The results (1.9) and (1.10) sharpen statements in [MV, p. 208] in which the bounds contain a factor \( n^{\epsilon} \), and (1.8) gives an explicit value \( B = 5/2 \) in the result (1.5) of Hardy and Littlewood.

In the case \( k = 3 \) the exponent 7/4 in (1.8) can be lowered to the expected value \( k - 3/2 = 3/2 \) by making an additional assumption, see §3. In this case we are unable to use GRH alone to obtain the expected exponent in the error term. In our next theorem we are however able to do this in a mean square sense.

**Theorem 3.** Assume GRH. We have

\[
    \sum_{n \leq N} \left( r_3(n) - \frac{1}{2} n^2 \mathfrak{S}_3(n) \right)^2 \ll N^4(\log N)^7,
\]

(1.12)

\[
    \sum_{n \leq N} \left( r_4(n) - \frac{1}{6} n^3 \mathfrak{S}_4(n) \right)^2 \ll N^6(\log N)^4,
\]

(1.13)

and, for \( k \geq 5 \),

\[
    \sum_{n \leq N} \left( r_k(n) - \frac{1}{(k-1)!} n^{k-1} \mathfrak{S}_k(n) \right)^2 \ll N^{2k-2}.
\]

(1.14)
Remarks. Of course, for \( k \geq 5 \), Theorem 3 is already an immediate corollary of (1.10). It may be possible, using work of Yildirim [Yi], to remove some of the above logarithmic factors, subject to the additional assumption of a pair correlation conjecture for the zeros of \( L(s, \chi) \).

Our next result, obtained by slightly modifying the arguments in [MV], contains (1.11) apart from the sign, and serves as a complement to Theorem 3 in the same fashion that (1.11) does for Theorem 2.

**Theorem 4.** Let \( k \geq 2 \). The mean square on the left hand side in Theorem 3 is \( \Omega(N^{2k-2}) \).

Thus, in this case, even for \( k = 3 \), it is only a power of the logarithm that is at issue between the upper and lower bounds. Note that, in the case \( k = 2 \), [MV] gives Theorem 4 in the sharper form \( \Omega(N^2(\log N)^2) \). A similar sharpening cannot, by Theorem 3, occur for \( k \geq 5 \).

In the course of proving Theorem 1 we are led to a familiar exponential sum which we bound using estimates for the density of zeros of \( L \)-functions. The use of this technique in this context dates to Linnik [Li] and was later employed again by Montgomery [Mo] in conjunction with his much sharper density theorems. Let \( (a,q) = 1 \), \( \alpha = a/q + \beta \),

\[
S(\alpha) = \sum_{p \leq N} (\log p) e(p\alpha),
\]

and

\[
S_1(\beta; q, a) = S(\frac{a}{q} + \beta) - \frac{\mu(q)}{\phi(q)} I(\beta),
\]

where \( I(\beta) = \sum_{n \leq N} e(n\beta) \).

We first recall some well-known results. The following GRH estimate for \( S_1 \) is essentially due to Hardy-Littlewood, (but refined by Baker-Harman [BH], Goldston [Go]): Assume GRH. Then

\[
S_1(\beta; q, a) \ll q^{1/2}N^{1/2} \log N (\log N + |\beta|^{1/2}N^{1/2}).
\]

Vaughan [Va1] sharpened and greatly simplified the proof of the unconditional estimate of Vinogradov giving: Let \( |\beta| \leq 1/q^2 \). Then

\[
S_1(\beta; q, a) \ll (q^{1/2}N^{1/2} + N^{4/5} + q^{-1/2}N)(\log N)^4.
\]

To these we add the following estimates.

**Theorem 5.** Let \( \epsilon > 0 \), \( |\beta| \leq 1/q^2 \), \( T_0 = 1 + |\beta|N \).

(a) We have

\[
S_1(\beta; q, a) \ll \epsilon \left\{ (qT_0)^{1/2}N^{1/2} + (qT_0)^{1/4}N^{11/16} + q^{-1/2}N \right\} N^\epsilon,
\]

and

\[
S_1(\beta; q, a) \ll \epsilon \left\{ (qT_0)^{1/2}N^{1/2} + (qT_0)^{7/22}N^{7/11} + (qT_0)^{1/10}N^{3/4} + q^{-1/2}N \right\} N^\epsilon.
\]

(b) Let, in addition, \( \Theta \leq \theta \leq 1 \), where \( \Theta \) is given in (1.4). Then

\[
S_1(\beta; q, a) \ll \epsilon \left\{ (qT_0)^{1/2}N^{1/2} + (qT_0)^{7/22}N^{7/11} + (qT_0)^{1/10}N^{3/4} + q^{-1/50}N^{4/5} + q^{-2(\theta-3/4)}N^\Theta \right\} N^\epsilon,
\]
and, if one assumes that the density conjecture (1.7) holds for \( \sigma \geq 1/2 \), then

\[ S_1(\beta; q, a) \ll \epsilon \left\{ (qT_0)^{1/2}N^{1/2} + q^{-2(\theta-3/4)}N^\theta \right\} N^\epsilon. \tag{1.20} \]

Remarks. We may assume \( q \leq N \), else the result is trivial. The restriction \( |\beta| \leq 1/q^2 \) may be dropped but this is unimportant. We have not tried to replace the \( N^\epsilon \) by a power of \( \log N \) in this theorem. It seems highly likely that this can be done and that this would lead to the replacement of \( n^\epsilon \) by a power of \( \log n \) in Theorem 1.

The estimates (1.17) and (1.18) are stronger than Vaughan’s estimate (1.16) in certain ranges. If we write \( q = N^\nu \) and choose \( T_0 \) bounded (smaller ranges otherwise apply) then (1.17) is stronger than (1.16) in the range \( 2/5 < \nu < 9/20 \) while (1.18) is stronger than (1.16) for \( 2/5 < \nu < 1/2 \). For both (1.17) and (1.18) the best exponent is \( 19/24 = 4/5 - 1/120 \) (which occurs at \( \nu = 5/12 \)) so that the improvements are small. Actually the (a) part of this theorem is incidental to this work; it is only the (b) part that is needed. We include the former since it comes with no extra work (and because Vaughan’s refinement of the Vinogradov estimate is so well known).

The estimate (1.19) uses amongst other things the fact, due to Huxley and Jutila [HJ], that the density estimate (1.7) holds for \( \sigma > 4/5 \). It follows easily from the proof given below that one can refine (1.19) by using the improvement in Heath-Brown [H-B] that the density estimate holds for \( \sigma > 15/19 \).

The sum \( r_k(n) \) can (see Section 3) be given explicitly in terms of the non-trivial zeros of the Dirichlet \( L \)-functions together with some error terms which are in many cases small. This formula is simplified in case we replace \( r_k(n) \) by a sum weighted by the von Mangoldt function. We state this here in the simplest case.

**Proposition 1.** Let \( k \geq 5 \), and assume the Generalized Riemann Hypothesis. Then

\[
\sum_{n_1+n_2+\cdots+n_k=n} \Lambda(n_1)\Lambda(n_2)\cdots\Lambda(n_k) = \frac{n^{k-1}}{(k-1)!} \mathbb{G}_k(n) - \frac{k}{(k-3)!} \sum_{\rho} \ + O(n^{k-7/4+\epsilon}),
\]

with

\[
\sum_{\rho} = \sum_{q=1}^{\infty} \mu^{k-1}(q) \sum_{\chi(q)\psi(q)} \sum_{h(n)} \chi(h)\Psi_q(h-n) \sum_{\rho(\chi)} n^{\rho+k-2} \frac{1}{\rho} B(\rho+1,k-2),
\]

where \( B \) is the Euler beta function, given for \( \Re u > 0, \Re v > 0 \), by

\[
B(u,v) = \int_0^1 t^{u-1}(1-t)^{v-1} \, dt
\]

and \( \rho(\chi) \) runs through the non-trivial zeros of \( L(s,\chi) \). In case \( k \geq 6 \), we can replace \( 7/4 \) by \( 2 \).

This result, together with the arguments in Sections 3 and 4, suggest the possibility that statements like (1.10) may be subject to substantial further refinements wherein main terms of lower order are explicitly given.
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2. Notation and Some Lemmas

We first need to introduce some of the notation of [Go]. We define

$$S(\alpha) = \sum_{p \leq N} (\log p) e(p\alpha),$$

and therefore have

$$S^k(\alpha) = \sum_{n \leq kN} R_k(n, N) e(n\alpha),$$

$$R_k(n, N) = \sum_{p_1, p_2, \ldots, p_k \leq N \atop p_1 + p_2 + \cdots + p_k = n} (\log p_1)(\log p_2) \cdots (\log p_k).$$

The appropriate approximation for $S(a/q + \beta)$, when $(a, q) = 1$, is given by

$$J(\beta) = \frac{\mu(q)}{\phi(q)} I(\beta), \quad I(\beta) = \sum_{1 \leq n \leq N} e(n\beta),$$

and we have

$$I^k(\alpha) = \sum_{n \leq kN} \nu_k(n, N) e(n\alpha), \quad \nu_k(n, N) = \sum_{1 \leq n_1, n_2, \ldots, n_k \leq N \atop n_1 + n_2 + \cdots + n_k = n} 1.$$

Next, the approximation for $S^k(\alpha)$ for all $\alpha$ is given by

$$V_k(\alpha) = \sum_{n \leq kN} \Sigma_k(n, N) e(n\alpha)$$

where $\Sigma_k(n)$ is given by (1.2).

We define the Farey fractions of order $Q$ where, throughout the paper, we take $1 \leq Q \leq N$. These are: $\{a/q : 1 \leq q \leq Q, 0 \leq a \leq q, (a, q) = 1\}$. The Farey arcs around each of these fractions, except 0/1 which we exclude, are defined as follows. Let $a'/q' < a/q < a''/q''$ be consecutive fractions in the Farey decomposition of order $Q$, and for $a \neq 0$ let

$$M_Q(q, a) = \left(\frac{a + a'}{q + q'}, \frac{a + a''}{q + q''}\right) = \left(\frac{a}{q} - \frac{1}{q(q + q')}, \frac{a}{q(q + q')}, \frac{1}{q(q + q')}\right), \quad \text{for } \frac{a}{q} \neq \frac{1}{1},$$

$$M_Q(1, 1) = \left(1 - \frac{1}{Q + 1}, 1 + \frac{1}{Q + 1}\right).$$
These intervals are disjoint and their union covers the interval \((\frac{1}{Q+1}, 1 + \frac{1}{Q+1})\). We denote the Farey arcs re-centered to the origin by \(\theta_Q(q, a)\):

\[
\theta_Q(q, a) = \left( \frac{-1}{q(q+q')}, \frac{1}{q(q+q'')} \right)
\]

when \(q \neq 1\), and \(\theta_Q(1,1) = \left( \frac{1}{Q+1}, \frac{1}{Q+1} \right)\). We shall use on occasion the relation

\[
\left( -\frac{1}{2qQ}, \frac{1}{2qQ} \right) \subseteq \theta_Q(q, a) \subseteq \left( -\frac{1}{qQ}, \frac{1}{qQ} \right).
\]

It is very convenient in many cases to abbreviate the above notation by

\[
S = S(a/q + \beta), \quad J = J(\beta), \quad I = I(\beta), \quad V_k = V_k(a/q + \beta), \quad \theta = \theta_Q(q, a);
\]

and denote a sum over all Farey fractions of order \(Q\) by

\[
\sum_Q \sum_{1 \leq q \leq Q} \sum_{1 \leq a \leq q} (a,q) = 1.
\]

Thus for example we write

\[
\sum_Q \sum_{1 \leq q \leq Q} \sum_{1 \leq a \leq q} (a,q) = 1 \int_{\theta_Q(q,a)} |S^k(a/q + \beta) - V_k(a/q + \beta)|^2 d\beta = \sum_Q \int_\theta |S^k - V_k|^2.
\]

We need to recall a few results from [Go].

**Lemma 1.** We have, for \(1 \leq Q \leq N\),

\[
(2.1) \quad \int_0^1 |S(\alpha)|^2 d\alpha \sim N \log N,
\]

\[
(2.2) \quad \sum_Q \int_\theta |J|^2 \ll N \log N,
\]

and

\[
(2.3) \quad \sum_Q \int_\theta |S - J|^2 \ll N \log N.
\]

**Proof.** Equation (2.1) follows from Parseval’s theorem and the prime number theorem. The expression in (2.2) is dominated by

\[
\sum_{1 \leq q \leq Q} \frac{1}{\phi(q)} \int_0^1 |I(\beta)|^2 d\beta = N(\log Q + O(1))
\]

by Parseval and [Go, Lemma 2], and (2.2) follows. Equation (2.3) is contained in [Go, Lemma 6], but also follows immediately by Cauchy-Schwarz from (2.1) and (2.2).

**Lemma 2.** Assuming GRH, we have

\[
(2.4) \quad \sum_Q \int_\theta |S - J|^2 |J|^2 \ll N^2(\log N)^5,
\]

and for any real \(c > 0\),

\[
(2.5) \quad \sum_Q \frac{1}{\phi^c(q)} \int_\theta |S - J|^2 |J|^2 \ll N^2(\log N)^4.
\]
Proof. This is just the special case $\Theta = \frac{1}{2}$ of Lemma 5 in Section 7 and we postpone the proof until then.

To estimate higher powers of $S$ and $J$ integrated over Farey arcs we need some pointwise uniform estimates for $S_1(\beta, q, a) = S - J$ on all Farey arcs. We therefore define

$$S^*(Q) = \max_{1 \leq q \leq Q} \max_{1 \leq a \leq q} \max_{\beta \in \theta} |S - J|, \quad S_* = \min_{1 \leq Q \leq N} S^*(Q).$$

Thus by (1.15) we have on GRH, since $|\beta| \leq \frac{1}{qQ}$,

$$S^*(Q) \ll Q^{1/2}N^{1/2}(\log(QN))^2 + Q^{-1/2}N \log(QN),$$

and therefore $S_* \ll N^{3/4}(\log N)^{3/4}$ which occurs when $Q = N^{1/2}/\log N$. We make the conjecture, letting $Q = N^{\eta}$, that

$$S^*(Q) \ll N^{\max(\eta, 1-\eta)+\epsilon},$$

and therefore $S_* \ll N^{1/2+\epsilon}$.

**Lemma 3.** Let $m \geq 2$. We have

$$\sum_{Q} \int_{\theta} |S - J|^m \ll (S^*(Q))^{m-2}N \log N. \tag{2.9}$$

Assuming GRH the following also hold:

$$\sum_{Q} \int_{\theta} |S - J|^m |J| \ll (S^*(Q))^{m-2}N^{3/2}(\log N)^{3}, \tag{2.10}$$

$$\sum_{Q} \int_{\theta} |S - J|^m |J|^2 \ll (S^*(Q))^{m-2}N^{2}(\log N)^{5}, \tag{2.11}$$

$$\sum_{Q} \int_{\theta} |S - J||J|^2 \ll N^{3/2}(\log N)^3, \tag{2.12}$$

and, for $r \geq 3$,

$$\sum_{Q} \int_{\theta} |S - J|^m |J|^r \ll (S^*(Q))^{m-2}N^r(\log N)^4, \tag{2.13}$$

and

$$\sum_{Q} \int_{\theta} |S - J||J|^r \ll N^{r-1/2}(\log N)^{5/2}. \tag{2.14}$$

**Proof.** The left hand of (2.9) is

$$\ll (S^*(Q))^{m-2} \sum_{Q} \int_{\theta} |S - J|^2$$
and (2.9) follows from (2.3). By Cauchy-Schwarz the left hand side of (2.10) is

\[ \ll (S^*(Q))^{m-2} \sum_Q \int_\theta (|S - J||J||S - J|) \]

\[ \ll (S^*(Q))^{m-2} \left( \sum_Q \int_\theta |S - J|^2 |J|^2 \right)^{1/2} \left( \sum_Q \int_\theta |S - J|^2 \right)^{1/2}, \]

and (2.10) follows from (2.4) and (2.3). The left hand side of (2.13) (or (2.11) when \( r = 2 \)) is

\[ \ll N^{r-2} (S^*(Q))^{m-2} \sum_Q \frac{1}{\phi^{r-2}(q)} \int_\theta |S - J|^2 |J|^2 \]

and (2.11) follows from (2.4) and (2.13) follows from (2.5). Finally, the left hand side of (2.14) (or (2.12) when \( r = 2 \)) is, again by the Cauchy-Schwarz inequality,

\[ \ll N^{r-2} \left( \sum_Q \int_\theta |J|^2 \right)^{1/2} \left( \sum_Q \frac{1}{\phi^{2(r-2)}(q)} \int_\theta |S - J|^2 |J|^2 \right)^{1/2}, \]

and, using (2.2), we see that (2.12) follows from (2.4), and (2.14) follows from (2.5).

3. An Explicit Formula for \( r_k(n) \)

In this section we give the argument for an explicit formula which expresses \( r_k(n) \) in terms of the non-trivial zeros of the Dirichlet \( L \)-functions and the somewhat cleaner formula (stated in the introduction) which holds for the corresponding sum in which the representations of \( n \) as a sum are counted with weight \( \Lambda(n) \) rather than \( \log p_j \). As throughout the paper, implicit constants may depend on \( k \), but we shall not indicate this. By the Fourier coefficient formula

\[ R_k(n, N) = \int_0^1 S^k(\alpha) e(-n\alpha) \, d\alpha. \]

We take \( N = n \), and therefore have \( r_k(n) = R_k(n, N) \). By the binomial theorem

\[ S^k = ((S - J) + J)^k = \sum_{m=0}^k \binom{k}{m} (S - J)^m J^{k-m}, \]

and thus

\[ r_k(n) = \sum_Q e\left(-\frac{na}{q}\right) \int_\theta S^k(\frac{a}{q} + \beta) e(-n\beta) \, d\beta \]

\[ = M_0(k) + k M_1(k) + \sum_{m=2}^k O(E_m), \]

where

\[ M_m(k) = \sum_Q e\left(-\frac{na}{q}\right) \int_\theta (S(\frac{a}{q} + \beta) - J(\beta))^m J^{k-m}(\beta) e(-n\beta) \, d\beta \]
satisfies $|M_m(k)| \leq E_m(k)$ with

$$E_m = E_m(k) = \sum_Q \int_0^1 |S - J|^m |J|^{k-m}.$$

We first deal with the main terms $M_0(k)$ and $M_1(k)$ in the following lemma.

**Lemma 4.** Let $N = n, k \geq 3, \text{and } n^2 \leq Q \leq n$. Then we have

\begin{equation}
(3.3) \quad M_0(k) = \frac{n^{k-1}}{(k-1)!} \mathcal{S}_k(n) + O(n^{k-2}) + O(Q) + O\left(\frac{n^{k-1+\epsilon}}{Q^{k-1}}\right),
\end{equation}

and

\begin{equation}
(3.4) \quad M_1(k) = -\frac{1}{(k-3)!} \sum_Q \frac{\mu^{k-1}(q)}{\phi^k(q)} e\left(-\frac{n\alpha}{q}\right) \sum_{\chi(q)} \sum_{\rho(\chi)} \frac{n^{\rho+k-2}}{\rho} B(\rho + 1, k - 2)
\end{equation}

$$+ O\left(n^{k-3/2} + n^{3/2} \log Q + nQ^{k-1}\right).$$

Here $\tau$ is the Gauss sum $\tau(a, \chi) = \sum_{h(q)} e(ha/q)\chi(h), B$ denotes the beta function and $\rho$ runs through the non-trivial zeros of $L(s, \chi)$. This last sum is, as we shall see, absolutely convergent and by a simple rearrangement of the order of summation the above can be put in the form occurring in Proposition 1. We remark that the sum over $q$ in (3.4) may be extended to all $q$ (which has been done in (3.3)) at the cost of an additional error $O(n^{k-2+\Theta}Q^{2-k+\epsilon})$ which is admissible in case $k \geq 4$. For the particular choice $Q = n^{1/2}/\log n$ we thus have, in case $k \geq 4$,

\begin{equation}
(3.5) \quad M_1(k) \ll n^{k-2+\Theta}.
\end{equation}

The explicit formula arises when we combine in (3.2) the results of Lemma 4 with the estimates for the $E_m(k)$ to follow. In case $k \geq 5$ (or in case $k = 4, \Theta > 3/5$) these terms are small compared to the contribution coming from the sum over the zeros. In these cases the errors are all $O(n^{k-2+\Theta})$ except in case $\Theta = 1/2$ where the term $O(n^{k-3/2})$ from (3.4) comes into play. This term arises from the contribution from squares of primes and could be made explicit. It is in any case not present for the corresponding sum where $r_k(n)$ is weighted by the von Mangoldt function.

**Proof of Lemma 4.** To obtain (3.3), we first note

\begin{align*}
\int_0 J^k(\beta) e(-n\beta) d\beta &= \int_0^1 J^k(\beta) e(-n\beta) d\beta + O\left(\frac{\mu^2(q)}{\phi^k(q)} \int_0^{1/2qQ} |\beta|^{-k} d\beta\right) \\
&= \frac{\mu^k(q)}{\phi^k(q)} \left(\nu_k(n, N) + O(qQ)^{k-1}\right).
\end{align*}

Since for $N = n$,

$$\nu_k(n, N) = \nu_k(n) = \sum_{n_1 + n_2 + \cdots + n_k = n} 1 = \frac{n^{k-1}}{(k-1)!} + O(n^{k-2}),$$
we have

\[ M_0(k) = \left( \sum_{1 \leq q \leq Q} \frac{\mu^2(q)}{\phi^k(q)} c_q(-n) \right) \left( \frac{n^{k-1}}{(k-1)!} + O(n^{k-2}) \right) + O \left( Q^{k-1} \sum_{q \leq Q} \frac{\mu^2(q)}{\phi^{k-1}(q)} q^{k-1} \right) \]

\[ = \frac{n^{k-1}}{(k-1)!} \left( \sum_{1 \leq q \leq Q} \frac{\mu^2(q)}{\phi^k(q)} c_q(-n) \right) + O(n^{k-2}) + O(Q^k). \]

Now, extending the first sum to all \( q \), we introduce an error

\[ \sum_{q > Q} \frac{\mu^2(q)}{\phi^k(q)} c_q(-n) \leq \sum_{q > Q} \frac{\mu^2(q)}{\phi^k(q)} \sum_{d | n} d \leq \sum_{d | n} \frac{d \mu^2(d)}{\phi^k(d)} \sum_{q' > Q/d} \frac{\mu^2(q')}{\phi^k(q')} \]

\[ \ll \frac{1}{Q^{k-1}} \sum_{d | n} d^{k-1} \ll \frac{n^k}{Q^{k-1}}, \]

and (3.3) follows.

Turning to \( M_1(k) \), we first note (again with \( N = n \))

\[ \int_{\beta} S J^{k-1} e(-n/\beta) \ d\beta = \sum_{p \leq n} (\log p) e(pa/q) \int_{\beta} J^{k-1} e((p-n)\beta) \ d\beta \]

\[ = \sum_{p \leq n} (\log p) e(pa/q) \int_{0}^{1} J^{k-1} e((p-n)\beta) \ d\beta + O \left( \frac{n \mu^2(q)(qQ)^{k-2}}{\phi^{k-1}(q)} \right) \]

\[ = \frac{\mu^{k-1}(q)}{\phi^{k-1}(q)} \sum_{p \leq n} (\log p) e(pa/q) \nu_{k-1}(n-p) + O \left( \frac{n \mu^2(q)(qQ)^{k-2}}{\phi^{k-1}(q)} \right) \]

\[ = \frac{1}{(k-2)!} \frac{\mu^{k-1}(q)}{\phi^{k-1}(q)} \sum_{p \leq n} (\log p) e(pa/q)(n-p)^{k-2} \]

\[ + O \left( \frac{\mu^2(q)}{\phi^{k-1}(q)} (n^{k-2} + n(qQ)^{k-2}) \right). \]

Now,

\[ \sum_{p \leq n} (\log p) e(pa/q)(n-p)^{k-2} = \sum_{(b,q) = 1} e(ba/q) \sum_{p \leq n, p \equiv b(q)} (\log p)(n-p)^{k-2} \]

\[ + O(n^{k-2} \log q). \]
For \((b, q) = 1,\)
\[
\sum_{\substack{p \leq n \\ p \equiv b(q)}} (n - p)^{-2} = \int_0^n (n - t)^{k-2} d\left(\theta(t; q, b)\right)
\]
\[
= \frac{1}{\phi(q)} \left(\frac{n^{k-1}}{(k - 1)} + (k - 2) \int_0^n \left(\frac{\theta(t; q, b) - t}{\phi(q)}\right)(n - t)^{-3} dt\right)
\]
\[
= \frac{1}{\phi(q)} \sum_{\chi(q)} \sum_{\rho(\chi)} \frac{1}{\rho} \int_0^n t^\rho (n - t)^{-3} dt
\]
\[+ O(n^\epsilon) + O\left(n^{k-2} \sum_{\rho' \leq n} \sum_{\rho' \equiv b(q)} \log p\right).
\]

Substituting this in, we see that the left hand side of (3.9) is
\[
(3.10) \quad \frac{\mu(q)}{\phi(q)} \frac{n^{k-1}}{(k - 1)} - \left(\frac{k - 2}{\phi(q)} \sum_{\chi(q)} \tau(a, \chi) \sum_{\rho(\chi)} n^{\rho + k - 2} \rho B(\rho + 1, k - 2) + O(n^{k-3/2})\right)
\]
where, for \(Re u > 0, Re v > 0,\)
\[
B(u, v) = \int_0^1 t^{n-1}(1 - t)^{v-1} dt
\]
is the beta function. Since \(B(u, v) = \Gamma(u)\Gamma(v)/\Gamma(u + v)\) and \(\Gamma(s + 1) = s\Gamma(s),\)
we have \(B(\rho + 1, k - 2) \ll |\Im \rho|^{2-k},\) so that the above sum over \(\rho\) is absolutely convergent for \(k \geq 3.\)

Substituting (3.10) in (3.8), we find that the left hand side of the latter is given by
\[
(3.11) \quad \frac{\mu^2(q)}{\phi^2(q)} \frac{n^{k-1}}{(k - 1)!} - \frac{1}{(k - 3)!} \sum_{\chi(q)} \sum_{\rho(\chi)} n^{\rho + k - 2} \rho B(\rho + 1, k - 2)
\]
\[+ O\left(n^{k-3/2}\right) + O\left(\frac{\mu^2(q)}{\phi^2(q)} n(qQ)^{k-2}\right).
\]

We twist this by \(e(-na/q),\) and sum over \(a,\) then \(q.\) From the trivial identity
\((S - J)J^{k-1} = -J^k + SJ^{k-1},\) we deduce that
\[
M_1(k) = -M_0(k) + \sum_Q e(-na/q) \int_\Theta SJ^{k-1} e(-n\beta) d\beta,
\]
so that (3.6) and (3.11) give (3.4).

\[\square\]

4. Proof of Theorem 2

We take \(Q = N^{1/2}/\log N\) and obtain by (2.7) that \(S^*(Q) \ll N^{3/4}(\log N)^{3/2}.
\)
We take \(N = n.\) Since \(\Theta = 1/2,\) we have by (3.5),
\[
M_1(k) \ll n^{k-3/2}
\]
in case \(k \geq 4,\) while for \(k = 3\) we have by (2.14),
\[
M_1(3) \ll E_1(3) \ll n^{3/2}(\log n)^{5/2}.
\]
For \(2 \leq m \leq k - 2\), by (2.11) and (2.13),
\[
E_m \ll N^{k-m}(N^{3/4}(\log N)^{3/2})m^2(\log N)^5 \ll N^{k-3/2-m/4}(\log N)^{3m/2+2},
\]
and hence \(E_m = o(N^{k-3/2})\). By (2.10), taking \(m = k - 1\),
\[
E_{k-1} \ll (N^{3/4}(\log N)^{3/2})k-3N^{3/2}(\log N)^3 \ll N^{3k/4-3/4}(\log N)^{3k/2-3/2},
\]
so that \(E_{k-1}(k) = o(N^{k-3/2})\) if \(k \geq 4\) and \(E_2(3) = O(N^{3/2}(\log N)^3)\). Finally, by (2.9),
\[
E_k \ll (N^{3/4}(\log N)^{3/2})k-2N\log N \ll N^{3k/4-1/2}(\log N)^{3k/2-2}.
\]
Thus we find that, for \(k \geq 5\), \(E_k(k) = o(N^{k-3/2})\), while \(E_4(4) \ll N^{5/2}(\log N)^4\) and \(E_3(3) \ll N^{7/4}(\log N)^{5/2}\). If we assume in addition the conjecture (2.8), we see that \(E_3(3) \ll N^{3/2+\epsilon}\). Theorem 2 now follows from (3.2) and Lemma 4.

5. PROOF OF THEOREM 3

The proof we give here applies to general \(k \geq 3\) but, in case \(k \geq 5\), is weaker than that which follows immediately from Theorem 2. By Parseval’s theorem we have
\[
\sum_{n \leq kN} (R_k(n, N) - \nu_k(n, N)\Theta_k(n))^2 = \int_0^1 |S^k(\alpha) - V_k(\alpha)|^2 d\alpha.
\]
Since for \(1 \leq n \leq N\) we have \(\nu_k(n, N) = n^{k-1}/(k-1)! + O(n^{k-2})\), it follows by positivity that the left hand side of (5.1) is
\[
\sum_{n \leq kN} \sum_{n \leq N} \left( \frac{r_k(n) - n^{k-1}/(k-1)!}{\Theta_k(n)} \right)^2 + O(N^{2k-2}),
\]
and therefore, to prove Theorem 3 it suffices to bound the right hand side of (5.1). To do this we use the Farey decomposition and find by the Cauchy-Schwarz inequality that
\[
\int_0^1 |S^k(\alpha) - V_k(\alpha)|^2 d\alpha = \sum_Q \int_\theta |S^k - V_k|^2 \leq \sum_Q \int_\theta |S^k - J^k|^2 + \sum_Q \int_\theta |V_k - J^k|^2 = I_1 + I_2.
\]

To estimate \(I_1\) we use (3.1) and the estimate \(|\sum_{m=1}^k a_m|^2 \leq k \sum_{m=1}^k |a_m|^2\) to see that, for \(k \geq 3\),
\[
I_1 \ll \sum_{m=1}^k \sum_Q \int_\theta |S - J|^{2m} |J|^{2(k-m)} = \sum_{m=1}^k S_m.
\]

We again choose \(Q = N^{1/2}/\log N\). By (2.13), \(S_1 \ll N^{2k-2}(\log N)^4\). By (2.11) and (2.13),
\[
S_m \ll N^{2(k-m)}(N^{3/4}(\log N)^{3/2})^{2m-2}(\log N)^5 \ll N^{2k-m/2-3/2}(\log N)^{3m+2} = o(N^{2k-2}),
\]
for \(2 \leq m \leq k - 1\). Finally, by (2.9),
\[
S_k \ll (N^{3/4}(\log N)^{3/2})^{2k-2}N \log N \ll N^{3k/2-1/2}(\log N)^{3k-2}.
\]
and therefore $S_k \ll N^4(\log N)^7$ for $k = 3$ and $S_k = o(N^{2k-2})$ for $k \geq 4$. We conclude that in general, for $k \geq 3$,

$$I_1 \ll \max(N^{2k-2}(\log N)^4, N^4(\log N)^7).$$

We now show that, for $Q = N^{1/2}/\log N$ and $k \geq 3$,

$$I_2 \ll N^{k+\epsilon} = o(N^{2k-2}),$$

and therefore Theorem 3 follows from (5.1), (5.2), and (5.3).

To prove (5.3) we first truncate the singular series at $Q$ and use (3.7) to find

$$S_k(n) = \sum_{q \leq Q} \mu^k(q) c_q(-n) + O\left(\frac{n^\epsilon}{Q^{k-1}}\right) = \mathcal{S}_k(n, Q) + O\left(\frac{n^\epsilon}{Q^{k-1}}\right).$$

Writing

$$V_k(\alpha, Q) = \sum_{n \leq kN} \mathcal{S}_k(n, Q) \nu_k(n, N)e(n\alpha),$$

we have

$$I_2 \ll \sum_Q \int_0^1 |V_k(a/q + \beta, Q) - J_k|^2 + \int_0^1 |V_k(\alpha) - V_k(\alpha, Q)|^2 \, d\alpha.$$  

The second integral in (5.5) is, by Parseval and (5.4),

$$= \sum_{n \leq kN} |(\mathcal{S}_k(n) - \mathcal{S}_k(n, Q))\nu_k(n, N)|^2$$

$$\ll \sum_{n \leq kN} \left(\frac{n^\epsilon}{Q^{k-1}n^{k-1}}\right)^2 \ll \frac{N^{2k-1+\epsilon}}{Q^{2k-2}} \ll N^{k+\epsilon},$$

since $Q = N^{1/2}/\log N$. Next,

$$\sum_Q \int_0^1 |V_k(a/q + \beta, Q) - J_k|^2$$

$$= \sum_{r \leq Q} \int_0^1 \left| \sum_{r \leq Q} \mu^k(r) \sum_{1 \leq b \leq r, (b, r) = 1} I_k\left(\frac{a}{q} - \frac{b}{r} + \beta\right) \right|^2 \, d\beta$$

$$= \sum_{r, r' \leq Q} \mu^k(r) \mu^k(r') \phi^k(r) \phi^k(r') \sum_{1 \leq b \leq r', (b, r') = 1} \sum_{1 \leq b' \leq r', (b', r') = 1} \int_E I_k(\beta - \frac{b}{r}) I_k(\beta - \frac{b'}{r'}) \, d\beta,$$

where $E = [0, 1] \setminus (\mathcal{M}_Q(r, b) \cup \mathcal{M}_Q(r', b'))$. We break this last sum into two sums $S_1$ and $S_2$ where

$$S_1 = \sum_{b \equiv \frac{b'}{r'}} \sum_{b \equiv \frac{b'}{r'}} \sum_{b \not\equiv \frac{b'}{r'}}.$$
Now
\[ S_1 = \sum_{r \leq Q} \frac{\mu^2(r)}{\phi^{2k}(r)} \sum_{1 \leq b \leq r} \int_{[0,1]} I_k(\beta - \frac{b}{r})^2 d\beta \]
\[ \leq \sum_{r \leq Q} \frac{1}{\phi^{2k-1}(r)} \int_{1/rQ}^{1/2} \frac{1}{\beta^{2k}} d\beta \]
\[ \ll \sum_{r \leq Q} \left( \frac{rQ}{\phi(r)} \right)^{2k-1} \ll Q^{2k} \ll N^k. \]

For \( S_2 \) we may by symmetry restrict attention to the terms \( b/r < b'/r' \); these contribute
\[ \ll \sum_{r, r' \leq Q} \frac{\mu^2(r) \mu^2(r')}{\phi^k(r) \phi^k(r')} \sum_{1 \leq b \leq r, (b, r) = 1} \int_{I_1} d\beta \ll \frac{1}{\beta - \frac{b}{r}} \ll \beta - \frac{b'}{r'} \]
where
\[ I_1 = \left\{ \int_{\frac{1}{2Q}}^{\frac{1}{2Q^{k+1}}} + \int_{\frac{1}{2Q^{k+1}}}^{\frac{1}{2Q^{k}}} + \int_{\frac{1}{2Q^{k}}}^{\frac{1}{2Q^{k+1}}} \right\}. \]

If \( b/r \) and \( b'/r' \) are consecutive Farey fractions of order \( Q \) then the middle integral does not occur. Using the estimate
\[ \left( \frac{1}{(x-a)(x-b)} \right)^k = \left( \frac{1}{a-b} \left( \frac{1}{x-a} - \frac{1}{x-b} \right) \right)^k \ll \frac{1}{(a-b)^k} \left( \frac{1}{(x-a)^k} + \frac{1}{(x-b)^k} \right), \]
we can bound the integrals above and find
\[ S_2 \ll \sum_{r, r' \leq Q} \frac{\mu^2(r) \mu^2(r')}{\phi^k(r) \phi^k(r')} \sum_{1 \leq b \leq r, (b, r) = 1, 1 \leq b' \leq r', (b', r') = 1, \text{ } b r' : \neq b' r} \frac{(r^{k-1} + r'^{k-1})Q^{k-1}}{|b/r - b'/r'|^k} \]
\[ \ll \sum_{r, r', b, b' \leq Q, \text{ } br' : \neq b' r} \left( \frac{r r'}{\phi(r) \phi(r')} \right)^k \frac{(r^{k-1} + r'^{k-1})Q^{k-1}}{|br' - b' r|^k}. \]

By the method of [Go, pp. 30–31] one can show this last expression is \( \ll Q^{2k} \), but we use here a simpler approach which suffices for our present purpose. Let \( T_n(x) \) denote the number of ordered quadruples of positive integers \( r, r', b, \) and \( b' \) satisfying \( n = b r' - b' r, b' r \leq x \). The number of these for which \( b'/r \) has a fixed value \( \nu \) is \( \tau(\nu)\tau(\nu + n) \), where \( \tau \) is the divisor function. Ingham [In] gave the asymptotic formula
\[ T_n(x) = \sum_{1 \leq \nu \leq x} \tau(\nu)\tau(\nu + n) \sim \frac{6}{\pi^2} \sigma_{-1}(n) x (\log x)^2, \]
where \( \sigma_s(n) = \sum_{d|n} d^s \). By following Ingham’s argument it is easily seen that the upper bound \( T_n(x) \ll \sigma_{-1}(n)x(\log x)^2 \) holds uniformly for \( 0 < |n| \leq 2x \). Using this fact together with the estimate \( r/\phi(r) \ll \log \log r \), we conclude

\[
S_2 \ll Q^{2k-2}(\log \log Q)^{2k} \sum_{r,r',b,b' \leq Q, br' \neq b'r} \frac{1}{|br' - b'r|^k}
\]

\[
\ll Q^{2k-2}(\log \log Q)^{2k} \sum_{0 < |n| \leq 2Q^2} \frac{1}{n^k} \sigma_{-1}(n)Q^2(\log Q)^2
\]

\[
\ll Q^{2k}(\log Q)^3.
\]

Thus we have \( S_2 \ll N^k \), and this completes the proof of (5.3).

6. Proof of Theorem 4

The method we use in this section is heavily based on [MV, Theorem 1] and we shall freely refer to the results of that paper. In the case \( k = 2 \) a stronger bound is given in [MV] as a consequence of their Theorem 2 but, as already remarked, the corresponding strengthening cannot hold for arbitrary \( k \).

We let \( 1/2 < \rho < 1 \) and \( R = (1 - \rho)^{-1} \). Let \( H(z) = \sum p (\log p)z^p \) so that we have \( \sum r_k(n)z^n = H^k(z) \). As \( \rho \to 1^- \) we have by [MV, Lemma 5], \( H(\rho) \sim R \) and \( H(\rho) - R = \Omega(R^{1/2}) \). We deduce from the former that

\[
(6.1) \quad H^k(\rho) - R^k = (k + o(1))(H(\rho) - R)R^{k-1}.
\]

Also, by [MV, Lemma 3], we have

\[
\sum_{n=1}^{\infty} \mathfrak{S}_k(n)n^{k-1}\rho^n = (k - 1)!R^k + O(R^{k-1}\log R)
\]

and so the above facts give

\[
(6.2) \quad \sum_{n=1}^{\infty} \left( r_k(n) - \frac{n^{k-1}}{(k-1)!}\mathfrak{S}_k(n) \right)\rho^n = \Omega(R^{k-1/2}).
\]

We now consider

\[
A(\rho) = \sum_{n=1}^{\infty} \sum_{m \leq n} \left| r_k(m) - \frac{m^{k-1}}{(k-1)!}\mathfrak{S}_k(m) \right|\rho^n
\]

\[
= \sum_{m=1}^{\infty} \left| r_k(m) - \frac{m^{k-1}}{(k-1)!}\mathfrak{S}_k(m) \right| \sum_{j=m}^{\infty} \rho^j
\]

\[
= R \sum_{m=1}^{\infty} \left| r_k(m) - \frac{m^{k-1}}{(k-1)!}\mathfrak{S}_k(m) \right|\rho^m,
\]

which by (6.2) satisfies

\[
(6.3) \quad A(\rho) = \Omega(R^{k+1/2}).
\]

Now, assume that Theorem 4 is untrue so that we have

\[
\sum_{m \leq x} \left( r_k(m) - \frac{m^{k-1}}{(k-1)!}\mathfrak{S}_k(m) \right)^2 = o(x^{2k-2}).
\]
By Cauchy’s inequality this implies that
\[ \sum_{m \leq x} \left| r_k(m) - \frac{m^{k-1}}{(k-1)!} \mathfrak{S}_k(m) \right| = o(x^{k-1/2}). \]

This in turn yields
\[ A(\rho) = o \left( \sum_{n=1}^{\infty} n^{k-1/2} \rho^n \right). \]

But, by [MV, Lemma 2], this last sum is \( \ll R^{k+1/2} \) so that \( A(\rho) = o(R^{k+1/2}) \). This contradicts (6.3) thus completing the proof of Theorem 4.

7. Preparations for Theorem 1

In this section we give the proof of Theorem 5. Using some of the same ideas, we shall also prove Lemma 5, a generalization of Lemma 2. This more general form is needed for the cases \( k \geq 4 \) of Theorem 1.

We begin by covering some ground common to both proofs. For \( \chi \mod q \) let
\[ \psi'(x, \chi) = \sum_{n \leq x} \Lambda(n) \chi(n) - E(\chi)x, \]
where \( E(\chi) = 1 \) if \( \chi = \chi_0 \), the principal character, and is zero otherwise. We use the explicit formula in the form, valid for \( x \geq 2, T \geq 2 \), derived in [Oz] from [Da, p. 117, formulae (4),(5)],
\[ \psi'(x, \chi) = - \sum_{\rho \mid \gamma \leq T} \frac{x^\rho}{\rho} + R_1(x) + R_2(x), \]
where \( \rho = b + i\gamma \) runs through the non-trivial zeros of \( L(s, \chi) \) with \( |\gamma| \leq T \), and where \( R_1(x) = R_1(x, \chi) \) satisfies
\[ \int_{2^-}^x |dR_1(y)| \ll \log x, \]
while \( R_2(x) = R_2(x, T, \chi) \) satisfies both
\[ R_2(x) \ll \log x + xT^{-1}(\log qxT)^2, \]
and
\[ \int_{2^-}^x |R_2(y)| dy \ll x^2T^{-1}(\log qxT)^2. \]

Next let
\[ \Psi(N, \chi, \beta) = \sum_{n \leq N} \Lambda(n) \chi(n)e(n\beta), \]
where \( \sum' \) denotes that, for \( \chi = \chi_0 \), \( \sum' = \sum - I(\beta) \). We have
\[ \Psi(N, \chi, \beta) = \sum_{n=1}^{N} e(u\beta)d(\psi'(u, \chi)), \]
so that, inserting the explicit formula, and taking $T = N^2$, we obtain
\[
\Psi(N, \chi, \beta) = -\sum_{|\gamma| \leq N^2} \int_{2}^{N} e(u\beta)u^{\rho-1} du + \int_{2}^{N} e(u\beta) d(R_1(u) + R_2(u))
\]
(7.2)
\[
= -\sum_{|\gamma| \leq N^2} I_\rho + O((\log qN)^2),
\]
where
\[
I_\rho = \int_{2}^{N} u^{\rho-1} e(u\beta + \gamma \log u/2\pi) du.
\]
(7.3)
This integral may be estimated by results of van der Corput, cf. [Ti, Lemmata 4.3 and 4.5]. For $|\gamma| \leq 1 + 4\pi|\beta|N$, say, we use the latter and find
\[
I_\rho \ll N^b(1 + |\gamma|)^{-1/2}.
\]
(7.4)
On the other hand, for $|\gamma| > 1 + 4\pi|\beta|N$, the former yields
\[
I_\rho \ll N^b|\gamma|^{-1}.
\]
(7.5)

**Proof of Theorem 5.** The argument is based on that of Hardy-Littlewood for (1.15); compare with the more modern version of the latter in [BH, pp. 212–213]. Instead of a simpler argument due to Montgomery [Mo, Chapter 16] but incorporating therein the same density theorems of Huxley and Jutila used below, one can derive estimates of the same strength provided that $|\beta| \ll N^{-1}$ but apparently only somewhat weaker ones for larger $|\beta|$.

Let $\tau(\chi) = \sum_{n(q)} \chi(n)e(n/q)$, the Gaussian sum. Since we have $\tau(\chi_0) = \mu(q)$, $\sum_{p|q} \log p \leq \log q$, and $S(a) = \sum_{n \leq N} A(n)e(\alpha n) + O(N^{1/2})$, it suffices to prove the bounds claimed for $S_1$, instead for
\[
S_2(\beta; q, a) = \frac{1}{\phi(q)} \sum_{\chi(q)} \chi(a) \tau(\chi) \Psi(N, \chi, \beta).
\]
Since $|\tau(\chi)| \leq q^{1/2}$, we have
\[
S_2 \ll q^{-1/2+\epsilon} \sum_{\chi(q)} |\Psi(N, \chi, \beta)|.
\]
(7.6)
We estimate $\Psi$ using (7.2). The error term in (7.2) is admissible for the theorem and it suffices to consider $\sum_\rho$. Define
\[
Z(\sigma, T) = Z_q(\sigma, T) = \sum_{\chi(q)} N(\sigma, T, \chi).
\]
(7.7)
By (7.4), (7.5), and partial summation we have
\[
\sum_{\chi(q)} \left| \sum_{|\gamma| \leq N^2} I_\rho \right| \ll_c N^\epsilon \left\{ q(T_0N)^{1/2} + \max_{T \leq 4\pi T_0} T^{-1/2} \int_{1/2}^{1} N^\sigma Z(\sigma, T) d\sigma \right. \\
+ \left. \max_{T \geq T_0} T^{-1} \int_{1/2}^{1} N^\sigma Z(\sigma, T) d\sigma \right\}.
\]
(7.8)
To estimate the right side of (7.8) we shall use a number of density theorems. By a well-known result of Huxley [Hu] we have
\[
Z(\sigma, T) \ll_c (qT)^{12(1-\sigma)/5+\epsilon} \quad \text{for} \quad 1/2 \leq \sigma \leq 1.
\]
(7.9)
We also have the Ingham-Montgomery estimates

\[(7.10)\quad Z(\sigma, T) \ll_\epsilon (qT)^{(5 - 4\sigma)/3 + \epsilon},\]

valid for \(1/2 \leq \sigma \leq 4/5\), and

\[(7.11)\quad Z(\sigma, T) \ll_\epsilon (qT)^{(51 - 48\sigma)/25 + \epsilon},\]

valid for \(1/2 \leq \sigma \leq 3/4\). These estimates are a simple consequence of [Mo, formula (12.9)]. To prove (1.17) we decompose the two integrals in (7.8) as

\[
\int_{1/2}^{11/16} + \int_{11/16}^{1}.
\]

We apply (7.10) to the former and (7.9) to the latter. The contribution to the right hand side of (7.8) coming from the two integrals \(\int_{1/2}^{11/16}\) is majorized as

\[(7.12)\quad \ll_\epsilon \left\{ \max_{T \leq 4\pi T_0} T^{-1/2} \frac{N}{(qT)^{4/3}} \left( qT^5 \right) \right\}
+ \max_{T \geq T_0} T^{-1/2} \frac{N}{(qT)^{4/3}} \left( qT^5 \right) + \max_{T \leq 4\pi T_0} T^{-1/2} \frac{N}{(qT)^{4/3}} (qT)^{11/16} \left( qT^5 \right)
+ \max_{T \geq T_0} T^{-1} \frac{N}{(qT)^{4/3}} (qT)^{11/16} \left( qT^5 \right) \right\} \ll_\epsilon \left\{ q(T_0 N)^{1/2} + qN^{1/2} + q^{3/4} T_0^{1/4} N^{11/16} + q^{3/4} N^{11/16} \right\} N^\epsilon.
\]

Similarly, the contribution to (7.8) from the integrals \(\int_{11/16}^{1}\) is, by (7.9), majorized as

\[(7.13)\quad \ll_\epsilon \left\{ \max_{T \leq 4\pi T_0} T^{-1/2} \frac{N}{(qT)^{4/3}} \left( qT^5 \right) \right\}
+ \max_{T \geq T_0} T^{-1} \frac{N}{(qT)^{4/3}} (qT)^{11/16} \left( qT^5 \right) \right\} \ll_\epsilon \left\{ q^{3/4} T_0^{1/4} N^{11/16} + q^{3/4} N^{11/16} + N + T_0^{-1} N \right\} N^\epsilon.
\]

Combining (7.12) and (7.13) in (7.8) and then returning to (7.2) and (6.6), we complete the proof of (1.17).

To prove (1.18) we proceed as above except that, in the range \(7/11 \leq \sigma \leq 3/4\), we apply instead the estimate (7.11).

To obtain (1.19) we decompose the integral as

\[
\int_{1/2}^{7/11} + \int_{7/11}^{3/4} + \int_{3/4}^{4/5} + \int_{4/5}^{\theta} + \int_{\theta}^{1}.
\]

The first three integrals are, as for (1.18), estimated using (7.10), (7.11), and (7.9) respectively. The fourth integral is estimated using (1.7) which holds for \(\sigma \geq 4/5\) by [HJ]. The fifth integral vanishes by hypothesis. This gives (1.19); (1.20) is similar except that we use the density conjecture to treat the interval \([1/2 + \epsilon, \theta]\). This completes the proof of Theorem 5. \(\square\)
Lemma 5. For any real \( c > 0 \), we have
\[
\sum_{Q} \frac{1}{\phi^c(q)} \int_{0}^{1} |S - J|^2 |J|^2 \ll N^{2\Theta+1}(\log N)^4
\]
and, for \( c = 0 \), the same result holds if \((\log N)^4\) is replaced by \((\log N)^5\).

Proof. To obtain (7.14) we use an estimate which generalizes a result of Özlük, [Oz, Lemma 11], namely
\[
\sum_{1 \leq a \leq q \atop (a,q)=1} \int_{-\delta}^{\delta} |S - J|^2 \ll \delta q N^{2\Theta}(\log q N)^4.
\]
(7.15)

Lemma 5 follows immediately from (7.15) since the left side of (7.14) is
\[
\ll \sum_{q \leq Q} \mu^2(q) \sum_{1 \leq a \leq q \atop (a,q)=1} \int_{-1/qQ}^{1/qQ} |S - J|^2 \min(1, 1/\beta^2) d\beta
\]
\[
\ll N^2 \sum_{q \leq Q} \mu^2(q) \sum_{1 \leq a \leq q \atop (a,q)=1} \int_{0}^{1/N} |S - J|^2
\]
\[
+ \sum_{j=1}^{\infty} \frac{N^2}{2^{2j}} \sum_{q \leq Q} \mu^2(q) \sum_{1 \leq a \leq q \atop (a,q)=1} \int_{2^{-j-1}/N}^{2^{-j}/N} |S - J|^2,
\]
giving the result.

To prove (7.15) we follow the argument in [Oz]. First note that we may here, as in the proof of Theorem 5, replace \( S_1 = S - J \) by \( S_2(\beta; q, a) \) with an acceptable error, in this case \( O(\delta q N) \). Thus we need to prove
\[
\sum_{1 \leq a \leq q \atop (a,q)=1} \int_{-\delta}^{\delta} |S_2(\beta; q, a)|^2 \ll \delta q N^{2\Theta}(\log q N)^4.
\]
(7.16)

By orthogonality of characters,
\[
\sum_{1 \leq a \leq q \atop (a,q)=1} |S_2(\beta; q, a)|^2 = \frac{1}{\phi^c(q)} \sum_{1 \leq a \leq q \atop (a,q)=1} \left| \sum_{\chi(q)} \chi(a) \tau(\chi) \Psi(N, \chi, \beta) \right|^2
\]
\[
= \frac{1}{\phi(q)} \sum_{\chi(q)} |\tau(\chi)|^2 |\Psi(N, \chi, \beta)|^2
\]
\[
\ll \frac{q}{\phi(q)} \sum_{\chi(q)} |\Psi(N, \chi, \beta)|^2.
\]
Thus (7.16) will follow from the estimate
\[
\int_{-\delta}^{\delta} |\Psi(N, \chi, \beta)|^2 d\beta \ll \delta N^{2\Theta}(\log q N)^4.
\]
(7.17)

Now (7.1) together with the estimate
\[
\psi'(x, \chi) \ll x^\Theta(\log qx)^2
\]
implies on integrating by parts
\[ \Psi(N, \chi, \beta) \ll N^{\Theta}(1 + |\beta|N)(\log qN)^2. \]

This estimate immediately proves (7.17) in the case \( \delta \leq 1/N \). We may therefore assume henceforth that \( \delta > 1/N \). In this case we turn to (7.2). The term \( O((\log qN)^2) \) makes a contribution of \( O(\delta(\log qN)^4) \) which is acceptable, and it remains to estimate
\[
(7.18) \int_{-\delta}^{\delta} \left| \sum_{|\gamma| \leq N^2} \mathcal{I}_\rho \right|^2 d\beta.
\]

For zeros in the range \( 5\pi N < |\gamma| \leq N^2 \) we use the van der Corput estimate (7.5) which gives \( \mathcal{I}_\rho \ll N^b|\gamma|^{-1} \) and hence these zeros make a contribution to (7.18) of
\[ \ll \delta N^{2\Theta}(\log qN)^4. \]

Finally, using Plancherel's theorem,
\[
(7.19) \sum_{|\gamma| \leq 5\pi \delta N} \left| \int_{2}^{N} u^{\rho-1} du \right|^2 d\beta = \int_{-\delta}^{\delta} \left| \sum_{|\gamma| \leq 5\pi \delta N} \mathcal{I}_\rho \right|^2 d\beta.
\]

This last expression is
\[
(7.20) \int_{2}^{N} u^{\rho+\rho'-2} du \ll \frac{N^{2\Theta-1} \log N}{1 + |\gamma - \gamma'|}.
\]

To see this, note first the left hand side of (7.20) is in absolute value
\[ \leq \int_{2}^{N} u^{b+b'-2} du, \]

which, if \( b + b' \leq 1 + 1/\log N \), is
\[ \leq \int_{2}^{N} u^{-1+1/\log N} du \ll N^{1/\log N} \log N \ll \log N, \]

while, if \( b + b' > 1 + 1/\log N \), is
\[ \leq \frac{N^{b+b'-1}}{b + b' - 1} \ll N^{2\Theta-1} \log N. \]

Since \( \Theta \geq 1/2 \), this last estimate covers both cases, and this proves (7.20) for \( |\gamma - \gamma'| \leq 1 \). On the other hand, if \( |\gamma - \gamma'| > 1 \), the left hand side of (7.20) is
\[ \frac{N^{b+b'-1+i(|\gamma - \gamma'|)}}{b + b' - 1 + i(|\gamma - \gamma'|)} \ll \frac{N^{2\Theta-1}}{|\gamma - \gamma'|}; \]

which proves (7.20) in this case.
Now using (7.20) we see the expression in (7.19) is
\[ \ll N^{2\Theta - 1} \log N \sum_{|\gamma| \leq 5\pi N} \sum_{|\gamma'| \leq 5\pi N} \frac{1}{1 + |\gamma - \gamma'|} \]
\[ \ll N^{2\Theta - 1} \log N \sum_{|\gamma| \leq 5\pi N} (\log |\gamma| qN)^2 \]
\[ \ll \delta N^{2\Theta} (\log qN)^4, \]
which completes the proof of (7.17).

8. Proof of Theorem 1

We argue as in Section 4 but, as we are not concerned about the loss of logarithmic factors, it is possible to be more brief. Start with the case \( k = 3 \). Here
\[
\sum_Q \int_\theta (S^3 - J^3) \ll \sum_Q \int_\theta |S - J|^2 + \sum_Q \int_\theta |S - J|^3 \leq E_1 + E_2 + E_3.
\]
(8.1)

By (2.2),
\[
E_1 \ll \sup_\alpha |S - J| \sum_Q \int_\theta |J|^2 \ll S^* (Q) N \log N,
\]
and by (2.3),
\[
E_3 \ll \sup_\alpha |S - J| \sum_Q \int_\theta |S - J|^2 \ll S^* (Q) N \log N.
\]
(8.3)

We estimate \( E_2 \) differently than before. By the Cauchy-Schwarz inequality, by (8.2), and (8.3), we have
\[
E_2 \leq \left( \sum_Q \int_\theta |S - J|^2 \right)^{1/2} \left( \sum_Q \int_\theta |S - J|^3 \right)^{1/2} \ll S^* (Q) N \log N.
\]
(8.4)

Using the fact that \( qT_0 \leq Q + Q^{-1} N \) for \( |\beta| \leq 1/qQ \), we deduce from (1.19) that
\[
S^* (Q) \ll \{ Q^{1/2} N^{1/2} + Q^{-1/2} N + Q^{7/22} N^{7/11} + Q^{-7/22} N^{21/22} + Q^{1/10} N^{3/4} + Q^{-1/10} N^{17/20} + N^{4/5} + N^\Theta \} N^\epsilon,
\]
and so, for \( Q = N^{1/2} / \log N \), we have
\[
S^* \ll N^{\Theta + \epsilon} + N^{4/5 + \epsilon}.
\]
(8.5)

Thus by (8.1)–(8.5)
\[
\sum_Q \int_\theta (S^3 - J^3) \ll N^{1+\Theta+\epsilon} + N^{9/5+\epsilon}.
\]
(8.6)

From (3.3) we recall that
\[
\sum_Q e(-\frac{Na}{q}) \int_\theta J^3 (\beta) e(-N\beta) d\beta = \frac{1}{2} N^2 \mathcal{S}_4 (N) + o(N^{3/2}).
\]
This, combined with (8.6), completes the proof of Theorem 1(a) in the case \( k = 3 \), the proof of Theorem 1(b) being the same except that (1.20) is used in place of (1.19).

Now let \( k \geq 4 \). We replace (8.1) by an expansion as the sum of \( k \) sums and reduce the intermediate sums to the two extremal ones as in (8.4) but using, in place of Cauchy-Schwarz, Hölder’s inequality in the form

\[
\sum_{Q} \int_{\theta} |S - J|^m |J|^{k-m} \leq \left( \sum_{Q} \int_{\theta} |S - J|^{|J|^{k-1}} \right)^{\frac{k-m}{k-1}} \left( \sum_{Q} \int_{\theta} |S - J|^k \right)^{\frac{m-1}{k-1}}.
\]

Thus we have, in the notation of (3.2),

\[
\sum_{Q} \int_{\theta} (S^k - J^k) \ll E_1(k) + E_k(k).
\]

By the same argument used to obtain (2.14), but with Lemma 5 in place of Lemma 2, we obtain

\[
E_1(k) = \sum_{Q} \int_{\theta} |S - J|^{|J|^k-1} \ll N^{k-2+\Theta} (\log N)^{5/2}.
\]

By (2.9) we have

\[
E_k(k) \ll \sup_{\alpha} |S - J|^{k-2} \sum_{Q} \int_{\theta} |S - J|^2 \ll (S^*(Q))^{k-2} N \log N,
\]

and by (8.5) we see this is

\[
\ll N^{(k-2) \max\{\Theta/4, 5/2\} + 1 + \epsilon}.
\]

When \( k \geq 5 \) this is \( o(N^{k-2+\Theta}) \), while for \( k = 4 \) this is \( o(N^{k-2+\Theta}) \) when \( \Theta > 3/5 \). On the density hypothesis this condition can be dropped, since the 4/5 may be replaced by 3/4 in the above estimate. This completes the proof of Theorem 1.
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