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ABSTRACT. We describe two complete sets of numerical invariants of topo-
logical conjugacy for linear endomorphisms of the two-dimensional torus, i.e.,
continuous maps from the torus to itself which are covered by linear maps of
the plane. The trace and determinant are part of both complete sets, and two
candidates are proposed for a third (and last) invariant which, in both cases,
can be understood from the topological point of view. One of our invariants
is in fact the ideal class of the Latimer-MacDuffee-Taussky theory, reformu-
lated in more elementary terms and interpreted as describing some topology.
Merely, one has to look at how closed curves on the torus intersect their image
under the endomorphism. Part of the intersection information (the intersec-
tion number counted with multiplicity) can be captured by a binary quadratic
form associated to the map, so that we can use the classical theories initiated
by Lagrange and Gauss. To go beyond the intersection number, and shortcut
the classification theory for quadratic forms, we use the rotation number of
Poincaré.

1. Introduction

The main aim of this paper is to approach the problem of topological conjugacy of
linear endomorphisms of the 2-torus $\mathbb{T}^2 = \mathbb{R}^2/\mathbb{Z}^2$ from the topological point of view.
The map $f : \mathbb{T}^2 \to \mathbb{T}^2$ is a linear endomorphism if it has a linear lift $F : \mathbb{R}^2 \to \mathbb{R}^2$
to the universal cover $\mathbb{R}^2$ of $\mathbb{T}^2$. In the rest of the paper, endomorphism means
linear endomorphism of $\mathbb{T}^2$ and all lifts are assumed to be linear. Let $M_F$ be the
matrix representing $F$ in some coordinate system; then $M_F$ is a $\mathbb{Z}$-matrix, i.e., a
matrix with integer entries. Let $G$ be a lift of the endomorphism $g$ and $M_G$ the
corresponding $\mathbb{Z}$-matrix. Then it is well known that $f$ is topologically conjugate
to $g$ if and only if the conjugacy can be chosen to be a linear automorphism (see
[1] for the case of automorphisms; in general, topological conjugacy implies linear
conjugacy of the maps induced on the first homology group, but these are the maps
that we start with), which in turn is equivalent to saying that $M_F$ and $M_G$ are
conjugate by an element of $Gl(2,\mathbb{Z})$. At the matrix level, the conjugacy problem
was considered in [22, 31, 32] which in particular prove that the number of conjugacy
classes within a similarity class is finite. Here similar matrices are matrices which
are $Gl(2,\mathbb{Q})$-conjugate. The invariants of conjugacy within a similarity class in
[22, 31, 32] are arithmetical (ideal classes) and the methods of proof depend on
the theory of algebraic number fields, which allow the results to carry over to
arbitrary dimension under fairly general assumptions. We propose for dimension
two to exhibit complete invariants of conjugacy which can be understood from the
topological point of view, and to get them by elementary methods. We describe how
to solve the conjugacy problem, and present several normal forms for the conjugacy
classes. In the particular important case of automorphisms, further normal forms
derived from continued fractions are provided which allow one to easily construct
interesting examples of similar but non-conjugate matrices. (See, for instance,
Corollary 16 in Section 5 which tells when a matrix is conjugate to its transpose.)

Anyone familiar with the literature on binary quadratic forms will have a strong
feeling of “déjà vu” when browsing through our Sections 3 to 5. The reason for that
will become obvious in Section 6 where we reduce our conjugacy problem to the
classification of quadratic forms, a theory mostly completed by Lagrange [19, 20]
and Gauss [12], and then polished by several others. The quadratic form which we
attach to a matrix is already known, at least for matrices in $SL(2, \mathbb{Z})$. We learned
this first from Etienne Ghys, but see, for instance, Katok [15].

In Section 7, we provide an alternate approach to the conjugacy problem which
uses Poincaré’s rotation number [27]. This is probably the most original part of
the paper. We chose not to concentrate solely on this since using the material in
Sections 3–5, Section 6 seems to lead to an introduction to the classical theory of
quadratic forms with a topological flavor.

2. THE CONJUGACY PROBLEM

The problem of determining conjugacy in $Gl(n, \mathbb{Z})$ of similar integral matrices
with (the same) irreducible characteristic polynomial is identical with that of deter-
mining equivalence of ideals in the ring $\mathbb{Z}(\lambda)$ where $\lambda$ is a root of the characteristic
polynomial. Thus, because the number of ideal classes in this ring is known to
be finite, so is the number of conjugacy classes of matrices satisfying the above
hypothesis. This is the idea behind an important particular case of the Latimer-
MacDuffee-Taussky theorem (for definitions see [6] which also contains an exposi-
tion of this theory by Olga Taussky; and for a treatment of the classical theory of
quadratic forms, the reader can consult, e.g., [5, 6, 25, 26] or the old masters).

The connection between conjugacy of matrices satisfying the above hypothesis
and equivalence of ideals is a consequence of the following statements. On one hand
each ideal in the ring $\mathbb{Z}(\lambda)$ has a $\mathbb{Z}$-basis. Such bases consist of $n$ ring elements;
and for the purposes of this discussion, let us call a vector whose components are
the set of elements of a $\mathbb{Z}$-basis, a $\mathbb{Z}$-basis vector, and mean by scalar multiplication
that by a ring element. An element of $Gl(n, \mathbb{Z})$ transforms one $\mathbb{Z}$-basis vector of
an ideal to another of the same ideal; and conversely, for any two $\mathbb{Z}$-basis vectors
of an ideal there exists an element of $Gl(n, \mathbb{Z})$ transforming one to the other. Two
ideals are equivalent if some scalar multiple of any $\mathbb{Z}$-basis vector of the first ideal
generates the same ideal as some scalar multiple of any $\mathbb{Z}$-basis vector of the second.
These two new vectors are themselves $\mathbb{Z}$-basis vectors of the same ideal and thus
one is transformed to the other by an element of $Gl(n, \mathbb{Z})$. On the other hand, any
$n \times n$ integer matrix satisfying the aforementioned hypothesis has an eigenvector
associated with the eigenvalue $\lambda$ which is the $\mathbb{Z}$-basis vector of an ideal and all
equivalent ideals are generated by scalar multiples of this eigenvector. Conversely,
$\lambda$ times a $\mathbb{Z}$-basis vector of an ideal is the image of that vector by some $n \times n$
integer matrix satisfying the hypothesis. Finally, an $n$-dimensional version of
our forthcoming Lemma 1 says that two similar $n \times n$ integral matrices $A$ and $B$
satisfying the above hypothesis are conjugate if and only if some element in \( \text{Gl}(n, \mathbb{Z}) \) maps an eigenvector of \( A \) associated with \( \lambda \) to one of \( B \).

Even though the connection between conjugacy and ideal equivalence provides some information, what we want is a practical way to decide if two similar \( \mathbb{Z} \)-matrices are conjugate. To this end, we restrict our attention to \( 2 \times 2 \) matrices (although of course, we would love to get rid of this restriction).

In full detail in dimension 2, the conjugacy problem is the following. Given two \( \mathbb{Z} \)-matrices
\[
A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad B = \begin{pmatrix} e & f \\ g & h \end{pmatrix},
\]
find a matrix \( C = \begin{pmatrix} x & y \\ u & v \end{pmatrix} \in \text{Gl}(2, \mathbb{Z}) \) such that \( CA = BC \). This is equivalent to solving the linear set of equations given by
\[
\begin{pmatrix} ax + cy & bx + dy \\ au + cv & bu + dv \end{pmatrix} = \begin{pmatrix} ex + fu & ey + fv \\ gx + hu & gy + hv \end{pmatrix},
\]
subject to the nonlinear condition
\[
xv - uy = \pm 1.
\]

We can eliminate \( u, v \) and find that \( x, y \) must satisfy the following:
\[
\begin{align*}
bx^2 + (d-a)xy - cy^2 &= \pm f, \\
(a - e)x + cy &\equiv 0 \pmod{f}, \\
bx + (d-e)y &\equiv 0 \pmod{f}.
\end{align*}
\]

Alternatively, eliminating \( x, y \) leaves:
\[
\begin{align*}
but^2 + (d-a)uv - cv^2 &= \mp g, \\
(bu + (d-h)v &\equiv 0 \pmod{g}, \\
(a - h)u + cv &\equiv 0 \pmod{g}.
\end{align*}
\]

It is easy to check that
\[
\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} d & c \\ b & a \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

It is also easy to check that the two companion matrix forms in a similarity class are conjugate — namely,
\[
\begin{pmatrix} -b & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ a & b \end{pmatrix} = \begin{pmatrix} 0 & a \\ 1 & b \end{pmatrix} \begin{pmatrix} -b & 1 \\ 1 & 0 \end{pmatrix}.
\]

We now consider an example given by Boyle & Handelman [3]. The matrix
\[
\begin{pmatrix} -1 & 3 \\ 3 & 2 \end{pmatrix}
\]
is not conjugate to its companion matrix \( \begin{pmatrix} 0 & 1 \\ 11 & 1 \end{pmatrix} \). This is evident since it leads to solving the integer quadratic form from (1),
\[
3x^2 + 3xy - 3y^2 = \pm 1,
\]
which clearly has no integer solutions since 3 does not divide 1.

The matrix \( \begin{pmatrix} 3 & 10 \\ 5 & 17 \end{pmatrix} \) is similar but not conjugate to its inverse. This is no longer a quick check using the above equations. In this paper, we discuss the way to verify results of this type.
3. Finiteness of the number of classes

Given a $2 \times 2 \mathbb{Z}$-matrix, we denote the trace by $T$, the determinant by $D$, and the discriminant by $\Delta (\equiv T^2 - 4D)$. We shall restrict our attention to $\mathbb{Z}$-matrices with irreducible characteristic polynomial (the nontrivial case) and denote their set by $\mathcal{M}$:

$$\mathcal{M} \equiv \{2 \times 2 \mathbb{Z}\text{-matrices} | \Delta \neq n^2, n \in \mathbb{Z}\}.$$

We shall frequently discriminate based on the sign of the discriminant, so let

$$\mathcal{M}^+ = \{M \in \mathcal{M} | \Delta > 0\},$$

$$\mathcal{M}^- = \{M \in \mathcal{M} | \Delta < 0\}.$$

If $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathcal{M}$, then the eigenvalues are given by

$$\lambda_{\pm} = \frac{T \pm \sqrt{\Delta}}{2} = \frac{a + d \pm \sqrt{(a + d)^2 - 4(ad - bc)}}{2},$$

with corresponding (real or complex) eigenvectors

$$\begin{pmatrix} b \\ \lambda_{\pm} - a \end{pmatrix}.$$

The pair of eigenvalues, or equivalently the trace and the determinant, are invariants of the similarity class. Consequently, the discriminant is also a similarity class invariant. In the case of irreducible characteristic polynomial which we study here, the trace and determinant form a complete set of similarity invariants.

Let us denote conjugacy (by elements of $\text{Gl}(2, \mathbb{Z})$) of similar matrices $M, N$ by $M \sim N$. The restriction to conjugacy by elements of $\text{Sl}(2, \mathbb{Z})$ is called proper conjugacy. If two similar matrices are conjugate, then eigenvectors corresponding to the same eigenvalue are mapped to each other by the conjugacy. The converse of this for elements of $\mathcal{M}$ is stated in the following lemma.

**Lemma 1.** Let $M, N \in \mathcal{M}$ be similar. If an element $A$ of $\text{Gl}(2, \mathbb{Z})$ maps one eigenvector of $M$ to the corresponding eigenvector of $N$, then $M = A^{-1}NA$.

**Proof.** Let $v$ be an eigenvector of $M$ corresponding to an eigenvalue $\mu$ and assume that $A \in \text{Gl}(2, \mathbb{Z})$ is given such that $A v$ is an eigenvector of $N$ corresponding to the eigenvalue $\mu$. Let $\bar{\mu}, \bar{v}$ be the (quadratic) conjugates of $\mu, v$, then $\bar{v}$ and $A \bar{v}$ are eigenvectors of $M$ and $N$, respectively, corresponding to eigenvalue $\bar{\mu}$. From the irreducibility of the characteristic polynomial of $M \in \mathcal{M}$, the eigenvectors $v$ and $\bar{v}$ are linearly independent. We then get that $M - A^{-1}NA$ is identically zero by applying it to $v$ and $\bar{v}$. \qed

We define the principal slope $\omega_M$ of the element $M$ of $\mathcal{M}$ to be the slope of the eigenvector corresponding to $\lambda_+$:

$$\omega_M = \frac{\lambda_+ - a}{b} = \frac{d - a + \sqrt{\Delta}}{2b}. \tag{3}$$

Note that $\omega_M$ is either complex or a quadratic surd (an irrational root of a quadratic equation with integer coefficients). The slope of the other eigenvector is denoted by $\overline{\omega_M}$ and is the (complex or quadratic) conjugate of $\omega_M$. If several matrices are involved in a discussion, we use subscripts on the corresponding (principal) slopes.
Recall that two complex numbers $\omega, \omega'$ are equivalent, which we denote by $\omega \sim \omega'$, if they belong to the same orbit of the group $PGl(2, \mathbb{Z})$ acting on $\mathbb{C}$ by fractional linear transformations. If $\Gamma \in PGl(2, \mathbb{Z})$ and

$$\Gamma : \omega \mapsto \frac{\alpha \omega + \beta}{\gamma \omega + \delta}, \quad \alpha \delta - \beta \gamma = \pm 1, \quad \alpha, \beta, \gamma, \delta \in \mathbb{Z},$$

then we associate $\Gamma$ with the matrix $M_{\Gamma} \equiv \begin{pmatrix} \delta & \gamma \\ \beta & \alpha \end{pmatrix}$. Lemma 1 can now be reformulated:

**Lemma 2.** Let $M, N \in \mathcal{M}$ be similar. Then $M \sim N$ if and only if $\omega_M \sim \omega_N$. In particular, $\omega_N = \Gamma(\omega_M)$ if and only if $N = M_{\Gamma}M_{N_{\Gamma}}^{-1}$.

To each element $M$ of $\mathcal{M}$ we associate a set $S_M$ defined as follows. If $\Delta > 0$, then $\omega, \overline{\omega}$ are real and we define the set $S_M$ to be the circle in the complex plane through the diametrically opposite points $\omega$ and $\overline{\omega}$. If $\Delta < 0$ then $\omega, \overline{\omega}$ are complex and we define the set $S_M$ to be simply the pair of points $\{\omega, \overline{\omega}\}$. For any fundamental region $R$ for the action of $PGl(2, \mathbb{Z})$ on $\mathbb{C} \setminus \mathbb{R}$, we say that $M$ is reduced if $S_M$ intersects $R$. (Recall that $PGl(2, \mathbb{Z})$ acts transitively on the set difference $\mathbb{C} \setminus \mathbb{R}$ which corresponds to the better known transitive action of $PSl(2, \mathbb{Z})$ on the upper half plane.) After noting that every element of $M$ is conjugate to a reduced matrix, it is then clear that the number of reduced matrices in a similarity class gives an upper bound on the number of conjugacy classes. In the sequel, we suppose for definiteness that $R$ is the principal fundamental region $R_0$ defined by

$$R_0 = \{ z \in \mathbb{C} | -\frac{1}{2} \leq \Re z \leq 0, \Im z > 0, \quad \Re z \geq 1, \quad \text{or} \quad 0 < \Re z < \frac{1}{2}, \quad \Im z > 0, \quad |z| > 1 \}.$$ 

**Theorem 3.** Within a given similarity class in $\mathcal{M}$, the number of conjugacy classes is finite.

**Proof.** In the complex case ($\Delta < 0$), there are only two reduced matrices. One has $\omega \in R_0$ and the other has $\overline{\omega} \in R_0$.

In the real case ($\Delta > 0, \Delta \neq n^2$), given a matrix $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathcal{M}$ with real eigenvalues, the circle $S_M$ is the boundary of the disk $|z - \frac{d-c}{2b}| \leq \frac{\sqrt{\Delta}}{2b}$. Now the circle $S_M$ intersects $R_0$ only if the disk it bounds contains at least one of the corners $\pm \frac{1}{2} + i \frac{\sqrt{3}}{2}$ of $R_0$. Calculate

$$| \pm \frac{1}{2} + i \frac{\sqrt{3}}{2} - \frac{d-a}{2b} | \leq \frac{\sqrt{\Delta}}{2b},$$

or

$$(T - 2a)^2 + 3b^2 \leq \Delta.$$ 

So, in a given similarity class, there are only a finite number of permissible values for $a$ and $b$ for which a matrix is reduced. A matrix in a similarity class is determined by $a$ and $b$, so there are only finitely many reduced matrices in a similarity class. □

**Remarks.**

1. This proof is only a rewording of proofs given by Dedekind [9] in the complex case and by Klein [17] in the real case for the classification of binary quadratic forms, following work by Smith [29] (see also the work by Humbert [14] who gives credit
Figure 1. The two periodic hyperbolic geodesics corresponding to $\Delta = 40$.

2. Notice that in these classical works, it is the counterpart of our proper conjugacy which is considered. Consequently, instead of $\text{PGL}(2, \mathbb{Z})$ acting on $\mathbb{C}$, it is $\text{PSL}(2, \mathbb{Z})$ acting on the upper half-space which has to be considered (with the same fundamental region $R_0$). In the complex case, one chooses from $\omega$ and $\bar{\omega}$ the one with positive imaginary part, yielding a single reduced form per class.

3. The number of proper equivalence classes in a given similarity class is at most twice the number of equivalence classes, hence finite.

4. The intersection of the set $S_M$ with the upper half-plane for $\Delta > 0$ is a semicircle which is a geodesic in hyperbolic geometry. Because there are only finitely many reduced forms, the projection of this curve into the fundamental domain yields a closed curve. An example is presented in Figure 1. We have selected $\Delta = 40$.
and this results in two geodesics, i.e., a similarity class of matrices in \( \text{Gl}(2, \mathbb{Z}) \) with discriminant \( \Delta = 40 \) contains exactly two conjugacy classes. Similar closed curves were already discussed by Smith [29], but with a different fundamental region.

4. Solution to the conjugacy problem

The result in Lemma 2 demonstrating that equivalence of principal slopes is equivalent to conjugacy of similar matrices can be used to solve the conjugacy problem. We will consider the cases of positive and negative discriminant separately.

4.1. Negative discriminant. When \( \Delta < 0 \), \( \omega_M \) and \( \omega_N \) are in \( \mathbb{C} \setminus \mathbb{R} \) and there are unique elements \( \Gamma_M \) and \( \Gamma_N \) in \( \text{PGl}(2, \mathbb{Z}) \) such that \( \Gamma_M(\omega_M) \) and \( \Gamma_N(\omega_N) \) belong to the principal fundamental region \( R_0 \) of \( \text{PGl}(2, \mathbb{Z}) \). Thus we have

**Theorem 4.** Let \( M, N \in \mathcal{M}^- \) be similar. Then

\[
M \sim N \iff \Gamma_M(\omega_M) = \Gamma_N(\omega_N).
\]

The computation of \( \Gamma_M \) is well documented (modulo the second remark in the previous section, see, e.g., [25]), so we recall it only briefly. Essentially, we map \( \omega_M \) into the upper half-plane and then translate horizontally into the vertical strip of width one centered about the complex axis and containing the fundamental region \( R_0 \). If the image of \( \omega_M \) is not in the fundamental domain because its magnitude is less than one, then we take the negative reciprocal which will increase the imaginary part. We then repeat the translation and reciprocal processes. One can check that eventually the point will be brought into \( R_0 \). The following algorithm implements this process.

**Algorithm 5.** Computation of \( \Gamma_M \).

1. If \( \Im(\omega_M) < 0 \), let \( \Gamma \) be the map \( z \mapsto \frac{1}{z} \), otherwise let \( \Gamma = \text{Id} \). Thus, \( \Gamma(\omega_M) \) is in the upper half-plane.
2. Let \( \Gamma_1 \) be the translation by an integer \( z \mapsto z + n \) that maps \( \Gamma(\omega_M) \) into the vertical strip \( S : -\frac{1}{2} \leq \Re(z) < \frac{1}{2}, \Im(z) > 0 \). Let \( \Gamma = \Gamma_1 \circ \Gamma \).
3. If \( \Gamma(\omega_M) \in R_0 \), then let \( \Gamma_M = \Gamma \) and we are done. Otherwise let \( \Gamma_2 \) be the map \( z \mapsto \frac{1}{z} \), let \( \Gamma = \Gamma_2 \circ \Gamma \), and return to step 2.

Remark that the map \( \Gamma_2 \) increases the imaginary part of any \( z \) in \( S \setminus R_0 \).

The finiteness of the process is guaranteed by the finiteness of the number of fundamental regions in \( S \) above any horizontal line in the upper half-plane and the result stated at the end of step 3.

4.2. Positive non-square discriminant. For matrices in \( \mathcal{M}^+ \) we use continued fractions in order to determine equivalence of principal slopes. We write uniquely the infinite continued fraction of an irrational number as \( [a_0 \ a_1 \ a_2 \ldots] \) with \( a_i \in \mathbb{Z} \) for all \( i \) and \( a_i > 0 \) for all \( i > 0 \). By a theorem of Serret [28] (see also [13, Theorem 175], two real numbers are equivalent if and only if their continued fractions have the same tail. Lagrange [18] (see also [13, Theorem 177]) proved that quadratic surds have periodic continued fractions which we write as \( [a_0 \ a_1 \ldots a_n \overline{b_1 \ldots b_m}] \), where the overbar means an infinite repetition of \( b_1 \) through \( b_m \). We define the **period** of a periodic continued fraction to be the minimal \( m \) such that the fraction may be written in this form. The length of the aperiodic part is \( n + 1 \). The periodic tail of this continued fraction is the purely periodic continued fraction \( [\overline{b_1 \ldots b_m}] \),...
and if the period is $m$, then the periodic part is the ordered set $\{b_1, \ldots, b_m\}$, which
is well defined only up to cyclic permutation.

Remark. For continued fractions, one uses “periodic” and “purely periodic” where
in dynamics one would use “pre-periodic” and “periodic” respectively; we use here
the former convention. For a general reference on continued fractions see, e.g.,
Davenport [8] or Hardy & Wright [13].

When $\Delta$ is positive and not a perfect square, the principal slopes $\omega_M$, $\omega_N$ of $M$
and $N$ are quadratic surds, thus the continued fraction results allow us to easily
prove

**Theorem 6.** Let $M, N \in M^+$ be similar. Then $M \sim N$ if and only if the peri-
odic parts of the continued fraction of $\omega_M$ and $\omega_N$ are the same (up to a cyclic
permutation).

Remark. For a similar result for matrices in $\text{Sl}(2, \mathbb{Z})$, see Katok [15].

4.3. **Proper conjugacy.** If we want to consider only proper conjugacy, then the
previous results from 4.1 and 4.2 have to be modified as follows:

If $\Delta < 0$, then conjugate matrices $M$ and $N$ are properly conjugate if and only
if the imaginary parts of $\omega_M$ and $\omega_N$ have the same sign. Note that the imaginary
parts of $\omega_M$ and $\omega_N$ will have the same sign if and only if the matrix elements $M_{1,2}$
and $N_{1,2}$ have the same sign.

If $\Delta > 0$ and $\Delta \neq n^2$, then a simple modification of the argument of Serret [28]
(see also Lejeune-Dirichlet [23, p. 163] or Smith [30, p. 186]) yields:

**Theorem 7.** Conjugate matrices $M, N \in M^+$ are properly conjugate if and only
if either the continued fractions of $\omega_M$ and $\omega_N$ have odd period or the continued
fractions have even period and the difference in lengths of the aperiodic parts is even
(where the lengths of the aperiodic parts must be counted so that the corresponding
periodic parts are identical).

5. **Normal forms**

The reduced matrices discussed in Section 3 are reasonable normal forms in the
case of negative discriminant, but as in Section 4, we will require that the principal
slope be in $R_0$. In the case of positive non-square discriminant, it is more convenient
to choose matrices as being in normal form if the principal root (or its conjugate)
has a purely periodic continued fraction: several choices will be proposed, each of
which have different virtues.

5.1. **Normal forms for negative discriminant.** If $\omega_M \in R_0$, we have:

\[
\Re(\omega_M)^2 \leq \frac{1}{4} \quad \text{and} \quad (\Re(\omega_M)^2 + (3\omega_M)^2) \geq 1 \quad \text{if} \quad \Re(\omega_M) \leq 0, \\
\Re(\omega_M)^2 < \frac{1}{4} \quad \text{and} \quad (\Re(\omega_M)^2 + (3\omega_M)^2) > 1 \quad \text{if} \quad \Re(\omega_M) > 0.
\]

The corresponding conditions on the entries in the matrix $M$ are given in the
following lemma.

**Lemma 8.** A matrix $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathcal{M}^-$ has its principal slope $\omega_M$ in the
principal fundamental region $R_0$ if and only if

\[-A < B \leq A < C \quad \text{or} \quad 0 \leq B \leq A = C,\]
where

\[ A = b, \quad B = a - d, \quad C = -c. \]

There is exactly one such matrix in each conjugacy class.

**Proof.** One can check that the conditions in the theorem are equivalent to the conditions in (4) with \( \omega_M \) defined by (3). Uniqueness is a result of \( R_0 \) being a fundamental domain for the action of \( PGL(2, \mathbb{Z}) \) on \( \mathbb{C} \setminus \mathbb{R} \).

We thus define the *normal form* for a conjugacy class with \( \Delta < 0 \) to be the unique element with principal slope contained in \( R_0 \).

To conjugate a matrix \( N \in M^- \) to its normal form \( N_0 \), one uses Algorithm 5 to produce the unique mapping \( \Gamma_N \) and then conjugates \( N \) with the matrix \( M_{\Gamma_N} \) as specified in Lemma 2. In the case of proper conjugacy, nothing changes if \( \Im(\omega_N) > 0 \), but if \( \Im(\omega_N) < 0 \), one looks for the element \( \Gamma_N \in PSL(2, \mathbb{Z}) \) which sends the conjugate \( \omega_N \) to \( R_0 \).

One is often interested in the special case of toral automorphisms which results in studying the conjugacy classes of \( GL(2, \mathbb{Z}) \). When we consider elements in \( GL(2, \mathbb{Z}) \) with negative discriminant there are only three similarity classes which (specified by the determinant \( D \) and trace \( T \)) are:

\[
(D, T) \in \{(1, 0), (1, 1), (1, -1)\}.
\]

One can now study which elements in these similarity classes are reduced by using the criteria in Lemma 8. We leave it to the reader to verify that there is exactly one reduced matrix in each of the similarity classes and, thus, exactly one conjugacy class in each similarity class. We state this result in

**Theorem 9.** Let \( M \in M^- \cap GL(2, \mathbb{Z}) \). The principal slope \( \omega_M \) is in the principal fundamental region \( R_0 \) if and only if \( M \) is one of the following matrices:

\[
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}, \begin{pmatrix}
1 & 1 \\
-1 & 0
\end{pmatrix}, \begin{pmatrix}
0 & 1 \\
-1 & -1
\end{pmatrix}.
\]

**5.2. Normal forms for positive non-square discriminant.** In the case of positive non-square discriminant, we present three different choices for normal forms, and in each case there is not in general a unique representative for each conjugacy class.

**5.2.1. Purely periodic principal slope.** Our first candidates for *normal forms* for a conjugacy class with \( \Delta > 0, \Delta \neq n^2 \), are the matrices whose principal slopes have purely periodic continued fractions. A conjugacy to one of these normal forms can be constructed from a sequence of conjugacies which are chosen so that they simply peel off, one term at a time, the aperiodic part of the continued fraction expansion of the principal slope. These conjugacies are explicitly given later in Lemma 13.

In the case of proper conjugacy, because the conjugacy which strips one term in the continued fraction is orientation reversing, the peeling off process must remove an even number of terms of the continued fraction. Thus, if the length of the period is even, only half of the purely periodic continued fractions equivalent to \( \omega_M \) can be reached by proper conjugacy.

The following theorem by Galois [11] (see also [8, p. 99]) gives conditions on a quadratic surd for it to have a purely periodic continued fraction expansion.
Theorem 10 (Galois [11]). Let $x$ be a quadratic surd and $\overline{x}$ its conjugate. Then $x$ has a purely periodic continued fraction if and only if

$$-1 < \overline{x} < 0 \text{ and } x > 1.$$ 

Furthermore, the continued fraction of $-1/\overline{x}$ is purely periodic and has the same terms in its period as the continued fraction of $x$, but in the reverse order.

Remark. More generally if $x$ is a quadratic surd and $\overline{x}$ is its conjugate, the periodic parts of the continued fractions of $x$ and $\overline{x}$ have the same terms but in reverse order. This follows at once from Theorem 10 and the fact that if $x \sim x'$ with $x' = (ax + b)/(cx + d)$, then $-1/x \sim -1/x'$ since $-1/x' = (-d/x - c)/(b/x + a)$.

As a corollary to Galois's Theorem, we give explicit conditions on the elements in a matrix $M \in \mathcal{M}^+$ so that the principal slope of $M$ will have a purely periodic continued fraction expansion.

Corollary 11. A matrix $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathcal{M}^+$ has a principal slope whose continued fraction is purely periodic if and only if

$$b > 0,$$

$$c > 0,$$

$$d > a + |b - c|.$$ 

Proof. A direct calculation using $\omega_M$ shows that the above conditions are necessary and sufficient to show that $1 < \omega_M$ and $-1 < \overline{\omega}_M < 0$. By Theorem 10, $\omega_M$ then has a purely periodic continued fraction.

5.2.2. Purely periodic principal slope or conjugate. Another choice (for conjugacy or proper conjugacy) consists in considering $M$ as a normal form if and only if $\omega_M$ or $\overline{\omega}_M$ is purely periodic. This gives twice as many normal forms for conjugacy or proper conjugacy (hence an even number of normal forms in both cases).

If we interpret our matrices as mappings on $\mathbb{R}^2$, then we can consider the associated phase portraits. It follows from Galois's theorem that this normal form corresponds to having any one of the phase portraits represented in Figure 2, where, as usual, more arrows on an invariant subspace corresponding to an eigenvector means a bigger absolute value for the corresponding eigenvalue. In the top row, the slope corresponding to the eigenvalue with larger magnitude has been chosen to be purely periodic, while in the bottom row the slope of the smaller (in magnitude) eigenvalue is purely periodic. If the eigenvalues have the same magnitude ($\text{tr}(M) = 0$), then the phase portraits I and I' are the same (and the saddle-type phase portraits do not occur). A phase portrait with two contracting directions is not possible since the matrices we consider do not have determinant with magnitude less than one. Reinterpreting Figure 2 in terms of our first kind of normal forms, the eigendirection in the first quadrant is the one corresponding to $\omega_M$.

5.2.3. On a Theorem by R. F. Williams. For our third definition of normal forms we select phase portraits I and II of Figure 2. This means that when $\text{tr}(M) > 0$ then we require that $\omega_M$ has a purely periodic continued fraction, but when $\text{tr}(M) < 0$ then we require that $\overline{\omega}_M$ has a purely periodic continued fraction. (When $\text{tr}(M) = 0$, then either slope may be purely periodic.) The benefit of this third choice is that we get in many cases normal forms which are either nonpositive or nonnegative.
Theorem 12. Let \( M \in \mathcal{M}^+ \) which either preserves orientation or has a saddle-type phase portrait. If \( \text{tr}(M) > 0 \) and \( \omega_M \) has a purely periodic continued fraction, then \( M \) is a nonnegative matrix. If \( \text{tr}(M) < 0 \) and \( \omega_M \) has a purely periodic continued fraction, then \( M \) is a nonpositive matrix.

Proof. If \( \text{tr}(M) > 0 \) and \( \omega_M \) has a purely periodic continued fraction or if \( \text{tr}(M) < 0 \) and \( \omega_M \) has a purely periodic continued fraction, then \( M \) has a phase portrait corresponding to Figures 1 or 2. We will now show that if \( M \) has a phase portrait corresponding to I or II, then its elements do not have opposite signs. The conditions on the signs of the elements of \( M \) are equivalent to the requirement that the first quadrant is either mapped into itself or into the third quadrant. It is easily verified that if \( M \) is orientation preserving, then the maps producing phase portraits I and II satisfy this requirement. Thus the only nontrivial case is when \( M \) has a saddle-type phase portrait and is orientation reversing.

We first examine this case when the trace of \( M \) is positive, so that we assume \(-1 < \lambda_- < 0, \lambda_+ > 1\), and we have to look closer at case II in Figure 2.

Assume the theorem is false. We let \( P \) be the point \((1, 0)\) and choose \( Q \) on the unstable direction such that \( PQ \) is parallel to the stable direction. We let \( R \) be the point of the unstable direction such that \( M(P)R \) is horizontal. Then in Figure 3a, the triangles \( OPQ \) and \( M(P)RM(Q) \) are similar.

Now \( |M(P)M(Q)| = |\lambda_-| \cdot |QP| < |QP| \), so that \( |M(P)R| < OP = 1 \). Since \( M \) is a \( \mathbb{Z} \)-matrix, \( M(P) \) is in \( \mathbb{Z}^2 \), so that the distance from \( M(P) \) to \( R \) is at least 1 if \( M(P) \) is out of the first quadrant. Hence \( M(P) \) does belong to the first quadrant, to the contrary of what is represented in Figure 3a.
On the other hand, with $T$ standing for the point $(0,1)$, it is plain that $M(T)$ is also in the first quadrant since the slope of the unstable direction is greater than 1. It follows that the coefficients of the matrix $M$ are nonnegative.

If we assume that the trace is negative, we replace Figure 3a by Figure 3b. Then we conclude similarly that the image of the basis is in the third quadrant, so that the coefficients are nonpositive.

A direct result of this theorem is of course that if $M \in \mathcal{M}^{+}$ and $M$ is either orientation preserving or has a saddle-type phase portrait, then $M$ may be conjugated to a matrix whose elements do not have opposite signs.

**Remarks.**

1. Williams [33] proved that hyperbolic elements of $\text{Gl}(2,\mathbb{Z})$ can be conjugated so that the resulting matrix is either nonpositive or nonnegative. These are just the elements of $\mathcal{M}^{+}$ with determinant $D = \pm 1$. Since these all have saddle-type phase portraits, they are all conjugate to matrices which have phase portraits of type II, and hence are also included in our result.

2. The matrix $\begin{pmatrix} -1 & 1 \\ 1 & 2 \end{pmatrix} \in \mathcal{M}^{+}$ is orientation reversing and does not have a saddle-type phase portrait. It has positive trace and the continued fraction of its principal slope is purely periodic (by Corollary 11), but it is not a nonnegative matrix.

3. The matrix $\begin{pmatrix} -1 & 3 \\ 3 & 2 \end{pmatrix} \in \mathcal{M}^{+}$ from Section 2 is not conjugate to any nonnegative or nonpositive matrix. The only nonnegative matrices it is similar to are its companion matrices, but it is not conjugate to these.

4. For $M \in \mathcal{M}^{+}$, preserving orientation or with saddle-type phase portrait, one cannot have $\text{tr}(M) = 0$. Notice that there are examples with trace zero not conjugate to a nonpositive or nonnegative matrix; for instance $\begin{pmatrix} 1 & 2 \\ 2 & -1 \end{pmatrix}$ is not
conjugate to \(
\begin{pmatrix}
  0 & 5 \\
  1 & 0
\end{pmatrix}
\) or \(
\begin{pmatrix}
  0 & -5 \\
  -1 & 0
\end{pmatrix}
\) or their transposes as the method in Section 2 easily shows.

5.2.4. The special case of automorphisms. The reduction of any matrix in \( \mathcal{M}^+ \) is mirrored by the reduction of a matrix in \( \text{Gl}(2, \mathbb{Z}) \). This follows from the fact that any quadratic surd can be found as the principal slope of a matrix in \( \text{Gl}(2, \mathbb{Z}) \). We will also demonstrate how to construct all matrices in \( \text{Gl}(2, \mathbb{Z}) \) with a specified periodic continued fraction for their principal slopes. To prove these results we first need two lemmas.

Let
\[
T_a = \begin{pmatrix}
  0 & 1 \\
  1 & a
\end{pmatrix}.
\]

Lemma 13. Let \( A \in \mathcal{M}^+ \) and \( \omega_A = [a_0 \ a_1 \ a_2 \ldots] \). Then \( \omega_{T_{a_0}^{-1}AT_{a_0}} = [a_1 \ a_2 \ldots] \).

If also \( a_0 > 0 \), then \( \omega_{T_{a_0}^{-1}AT_{a_0}} = [b_1 \ a_0 \ a_1 \ a_2 \ldots] \).

Recall that when we write a continued fraction as \([a_0 \ a_1 \ a_2 \ldots] \) then each \( a_i \), for \( i > 0 \), is a positive integer, but \( a_0 \) may be any integer.

Proof. The results follow from straightforward applications of Lemma 2.

Lemma 14. Let \( A = (T_{b_1} \cdots T_{b_m})^N \) with \( b_i > 0 \) and \( N \geq 1 \) and maximal. Then \( \omega_A = [b_1 \ldots b_m] \).

Proof. We leave it to the reader to show that nonnegative matrices of this type map the positive quadrant of \( \mathbb{R}^2 \) into itself and have a unique eigenvector in the positive quadrant which has slope greater than one.

Assume that \( A = [a_0 \ a_1 \ a_2 \ldots] \). Since \( A > 1 \), \( a_0 > 0 \) and we may apply the result in Lemma 13, to show
\[
\omega_{T_{b_1} \cdots T_{b_m}AT_{b_m}^{-1}} = [b_1 \ldots b_m \ a_0 \ a_1 \ a_2 \ldots].
\]

But the above matrix equals \( A \) and by the uniqueness of continued fraction expansions, we see that \( \omega_A \) has the requisite continued fraction.

Theorem 15. Let \( a_i > 0 \) for \( i > 0 \), and let all \( b_i > 0 \). If
\[
A = T_{a_0} \cdots T_{a_n}(T_{b_1} \cdots T_{b_m})^N T_{a_n}^{-1} \cdots T_{a_0}^{-1}
\]
for any positive integer \( N \), then
\[
\omega_A = [a_0 \ldots a_n \ b_1 \ldots b_m].
\]

If
\[
A = -T_{a_0} \cdots T_{a_n}(T_{b_1} \cdots T_{b_m})^N T_{a_n}^{-1} \cdots T_{a_0}^{-1}
\]
for any positive integer \( N \), then
\[
\omega_A = [a_0 \ldots a_n \ b_1 \ldots b_m].
\]

Conversely, let \( A \in \mathcal{M}^+ \cap \text{Gl}(2, \mathbb{Z}) \). If \( \text{tr}(A) > 0 \) and
\[
\omega_A = [a_0 \ldots a_n \ b_1 \ldots b_m],
\]
where \( m \) is the period, then
\[
A = T_{a_0} \cdots T_{a_n}(T_{b_1} \cdots T_{b_m})^N T_{a_n}^{-1} \cdots T_{a_0}^{-1}
\]
for some positive integer \( N \); if \( \text{tr}(A) < 0 \) and 
\[
\omega_A = [a_0 \ldots a_n b_1 \ldots b_m]
\]
where \( m \) is the period, then
\[
A = -T_{a_0} \cdots T_{a_n}(T_{b_1} \cdots T_{b_m})^N T_{a_n}^{-1} \cdots T_{a_0}^{-1}
\]
for some positive integer \( N \).

Proof. The first two parts of the theorem follow directly from Lemmas 13 and 14 and the fact that \( \omega_A = \omega_{-A} \).

To prove the converse parts, we first note that \( A \) has a saddle-type phase portrait and prove the result for the case when \( \text{tr}(A) > 0 \). The other case follows from working with \( -A \). So assume that \( \text{tr}(A) > 0 \) which means that \( |\lambda_+| > 1 \). Define \( \tilde{A} = T_{a_n}^{-1} \cdots T_{a_0}^{-1} AT_{a_0} \cdots T_{a_n} \). By Lemma 13, \( \omega_{\tilde{A}} = [b_1 \ldots b_m] \). If \( \tilde{A} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), then because the continued fraction of its principal slope is purely periodic, we may apply Theorem 11 to conclude that \( b, c, d > a \). The phase portrait of \( \tilde{A} \) is that of case II in Figure 2 due to the fact that the slope is purely periodic and \( |\lambda_+| > 1 \). From the proof of Theorem 12, we know that the signs of \( a, b, c, d \) cannot be opposite so that in addition to \( b, c > 0 \) we find that \( d > a \geq 0 \). We will show that \( \tilde{A} \) is a product of matrices \( T_{\alpha} = \begin{pmatrix} 0 & 1 \\ 1 & \alpha \end{pmatrix}, \alpha > 0 \).

First, if \( a = 0 \), then it follows that \( \tilde{A} = T_d \) and \( d > 0 \), so we are done. So assume that \( a > 0 \). We now claim that either \( a \geq c \) and \( b \geq d \) (the elements of the first row are greater than or equal to the corresponding elements of the second row) or \( a \leq c \) and \( b \leq d \) (the elements of the second row are greater than or equal to the corresponding elements of the first row). If this were not the case, then it is impossible for the determinant of \( \tilde{A} \) to be \( \pm 1 \). Because \( \tilde{A} \) is non negative and has an eigenvector with slope greater than one, it must map the vector \((1 1)^T\) to a vector with slope greater than one. But this means that \( c + d > a + b \) so that the second pair of inequalities must hold.

Now find the largest positive integer \( l \) such that \( T_l^{-1} \tilde{A} \) still has all entries nonnegative. Observe that 
\[
T_l^{-1} \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} c - l \cdot a & d - l \cdot b \\ a & b \end{pmatrix},
\]
so the inequality conditions guarantee that \( l \) can be chosen to be positive. As long as there are no zeros in the first row, the second pair of inequalities must hold since this new matrix is still an element of \( Gl(2, \mathbb{Z}) \) with nonnegative entries, else \( l \) was not chosen large enough. This reduction by multiplication by some \( T_l^{-1} \) may be continued, eventually reducing the matrix to either the identity or \( T_0 \).

Thus we have shown so far that one of the following must be true:
\[
\tilde{A} = T_{d_1} \cdots T_{d_p},
\]
or
\[
\tilde{A} = T_{d_1} \cdots T_{d_p} T_0.
\]

However, only the first relation is possible. The second relation is eliminated by demonstrating that its right-hand side does not have an eigenvector with slope greater than minus one but less than zero. We leave the details as an exercise.
We now compare the continued fraction of $\omega_{\tilde{A}}$ as computed by the product of $T_{d_i}$ above and what we knew earlier to find that $[d_1 \ldots d_p] = [b_1 \ldots b_m]$. Since $m$ was the (minimal) period, the $\{d_1, \ldots, d_p\}$ must equal $\{b_1, \ldots, b_m\}$ or some repeated sequences of $\{b_1, \ldots, b_m\}$. So, $p = Nm$ and we have proved the result for $\text{tr}(A) > 0$ and completed the proof of the theorem.

Remark. Effros and Shen [10] have a similar factorization result for positive matrices in $\text{GL}(2, \mathbb{Z})$. Additionally, using a result from Hardy and Wright [13, Theorem 172] and Galois’s Theorem, we can show that the factorization of $\tilde{A} = T_{d_1} \cdots T_{d_p}$ as described in the above proof is determined from the finite continued fraction of $d/c$ from the relationship $d/c = [d_p \ldots d_1]$.

One immediate consequence of this theorem is that every quadratic surd is the slope of an eigenvector of an element of $\text{GL}(2, \mathbb{Z})$. The results in this Theorem in addition to the following corollary to Theorem 6 allow for some interesting examples to be easily constructed.

**Corollary 16.** Let $A \in M^+$. Then $A$ is conjugate to its transpose if and only if the periodic part of the continued fraction expansion of the slope of an eigenvector is a palindrome up to a circular permutation.

**Proof.** The slopes of eigenvectors of a matrix $A$ and its transpose $A^*$ are related by the following relation:

$$\omega_{A^*} = -1/\overline{\omega}_A,$$

where $\overline{\omega}$ denotes the conjugate of $\omega$. By the remark following Theorem 10 the periodic part of the continued fraction of $-1/\overline{\omega}$ is the reverse of that of $\omega$. Thus the equivalency above holds exactly when the periodic part is not affected by being reversed (up to a cyclic permutation). So using Theorem 6, the corollary is proven.

**Example 17.** The matrix $T_1T_2T_3 = \begin{pmatrix} 2 & 7 \\ 3 & 10 \end{pmatrix} \in \text{GL}(2, \mathbb{Z})$ is not conjugate to its transpose. See also Cuntz & Krieger [7].

**Example 18.** The matrices $T_aT_b = \begin{pmatrix} 1 & b \\ a & ab + 1 \end{pmatrix} \in \text{SL}(2, \mathbb{Z})$, $a, b > 0$, are all conjugate to both their transposes and their inverses. (For $A \in \text{SL}(2, \mathbb{Z})$, $\omega_{A^{-1}} = \overline{\omega}_A$, thus $A^{-1} \sim A^*$.)

**Example 19.** The matrix $T_1T_1T_2T_3 = \begin{pmatrix} 3 & 10 \\ 5 & 17 \end{pmatrix} \in \text{SL}(2, \mathbb{Z})$ is similar to, but not conjugate to, its inverse.

**Example 20.** If $a, b > 1$, then $T_1T_{ab}$ and $T_aT_b$ are similar, but not conjugate.

6. **The intersection quadratic form**

The algebraic intersection number of two elements of the fundamental group of the torus $\pi_1(T^2)$, $\begin{pmatrix} p \\ q \end{pmatrix}$ and $\begin{pmatrix} p' \\ q' \end{pmatrix}$, is given by $\begin{vmatrix} p & p' \\ q & q' \end{vmatrix}$. The topological class of a linear endomorphism $f$ dictates how elements of $\pi_1(T^2)$ intersect their image.
under the induced map $f_*$ on the fundamental group. This motivates us to define the **intersection quadratic form** of a $\mathbb{Z}$-matrix $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ by
\[
\mathcal{F}_M(y,x) = \left\| M \begin{pmatrix} y \\ x \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix} \right\| = bx^2 + (a - d)xy - cy^2,
\]
where we use the unusual ordering of $x$ and $y$ to facilitate the comparison of our problem with the classical theory of quadratic forms. For the same reason, we also propose a skewed combination of the usual proper and improper conjugacies for quadratic forms, and say that two quadratic forms $Q_1, Q_2$ are **equivalent**, which we denote also by $Q_1 \sim Q_2$, if $Q_1 = \det(T) \cdot Q_2 \circ T$ for some $T \in \text{Gl}(2, \mathbb{Z})$. If $T \in \text{Sl}(2, \mathbb{Z})$, we say that two quadratic forms $Q_1, Q_2$ are **properly equivalent**, and we notice that this is just the classical definition due to Gauss [12]. The key to the relationship between equivalence of matrices and equivalence of forms is provided by the following result

**Theorem 21.** Let $M, N$ be similar $2 \times 2 \mathbb{Z}$-matrices. Then $M$ and $N$ are conjugate if and only if $\mathcal{F}_M \sim \mathcal{F}_N$. Furthermore the conjugacy and the equivalence are both proper or neither are.

**Proof.** Suppose that $M = T^{-1}NT$, then
\[
\mathcal{F}_M(y,x) = \left\| M \begin{pmatrix} y \\ x \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix} \right\| = \left\| T^{-1}NT \begin{pmatrix} y \\ x \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix} \right\| = \det(T^{-1}) \cdot NT \begin{pmatrix} y \\ x \end{pmatrix} T \begin{pmatrix} y \\ x \end{pmatrix} = \det(T) \cdot \mathcal{F}_N \circ T(y,x).
\]
Suppose that $\mathcal{F}_M = \det(T)\mathcal{F}_N \circ T$, then
\[
\left\| M \begin{pmatrix} y \\ x \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix} \right\| = \left\| T^{-1}NT \begin{pmatrix} y \\ x \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix} \right\|.
\]
Thus
\[
\left\| (M - T^{-1}NT) \begin{pmatrix} y \\ x \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix} \right\| = 0.
\]
This means that the matrix $M - T^{-1}NT$ maps all lines to themselves and must be a scalar multiple of the identity. Due to similarity, the traces of $M, N,$ and $T^{-1}NT$ are the same. So $\text{tr}(M - T^{-1}NT) = 0$, and $M = T^{-1}NT$. \(\square\)

It follows that the conjugacy and proper conjugacy problems for matrices are reduced to the classical analogous problems for quadratic forms by associating to the matrix $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ the quadratic form $Ax^2 + Bxy + Cy^2$, where
\[
A = b, \quad B = a - d, \quad C = -c.
\]
For instance, the reader can recognize in the formula
\[
-A < B \leq A < C \text{ or } 0 \leq B \leq A = C,
\]
from Lemma 8 the classical characterization of the coefficients of a reduced positive definite form. (See, e.g., [8, p. 142]. Gauss [12] defined reduced positive definite quadratic forms and proved that there is exactly one in each proper equivalence class of forms. He also gave an algorithm to find it given any quadratic form in the equivalence class.)

Thus we may take as a complete invariant of conjugacy the trace of the endomorphism and the intersection form class. Note that the determinant is determined by the trace and the form.

Remarks.

1. Because traces and determinants together contain more information than the discriminant alone, matrices from different similarity classes will be associated to the same quadratic form. Every quadratic form of a fixed discriminant is associated to exactly one matrix in a fixed similarity class with the same discriminant. (Notice that the discriminant of the associated quadratic form is the same as the discriminant of the characteristic polynomial.)

2. Using this association between quadratic forms and \(2 \times 2\) \(\mathbb{Z}\)-matrices, Sections 3-5 follow from the classical theories of quadratic forms. The principal slope corresponds to the principal root. We find that all the classical results can be proved using arguments regarding the eigenvectors and slopes which some might find easier to follow than a purely algebraic approach.

In the case of proper conjugacy, the choice of normal forms in Section 5.2.2 corresponds to Gauss’s reduced indefinite quadratic forms as presented by Lejeune-Dirichlet [23].

3. Traditionally, a symmetric matrix \(S\) has been associated to a quadratic form \(Q(x, y)\) so that \(Q = (x \ y)S(x \ y)^T\). The equivalence relation induced on these symmetric matrices by equivalence of quadratic forms results in \(S \sim CSC^T\), for \(C \in Sl(2, \mathbb{Z})\).

4. The quadratic equations of (1) and (2) may now be better understood. We shall call an integer which can be represented by the intersection quadratic form associated to a matrix an intersection number for the matrix. Then, for the matrix \(M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\), \(b\) and \(-c\) are intersection numbers. This gives topological meaning to the off-diagonal elements of a matrix. The necessity of the quadratic equalities in (1) and (2) now follows from the fact that conjugate matrices must have identical sets of intersection numbers, up to a sign if the conjugacy is improper.

7. Rotation numbers

For \(p\) and \(q\) coprime, let us denote by \(\begin{pmatrix} p \\ q \end{pmatrix}\) both the element of \(\pi_1(T^2)\) and the simple closed curve on \(T^2\) whose lift is the vector \(\begin{pmatrix} p \\ q \end{pmatrix}\). The set of translates of the curve is a (linear) foliation of \(T^2\) and we denote by \(\Phi_{(p,q)}\) an arbitrary flow corresponding to this foliation. For a linear endomorphism \(f\) and its induced action \(f_*\) on \(\pi_1(T^2)\), set

\[
\begin{pmatrix} p' \\ q' \end{pmatrix} = f_* \begin{pmatrix} p \\ q \end{pmatrix}.
\]
We notice that $p'$ and $q'$ need not be coprime if $f$ is not an automorphism, so that 
\[
\begin{pmatrix} p' \\ q' \end{pmatrix}
\] should be seen as an element of $\pi_1(\mathbb{T}^2)$ or a closed curve (not necessarily simple), covering $n = \gcd(p', q')$ times a simple curve $C_{(p', q')}$. Let $F_{(p,q)}$ be the first return map of $\Phi_{(p,q)}$ on $C_{(p',q')}$. $F_{(p,q)}$ is a rotation, and we denote its rotation number by $\xi$, where $s$ is the number of intersections of $\begin{pmatrix} p \\ q \end{pmatrix}$ with $C_{(p',q')}$, and $r$ is defined mod $s$ since it depends on the choice of a basis for $\pi_1(\mathbb{T}^2)$. One can check that the full collection $n \cdot (r + ks), k \in \mathbb{Z}$, is obtained as the collection of the $\left\{ f_{*} \begin{pmatrix} p \\ q \end{pmatrix} \begin{pmatrix} P \\ Q \end{pmatrix} \right\}$ where the $\frac{P}{Q}$'s are the Farey neighbors of $\frac{p}{q}$.

Now if we choose any of these pairs $(P, Q)$, and if $\xi$ is the corresponding rotation number, the matrix for $f$ in the basis formed by $\begin{pmatrix} p \\ q \end{pmatrix}$ and $\begin{pmatrix} P \\ Q \end{pmatrix}$ has \[
\begin{pmatrix} n \cdot r \\ n \cdot s \end{pmatrix}
\] as its first column. The matrix is thus completely determined since the trace and determinant are fixed by the similarity class. Call the pairs $(n \cdot r, n \cdot s)$ obtainable for all initial pairs $(p, q)$ the homotopic rotation numbers of $f$ (or $f_{*}$), and their collection the rotation set of $f$. It is then clear that

**Theorem 22.** The rotation sets of two maps in the same similarity class are either disjoint or identical.

One could define new normal forms on the basis of the rotation set: it seems that the best way would be to minimize $s$, which can be done by a theorem of Lagrange [21] by choosing $\frac{p}{q}$ among the best rational approximations of the principal slope (it is enough to look at one period of the continued fraction of this slope), and then taking $n \cdot r$ as small as possible (i.e., between 0 and $n \cdot (s-1)$). While this new normal form is quite appealing conceptually, we have no associated reduction process to offer. So we conclude with the fact that the triple formed by the determinant, the trace and the rotation set (or a systematically defined element of it) forms a complete invariant of topological conjugacy.

8. **Topological interpretations**

As indicated in the introduction, a matrix $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ with integer entries has a topological interpretation as the linear lift of a linear endomorphism $f$ of the 2-torus onto itself; and $GL(2, \mathbb{Z})$-conjugacy of linear lifts of two such continuous maps is equivalent to their topological conjugacy. So all the invariants ought also to have topological meaning, and they do!

As is well known, the $|\det(M)|$ is the degree of the map $f$; and the positivity or negativity of $\det(M)$ corresponds to whether $f$ is orientation preserving or reversing.

The trace may be interpreted in terms of counting intersections of certain pairs of circles on the torus as follows. As mentioned in Section 6, if $u = (p \ q)^T$ and $v = (r \ s)^T$ are elements of the fundamental group $\pi_1(\mathbb{T}^2)$, then the determinant $|uv| = ps - qr$ is equal to the signed number of times $u$ intersects $v$, the sign being determined by an orientation of elements $u$ and $v$. From a simple calculation and
assuming that $u$ and $v$ are independent, we get

$$\text{tr}(M) = \begin{vmatrix} p & r \\ q & s \end{vmatrix} + \begin{vmatrix} p & r \\ q & s \end{vmatrix}.$$ 

Thus the trace of $M$ has the following topological meaning: it is the sum of the signed number of times $u$ intersects the image of $v$ under $f_*$ with the signed number of times the image of $u$ intersects $v$ normalized by the signed number of times $u$ intersects $v$. Another less elementary interpretation of the trace, which we shall not present, is given by the Lefschetz fixed point theorem [4].

The topological interpretation of the conjugacy invariant within a similarity class for a general $\mathbb{Z}$-matrix $M$ with a saddle-type phase portrait has been presented in Sections 6 and 7. In the particular case of elements of $M_F \in \mathcal{M}^+$, the periodic tail of the continued fraction expansion of the slope of an eigenvector has the following known topological interpretation (see e.g., [16]; such considerations can also be traced back to [2]). Let $\ell$ be a ray in an eigendirection, and let $u$ be any circle on the torus represented by a line connecting two points in $\mathbb{R}^2$ whose difference is in $\mathbb{Z}^2$. On $u$, fix an initial orientation. The ray $\ell$ intersects $u$ a countable number of times in an ordered succession of points. Pick as origin on $u$ the first such point. Let $I$ be the directed sub-interval formed by the origin and the next return. Not including the origin, count the number of successive returns of $\ell$ to $u$ that occur before the next one lies in $I$. Repeat this process: that is, form a new circle from $I$ by identifying end-points; reverse the previous orientation; fix as origin the first return of $\ell$ to this new circle; mark off a new directed sub-interval with the next return; and count successive returns according to the rule above. Continue in this manner, and the sequence of numbers so obtained has a tail which coincides with that of the continued fraction expansion of the slope of the eigenvector.
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