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Abstract. In this paper, the iteration formula of the Maslov-type index theory for linear Hamiltonian systems with continuous, periodic, and symmetric coefficients is established. This formula yields a new method to determine the minimality of the period for solutions of nonlinear autonomous Hamiltonian systems via their Maslov-type indices. Applications of this formula give new results on the existence of periodic solutions with prescribed minimal period for such systems, and unify known results under various convexity conditions.

1. Introduction and main results

In this paper, we consider the existence of nonconstant periodic solutions with prescribed minimal period for the following autonomous nonlinear Hamiltonian systems:

\begin{equation}
\dot{x} = JH'(x), \quad \forall x \in \mathbb{R}^{2n}.
\end{equation}

Here \( n \) is a positive integer, \( H : \mathbb{R}^{2n} \to \mathbb{R} \) is a smooth function, \( H' \) denotes its gradient, and \( J = \begin{pmatrix} 0 & -I \\ I & 0 \end{pmatrix} \), where \( I \) is the identity matrix on \( \mathbb{R}^n \).

In his pioneer work [Ra1] of 1978, Rabinowitz proved the existence of nonconstant prescribed periodic solutions of (1.1). Because a \( \frac{T}{k} \)-periodic function is also a \( T \)-periodic function for every \( k \in \mathbb{N} \), Rabinowitz conjectured that (1.1) possesses a nonconstant solution with any prescribed minimal period under suitable conditions. Since then, many contributions on this minimal period problem have been made by many mathematicians. Among all these results, two kinds of methods are used to determine the minimality of the period of a solution. The first method depends on a priori estimates for the solutions, and is used by many authors (cf. [AM], [CE1, CE2], [De], [Ek3], [GM1, GM2], [Lo8]). The second method depends on the dual action principle of convex Hamiltonian systems, the iteration inequality of Morse-Ekeland index theory, Bott’s formula, and Hofer’s topological characterization of mountain-pass points. This method was first introduced by Ekeland and Hofer in their celebrated paper [EH], and has been used by many other authors to various.
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convex Hamiltonian systems (cf. [AC], [Ek3], [GM3, GM4, GM5], [Zh]). Note that recently this method has been partially extended to second order Hamiltonian systems without convexity conditions by [Lo4, Lo5, Lo6].

The present paper uses neither of these two methods. Our approach to this prescribed minimal period solution problem depends on a new tool: the iteration formula of the Maslov-type index theory for linear Hamiltonian systems with periodic continuous and symmetric coefficients. The main part of this paper is devoted to the establishment of this formula. Then we apply it to nonlinear problems, and show that the minimality of the period of a solution can be determined from only the information carried by its Maslov-type indices.

Consider the linear Hamiltonian systems

\[ \dot{y} = JB(t)y, \quad x \in \mathbb{R}^{2n}, \]

where for \( T > 0 \) we have \( B \in C(S_T, \mathcal{L}_s(\mathbb{R}^{2n})) \) and \( S_T = \mathbb{R}/(T\mathbb{Z}) \), while \( \mathcal{L}_s(\mathbb{R}^{2n}) \) is the set of all symmetric real \( 2n \times 2n \) matrices. Denote by \( \gamma(t) \) for \( 0 \leq t \leq T \) the fundamental solution of (1.2). The Maslov-type index theory for such linear systems was first established by Conley and Zehnder (cf. [CZ]) in 1983 when \( n \geq 2 \) and (1.2) is nondegenerate, i.e. \( \det(\gamma(T) - I) \neq 0 \). This index theory was extended by Long and Zehnder (cf. [LZ]) in 1988 to nondegenerate linear systems with \( n = 1 \), and by Long (cf. [Lo1, Lo2]) in 1990 to degenerate linear systems. For each system (1.2), its Maslov-type index is a pair of integers, \( (i_T, \nu_T) = (i_T(B), \nu_T(B)) \in \mathbb{Z} \times \{0, \ldots, 2n\} \), where \( i_T \) is the index part and \( \nu_T \) is the nullity. If \( x \) is a \( T \)-periodic solution of a Hamiltonian system

\[ \dot{x}(t) = JH'(t, x(t)), \quad x \in \mathbb{R}^{2n}, \]

then \( (i_T(B), \nu_T(B)) \) with \( B(t) = H''(t, x(t)) \) is defined to be the Maslov-type index of the solution \( x \), and is denoted by \( (i_T(x), \nu_T(x)) \). Note that every nonconstant \( T \)-periodic solution \( x \) of the autonomous system (1.1) is always degenerate, i.e. we always have \( \nu_T(x) \geq 1 \). Note also that the Morse indices of the functional corresponding to the system (1.3) are always infinite. The Maslov-type index theory gives a finite representation for the corresponding Morse index theory.

Our iteration formula of the Maslov-type index theory is established in Theorems 4.1 and 8.3. This formula gives a relationship between \( (i_{kT}, \nu_{kT}) \) and \( (i_T, \nu_T) \). In Theorem 4.1, it is proved that if \( \nu_{kT} = 0 \), then \( \nu_T = 0 \) and

\[ i_{kT} = k(i_T - \mu) + \sum_{j=1}^{\mu} 2t_j - \mu, \]

and in case \( \mu = n \), the integers \( \mu, i_T \), and \( i_{kT} \) possess the same parity. This formula depends on normal forms of the matrix \( \gamma(T) \). In Theorem 8.3, the formula (1.4) is extended to the case of \( \nu_{kT} > 0 \), and \( i_{kT} \) is estimated by indices of nearby non-degenerate paths. The proof of this formula depends on a complete understanding of symplectic matrices under iteration, and careful perturbation arguments on the eigenvalues of symplectic matrices which are \( k \)-th roots of unity. The perturbation of the eigenvalue 1 of \( \gamma(T) \) has been studied in [Lo1, Lo2]. In this paper the perturbation of \(-1\) and other \( k \)-th roots of unity as eigenvalues of \( \gamma(T) \) are studied in detail. Then these results are applied to the study of paths in the symplectic group to get the expected iteration formula. Some of the ideas in these proofs are contained in [CZ], [LZ], and [Lo1, Lo2].
A direct consequence of this iteration formula is that for the linear system (1.2), if \( n + 1 - \nu_k T \leq i_k T \leq n + 1, \) and \( \nu_T \geq 1, \) and \( n = 1, \) then \( k = 1 \) (cf. Theorem 11.1). Thus if \( H \in C^2(\mathbb{R}^2, \mathbb{R}) \), and \( x \) is a nonconstant \( T \)-periodic solution of the nonlinear autonomous system (1.1) satisfying \( 2 - \nu_T(x) \leq i_T(x) \leq 2, \) then \( x \) must possess minimal period \( T \) (cf. Theorem 11.2). Consequently the existence of periodic solutions of (1.1) obtained via the saddle point theorem implies the minimality of the period (cf. Theorem 11.5) with no requirements on the second order derivatives of the Hamiltonian functions.

Unfortunately, this argument for systems on \( \mathbb{R}^2 \) fails for higher-dimensional cases (cf. Example 11.6). To further our study for the general-dimensional case, a natural additional condition is \( \nu_T \geq n, \) which includes the convex Hamiltonians on \( \mathbb{R}^{2n} \) as a special case. A typical consequence of the iteration formula is that for the linear system (1.2), if \( i_k T \leq n + 1, \) \( i_T \geq n, \) and \( \nu_T \geq 1, \) then \( k = 1 \) (cf. Theorem 9.1 and Corollary 9.2). In a certain sense, this result actually unifies all the results known so far on this minimal period problem for periodic solutions of Hamiltonian systems under various convexity conditions. Such a theorem can be viewed as a generalization of the following observation on the simplest convex linear Hamiltonian system (1.2) with \( n = 1, T = 2\pi, \) and \( B(t) = I. \) In this case,

\[
\gamma(t) = \begin{pmatrix} \cos t & -\sin t \\ \sin t & \cos t \end{pmatrix},
\]

and \( i_k T = 2k - 1 \) and \( \nu_k T = 2 \) for any integer \( k. \) Thus if the increment of the Maslov-type index is less than 2, there is actually no iteration.

For nonlinear Hamiltonian systems, suppose that \( H \in C^2(\mathbb{R}^{2n}, \mathbb{R}) \), and \( x \) is a nonconstant \( T \)-periodic solution of (1.1), and denote the minimal period of \( x \) by \( \frac{T}{k} \) for some integer \( k \geq 1. \) If the Maslov-type indices of \( x \) satisfy \( i_T(x) \leq n + 1 \) and \( i_T/k(x) \geq n, \) then our above results imply \( k = 1, \) i.e. \( x \) has minimal period \( T \) (cf. Theorem 9.3). Here for example, the requirement \( i_T(x) \leq n + 1 \) is satisfied by solutions found via the saddle point theorem of Rabinowitz, and the requirement \( i_T/k(x) \geq n \) follows from a convexity condition on \( H \) along the orbit of \( x. \) Thus, especially, we can further apply our results to convex Hamiltonian systems, and obtain some strict generalizations (cf. Theorem 10.1 and Corollary 10.5) of a theorem of Ekeland and Hofer (Theorem IV.4 of [EH]).

Note that, in contrast to the second method mentioned above, our study of the structure of symplectic matrices, perturbations of their eigenvalues, and the iteration formula of the Maslov-type index theory already yields enough information in terms of Maslov-type indices for the determination of the minimal period of a given periodic solution, and it is not necessary to invoke Bott’s formula, or Hofer’s characterization of mountain-pass points. Note also that our iteration formula of the Maslov-type index theory together with its proof is very different from those iteration formulae and their proofs of various index theories in [Bo], [CD], [Ek1, Ek2, Ek3], [K1], and [Lo4, Lo5, Lo6]. On the other hand, our method and results in this paper are more related to the pioneer works of Gel’fand and Lidskii [GL] and Moser [Mo] on linear Hamiltonian systems.

In this paper, we denote by \( \mathbf{N}, \mathbf{Z}, \mathbf{R}, \) and \( \mathbf{C} \) the natural, integral, real, and complex numbers respectively, and by \( \mathbf{U} \) the unit circle in \( \mathbf{C}. \) Denote by \( |a| \) and \( a \cdot b \) the usual norm and inner product in \( \mathbf{R}^{2n}. \) This paper is organized as follows:

1. Introduction and main results.
2. The Maslov-type index theory and its homotopy invariance.
4. The iteration formula for nondegenerate linear Hamiltonian systems.
5. Perturbations of eigenvalues away from 1.
6. Perturbations of eigenvalues away from $-1$.
7. Perturbations of eigenvalues away from roots of unity $e^{\pm i\sqrt{2\pi}} \notin \mathbb{R}$.
8. The iteration formula for degenerate linear Hamiltonian systems.
9. Controlling the minimal period via Maslov-type indices.
10. Applications to autonomous nonlinear Hamiltonian systems.
11. Applications to Hamiltonian systems on $\mathbb{R}^2$.

2. The Maslov-type index theory and its homotopy invariance

In this section, first, we briefly recall the definition of Maslov-type index theory for periodic solutions of Hamiltonian systems given by [CZ], [LZ], and [Lo1, Lo2]. For a complete description we refer to [Lo7]. Then we prove the homotopy invariance of this index theory.

Let $Sp(2n) = \{M \in L(\mathbb{R}^{2n})| M^TJM = J\}$, $Sp(2n)^* = \{M \in Sp(2n)| \det(M-I) \neq 0\}$, and $Sp(2n)^0 = Sp(2n)\setminus Sp(2n)^*$. Note that $Sp(2n)^*$ consists of two path-connected components $Sp(2n)^\pm = \{M \in Sp(2n)| \pm \det(M-I) < 0\}$.

Fix $T > 0$, and let $P = \{\gamma \in C([0,T], Sp(2n))| \gamma(0) = I\}$ and $P^* = \{\gamma \in P| \gamma(T) \in Sp(2n)^*\}$. Define $P$ to be the set of all paths $\gamma \in C^1([0,T],Sp(2n))$ such that $\gamma(0) = I$ and $B(\gamma) = -J\gamma(t)^{-1}S_t \in C(S_T, L_S(\mathbb{R}^{2n}))$. Here $B(t)$ is symmetric, since $\gamma$ is a symplectic path. Note that $\gamma \in P$ is the fundamental solution of the following linear Hamiltonian system with $B$ defined above:

\[ \dot{y} = JB(t)y. \]

**Definition 2.1** (cf. [Lo1]). For every $\gamma \in P$, we define $\nu_T(\gamma) = \dim \ker(\gamma(T) - I)$.

**Definition 2.2** (cf. [Lo1]). Two paths $\gamma_0$ and $\gamma_1 \in P$ are homotopic to each other, and we write $\gamma_0 \sim \gamma_1$, if there is a map $\delta \in C([0,1] \times [0,T], Sp(2n))$ such that $\delta(0,t) = \gamma_0(t)$, $\delta(1,t) = \gamma_1(t)$, $\delta(s,0) = I$, and $\nu_T(\delta(s,T))$ is constant for $0 \leq s \leq 1$.

As is well known, every $M \in Sp(2n)$ has its unique polar decomposition $M = AU$, where $A = (MM^T)^{1/2}$ is symmetric, positive definite and symplectic, while $U$ is orthogonal and symplectic. Therefore $U$ has form

\[
U = \begin{pmatrix} u_1 & -u_2 \\ u_2 & u_1 \end{pmatrix},
\]

where $u = u_1 + \sqrt{-1}u_2 \in L(\mathbb{C}^n)$ is a unitary matrix. So to every path $\gamma: [0,T] \to Sp(2n)$ we can associate a path $u(t)$ in the unitary group on $\mathbb{C}^n$. If $\Delta(t)$ is any continuous real function satisfying $\det u(t) = \exp(\sqrt{-1}\Delta(t))$, the difference $\Delta(T) - \Delta(0)$ depends only on $\gamma$ but not on the choice of the function $\Delta(t)$. Therefore we may define

\[ \Delta_T(\gamma) = \Delta(T) - \Delta(0). \]

**Lemma 2.3** (cf. [CZ], [LZ]). If $\gamma_1$ and $\gamma_2 \in P^*$ and possess common end points, then $\gamma_1 \sim \gamma_2$ if and only if $\Delta_T(\gamma_1) = \Delta_T(\gamma_2)$, and this homotopy can be chosen to keep their end points fixed.
For any \( \gamma \in P^* \), we can connect \( \gamma(T) \) to \(-I\) or \( \text{diag}(\frac{1}{2}, -I, 2, -I) \) by a path \( \beta \) in \( \text{Sp}(2n)^* \) to get a product path \( \beta \ast \gamma \), where

\[
\beta \ast \gamma(t) = \begin{cases} 
\gamma(2t), & 0 \leq t \leq T/2, \\
\beta(2t - T), & T/2 < t \leq T.
\end{cases}
\]

Then \( k = \Delta_T(\beta \ast \gamma)/\pi \in \mathbb{Z} \) and is independent of the choice of the path \( \beta \). In this case we write \( \gamma \in P_k \). These \( P_k \)'s give a homotopy classification of \( P^* \).

**Definition 2.4** (cf. [CZ], [LZ]). If \( \gamma \in P_k \), we define \( i_T(\gamma) = k \).

For every integer \( n, 1 \leq m \leq n \), and \( \theta \in \mathbb{R} \), a \( 2n \times 2n \) rotation matrix \( R_m(\theta) = (r_{i,j}) \) is defined in [Lo1, Lo2] by

\[
\begin{align*}
\begin{cases} 
\frac{r_{m,m}}{r_{n+m,m+n+m}} = \cos \theta, \\
\frac{r_{n+m,m}}{r_{m,m+n+m}} = \sin \theta, \\
\frac{r_{i,i}}{r_{n+m,m+n+m}} = 1, & \text{if } i \neq m, n + m, \\
\frac{r_{i,j}}{r_{n+m,m+n+m}} = 0, & \text{otherwise}.
\end{cases}
\end{align*}
\]

Let \( \mathcal{P}^0 = \{ \gamma \in \mathcal{P} | \gamma(T) \in \text{Sp}(2n)^0 \} \). Fix \( \gamma \in \mathcal{P}^0 \). For \( t_0 \in (0, T) \), let \( \rho \in C^2([0, T], [0, 1]) \) be such that \( \rho(t) = 0 \) for \( 0 \leq t \leq t_0 \), \( \dot{\rho}(t) \geq 0 \) for \( 0 \leq t \leq T \), \( \rho(T) = 1 \), and \( \dot{\rho}(T) = 0 \). In [Lo1, Lo2, Lo9] it is proved that there exist \( Q \in \text{Sp}(2n) \), an integer \( q, 1 \leq q \leq n \), a strictly increasing subsequence \( \{m_1, \ldots, m_q\} \) of \( \{1, \ldots, n\} \), \( t_0 \in (0, T) \) close to \( T \), and \( \theta_0 \in (0, \pi/8n) \) small enough that for any \( (s, t) \in [-1, 1] \times [0, T] \) the paths

\[
\gamma_s(t) = \gamma(t)Q^{-1}R_{m_1}(s\rho(t)\theta_0)\cdots R_{m_q}(s\rho(t)\theta_0)Q
\]

satisfy \( \gamma_0 = \gamma, \gamma_s(t) = \gamma(t) \) for \( 0 \leq t \leq t_0 \), \( \gamma_s \) converges to \( \gamma \) in \( C^1 \) as \( s \to 0 \), and

\[
\nu_T(\gamma_s) = 0, \quad s \neq 0,
\]

\[
i_T(\gamma_s) = i_T(\gamma_{s'}) = i(\gamma_{s'},) \quad \forall s, s' \in (0, 1],
\]

\[
i_T(\gamma_s) - i_T(\gamma_{s'}) = i_T(\gamma_{s'}), \quad \forall s \in (0, 1].
\]

**Definition 2.5** (cf. [Lo1]). Define \( i_T(\gamma) = i_T(\gamma_{s'}) \) for \( s \in (0, 1] \).

**Definition 2.6** (cf. [Lo1]). Definitions 2.1, 2.4 and 2.5 assign a pair of integers \( (i_T(\gamma), \nu_T(\gamma)) \in \mathbb{Z} \times \{0, \ldots, 2n\} \) to every path \( \gamma \in \mathcal{P} \). This pair of integers is called the Maslov-type index of \( \gamma \), and of the corresponding \( B(t) \) in (2.1).

Let \( E = L^2(0, T; \mathbb{R}^{2n}) \). Define \( Ax = -J\dot{x} \), with \( \text{dom} \ A = \{ x \in W^{1,2}(0, T; \mathbb{R}^{2n}) | x(0) = x(T) \} \). Then \( A = A^* \) and \( \sigma(A) = 2\pi \mathbb{Z} \). Given \( H \in C^2(S_T \times \mathbb{R}^{2n}, \mathbb{R}) \) satisfying \( \| H'' \|_C \leq c \) for some \( c > 0 \), the functional corresponding to the system

\[
\dot{x} = JH'(t, x)
\]

is

\[
f(x) = \frac{1}{2} \int_0^T A x \cdot x \, dt - \int_0^T H(t, x) \, dt, \quad \forall x \in \text{dom} \ A.
\]

Denote by \( E_{\lambda} \) the spectral resolution of \( A \) and write the orthogonal projection \( P = \int_{E_{\lambda}} \, dE_{\lambda} \). Then \( Z = PE \) is a subspace of \( E \) with \( \dim Z = 2d \) for some \( d \in \mathbb{N} \). Via the saddle point reduction method of [AZ] (cf. also [Ch1, Ch2], as well as [Lo7]), if \( b \) is chosen large enough, then there exist an injective map \( u \in C^1(Z, E) \),
Define a point of the type index of $m$. From (2.12) we obtain (2.15)

\[ m = d - \nu_T, \quad m^0 = \nu_T, \quad m^- = d + i\nu_T. \]

Next we consider the homotopy invariance of the Maslov-type index theory.

**Theorem 2.7** (Theorem 6 of [Lo1]). Under the above assumptions,
\[ m^+ = d - i\nu_T, \quad m^0 = \nu_T, \quad m^- = d + i\nu_T. \]

Proof. Without loss of generality, we suppose $T = 1$.

Because $\gamma_0 \sim \gamma_1$ in $P$, by Definition 2.2 there exists a map $\delta \in C^2([0,1], P)$ such that $\delta_0(\cdot) = \gamma_0(\cdot)$, $\delta_1(\cdot) = \gamma_1(\cdot)$, $\delta_0(0) = 1$, and $\nu_1(\delta_s)$ is constant for $0 \leq s \leq 1$. If $\nu_1(\delta_s) = \nu_1(\gamma_0) = 0$, then (2.10) was proved by Conley and Zehnder for the case $n \geq 2$ in [CZ] and by Long and Zehnder for the case $n = 1$ in [LZ]. Therefore here we only need to prove (2.10) when
\[ \nu_1(\delta_s) = \nu_1(\gamma_0) > 0, \quad \forall 0 \leq s \leq 1. \]

Define
\[ B_s(t) = -J\delta_s(t)\delta_s^{-1}(t), \quad \forall (s,t) \in [0,1]^2. \]

Then $B_s \in C(S_1, L_s(R^{2n}))$ and $\delta_s : [0,1] \to Sp(2n)$ is the fundamental solution of the linear Hamiltonian system
\[ \dot{y} = JB_s(t)y. \]

Define \( \langle B_s x, x \rangle_{L^2} = \int_0^1 B_s(t)x \cdot x \, dt \) for $x \in L^2(S_1, R^{2n})$. By the saddle point reduction method of [AZ] and the compactness of the interval $[0,1]$, we obtain a finite-dimensional subspace $Z$ of $L^2(S_1, R^{2n})$ with $\dim Z = 2d$ for some large integer $d > 0$ and injective maps $u_s : Z \to \text{dom}(A)$ such that the Morse indices $m^+_s, m^0_s, \text{and } m^-_s$ of the functionals
\[ a_s(z) = \frac{1}{2}\langle(A - B_s)u_s(z), u_s(z)\rangle_{L^2}, \quad \forall z \in Z, \]

at the origin satisfy the following equations:
\[ m^+_s = d - i_1(\delta_s) - \nu_1(\delta_s), \quad m^0_s = \nu_1(\delta_s), \quad m^-_s = d + i_1(\delta_s). \]

From (2.12) we obtain
\[ m^0_s = \nu_1(\delta_s) = \nu_1(\gamma_0), \quad \forall 0 \leq s \leq 1. \]

Claim. $m^-_s \text{ and } m^+_s \text{ are locally constant } 0 \leq s \leq 1$.

In fact, fix $r \in [0,1]$. When $s \in [0,1]$ is sufficiently close to $r$, by the perturbation theory on finite-dimensional spaces we have
\[ m^+_r \leq m^-_s, \quad m^+_r \leq m^+_s. \]
Combining (2.17) with (2.16) yields
\[ 2d = m^{-}_r + m^{0}_r + m^{+}_r \leq m^{-}_s + m^{0}_s + m^{+}_s = 2d. \]
Thus for \( s \) sufficiently close to \( r \) we must have
\[ (2.18) \quad m^{-}_r = m^{-}_s, \quad m^{+}_r = m^{+}_s. \]
This proves the claim.

Thus, by (2.15), (2.16) and the claim, we obtain that \( i_1(\delta_s) \) is locally constant for \( 0 \leq s \leq 1 \). This implies that \( i_1(\delta_s) \) is globally constant for \( 0 \leq s \leq 1 \), and completes the proof. \( \square \)

A direct consequence of Theorem 2.8 is that the Maslov-type index is invariant under conjugation in \( \text{Sp}(2n) \).

**Corollary 2.9.** Given a path \( \gamma \) in \( \mathcal{P} \) and a matrix \( M \in \text{Sp}(2n) \), define \( \beta(t) = M^{-1}\gamma(t)M \) for \( 0 \leq t \leq T. \) Then
\[ (2.19) \quad \nu_T(\beta) = \nu_T(\gamma) \quad \text{and} \quad i_T(\beta) = i_T(\gamma). \]

**Proof.** Without loss of generality, we suppose \( T = 1 \). Since \( \text{Sp}(2n) \) is path connected, for \( 0 \leq s \leq 1 \) let \( A_s \) be a path in \( \text{Sp}(2n) \) satisfying \( A_0 = I \) and \( A_1 = M \). For \( (s,t) \in [0,1]^2 \) define
\[ (2.20) \quad \delta_s(t) = A_s^{-1}\gamma(t)A_s \quad \text{and} \quad B_s(t) = -J\delta_s(t)\delta_s^{-1}(t). \]
Then by the fact that \( A_s \in \text{Sp}(2n) \) we obtain
\[ (2.21) \quad B_s(t) = -JA_s^{-1}\gamma(t)\gamma^{-1}(t)A_s = A_s^T(-J)\gamma(t)\gamma^{-1}(t)A_s. \]
Thus \( \delta_s \) is a path in \( \mathcal{P} \) for \( 0 \leq s \leq 1 \) satisfying \( \delta_0 = \gamma, \delta_1 = \beta, \) and
\[ (2.22) \quad \nu_1(\delta_s) = \dim \ker(A_s^{-1}\gamma(1)A_s - I) = \dim \ker(\gamma(1) - I). \]
Therefore \( \delta_s \) for \( 0 \leq s \leq 1 \) gives a homotopy of \( \gamma \) and \( \beta \) in \( \mathcal{P} \), and (2.19) follows from Theorem 2.8. \( \square \)

### 3. Normal Forms of Nonsingular Symplectic Matrices

For \( k \in \mathbb{N} \), we define the \( k \)th order nonsingular matrix set of the symplectic group by
\[ \text{Sp}(2n)^*_k = \{ M \in \text{Sp}(2n) | \det(M^k - I) \neq 0 \}. \]
Let \( \text{Sp}(2n)^0_k = \text{Sp}(2n) \setminus \text{Sp}(2n)^*_k \). Note that \( \text{Sp}(2n)^*_k \) is an open subset of \( \text{Sp}(2n) \) in the topology induced from \( \mathbb{R}^{2n \times 2n} \).

**Definition 3.1.** Two matrices \( M \) and \( M_1 \) in \( \text{Sp}(2n) \) are **symplectically similar** (and we write \( M \sim M_1 \)) if there exists a matrix \( A \in \text{Sp}(2n) \) such that \( A^{-1}MA = M_1 \).

**Lemma 3.2.** Suppose \( M \in \text{Sp}(2n)^*_k \) for some \( k \in \mathbb{N}, \) \( M_1 \in \text{Sp}(2n) \) and \( M \sim M_1 \). Then both \( M \) and \( M_1 \) belong to the same path-connected component of \( \text{Sp}(2n)^*_k \).

**Proof.** Since \( M \sim M_1 \), by definition there exists a matrix \( A \in \text{Sp}(2n) \) such that \( A^{-1}MA = M_1 \). By the fact that \( \text{Sp}(2n) \) is path-connected, there exists a path \( P: [0,1] \rightarrow \text{Sp}(2n) \) such that \( P(0) = I \) and \( P(1) = A \). From this we obtain that for every \( s \in [0,1] \)
\[ \det \{ (P(s)^{-1}MP(s))^k - I \} = \det(M^k - I) \neq 0. \]
Therefore \( \gamma(s) \equiv P(s)^{-1}MP(s) \) is a path in \( \text{Sp}(2n)^*_k \) connecting \( M \) to \( M_1 \). \( \square \)
Given any two symplectic matrices 
\[ M_1 = \begin{pmatrix} A_1 & B_1 \\ C_1 & D_1 \end{pmatrix}_{2i \times 2i}, \quad M_2 = \begin{pmatrix} A_2 & B_2 \\ C_2 & D_2 \end{pmatrix}_{2j \times 2j}, \]
we define an operation \( \circ \)-product of \( M_1 \) and \( M_2 \) to be the \((2i+j) \times 2(i+j)\) matrix \( M_1 \circ M_2 \) given by
\[ (3.1) \quad M_1 \circ M_2 = \begin{pmatrix} A_1 & 0 & B_1 & 0 \\ 0 & A_2 & 0 & B_2 \\ C_1 & 0 & D_1 & 0 \\ 0 & C_2 & 0 & D_2 \end{pmatrix}. \]
Denote by \( I_i \) the \( i \times i \) identity matrix. When the dimension is clear, we will omit the subscript \( i \). For \( a \neq 0 \) and \( \theta \in \mathbb{R} \) define \( 2 \times 2 \) matrices
\[ (3.2) \quad D(a) = \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix}, \quad R(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}. \]

**Proposition 3.3.** For \( k \in 2\mathbb{N} - 1 \), each path-connected component of \( \text{Sp}(2n)_k^* \) contains one of the following \( 2n \times 2n \) matrices:
\[ (3.3) \quad \begin{cases} R(\theta_1) \circ \cdots \circ R(\theta_\mu), \\ R(\theta_1) \circ \cdots \circ R(\theta_\mu) \circ D(2), \end{cases} \]
where \( \theta_i = (2t_i + \chi_i)\pi/k \), with integer \( t_i \) satisfying \( 0 \leq t_i \leq k - 1 \), and \( 0 < \chi_i < 2 \) for \( 1 \leq i \leq \mu \) and some integer \( \mu \) satisfying \( 0 \leq \mu \leq n \).

For example, when \( n = 1 \), there are \( k + 1 \) such path-connected components in total.

**Proof.** We carry out the proof in two steps.

**Step 1. Reduction to simple eigenvalues.**

Let \( M \in \text{Sp}(2n)_k^* \) and let \( \lambda \in \sigma(M) \) be an eigenvalue with algebraic multiplicity \( m > 1 \). Let \( E_\lambda = \ker(M - \lambda I)^m \subset \mathbb{C}^{2n} \) be the root vector space of \( M \) belonging to \( \lambda \). We choose a base \( \{\xi_1, \ldots, \xi_m\} \) of \( E_\lambda \) such that \( (M - \lambda I)\xi_j \in \text{span}\{\xi_1, \ldots, \xi_{j-1}\} \) for \( 2 \leq j \leq m \). Suppose \( \lambda \notin \mathbb{R} \cup \mathbb{U} \). Choose a base \( \{\eta_1, \ldots, \eta_m\} \) of \( E_{\lambda^{-1}} \) such that \( (J\xi_i, \eta_j)_{\mathbb{C}^{2n}} = \delta_{i,j} \). Here \( (\cdot, \cdot)_{\mathbb{C}^{2n}} \) denotes the inner product in \( \mathbb{C}^{2n} \). For \( \varepsilon \geq 0 \) define \( B(\varepsilon) \in \text{Sp}(2n) \) such that \( B(\varepsilon)\xi_1 = (1 + \varepsilon)\xi_1, B(\varepsilon)\xi_2 = (1 + \varepsilon)\xi_2, B(\varepsilon)\eta_1 = (1 + \varepsilon)^{-1}\eta_1, B(\varepsilon)\eta_2 = (1 + \varepsilon)^{-1}\eta_2 \) and \( B(\varepsilon) = I \) on \( E_{\mu} \oplus \text{span}\{\xi_i, \eta_i, \xi_i, \eta_i\} \) for \( 2 \leq i \leq m \). Since \( \det(M^k - I) \neq 0 \) and \( B(0) = I \), by continuity, there exists an \( \varepsilon_0 > 0 \) such that \( \det((B(\varepsilon)M)^k - I) \neq 0 \) for \( |\varepsilon| \leq \varepsilon_0 \), i.e. \( B(\varepsilon)M \in \text{Sp}(2n)^*_k \). Similarly, when \( \lambda \in \mathbb{R} \) or \( \lambda \in \mathbb{U} \) is a multiple eigenvalue of \( M \), we can also use small perturbations in \( \text{Sp}(2n)^*_k \) to decrease the multiplicity of \( \lambda \). Via such a method, we can continuously transform any matrix in \( \text{Sp}(2n)^*_k \) to a matrix in \( \text{Sp}(2n)^*_k \) with only simple eigenvalues. Therefore in the following, we only need to consider matrices in \( \text{Sp}(2n)^*_k \) with only simple eigenvalues.

**Step 2. Suppose \( M \in \text{Sp}(2n)^*_k \) possessing only simple eigenvalues, and \( \lambda \in \sigma(M) \).**

**Case 1.** \( \lambda \in \mathbb{C} \backslash (\mathbb{R} \cup \mathbb{U}) \). Without loss of generality, we assume \( |\lambda| < 1 \). Let \( \omega(t) = [-t + \lambda(1 - t)]/|\lambda| \). Then \( \omega(0) = 1, \omega(1) = -1/\lambda, \) and \( B(\omega(t) - 1)M \) changes the eigenvalue \( \lambda \) to \( -1 \) when \( t \) goes from \( 0 \) to \( 1 \). We also notice that the eigenvalue \( \lambda_t = -t + \lambda(1 - t) \) of \( B(\omega(t) - 1)M \) satisfies \( \lambda_t^k \neq 1 \). This is because \( |\lambda_t| \leq |t| + |\lambda|(1 - t) < 1 \) when \( 0 \leq t < 1 \).
Case 2. \( \lambda < 0 \). Without loss of generality, we assume \( \lambda < -1 \). Then \( B(\omega(t) - 1)M \)
changes the negative eigenvalue \( \lambda \) to \(-1\) in \( \text{Sp}(2n) \)_\( k \) when \( t \) goes from 0 to 1.

Case 3. \( M \) possesses two pairs of simple real positive eigenvalues, say \( \lambda, \lambda^{-1}, \mu, \mu^{-1} \)
with \( \lambda > 1 \) and \( \mu > 1 \). Define \( \omega(t) = [t\lambda + (1-t)\mu]/\mu \). Then \( B(\omega(t) - 1)M \)
changes \( \mu \) and \( \mu^{-1} \) to \( \lambda \) and \( \lambda^{-1} \) with \( (\mu\omega(t))^k \neq 1 \) when \( t \) goes from 0 to 1. Then this
double eigenvalue pair \( \lambda, \lambda^{-1} \) can be changed to \( \lambda \pm i\varepsilon \) and \( (\lambda \pm i\varepsilon)^{-1} \),
and then can be changed to \(-1\) continuously in \( \text{Sp}(2n) \)_\( k \). Repeat this procedure for all positive
eigenvalue pairs. If there still remains one more pair of positive eigenvalues, they
can be changed to 2 and \( 1/2 \) continuously in \( \text{Sp}(2n) \)_\( k \).

Case 4. \( \lambda \in \mathbb{U} \setminus \mathbb{R} \) and \( \lambda^k \neq 1 \). Let \( e^{i\theta} = \lambda \) and \( M\xi = e^{i\theta}\xi \). Then \( M\xi = e^{-i\theta}\xi \).
Now we adjust \( \theta \) and \( \xi \) so that \(-iJ\xi, \xi)_\mathbb{C}^2 \neq 1/2 \). This yields \( M(\xi + \xi, i(\xi - \xi)) = (\xi + \xi, i(\xi - \xi))R(\theta) \). We can repeat this procedure for all such eigenvalues of \( M \).

Through the above continuous transformations, we obtain that the given matrix \( M \) is symplectically similar to some matrix of the form listed in (3.3). The proof is complete.

**Proposition 3.4.** For \( k \in 2\mathbb{N} \), each path-connected component of \( \text{Sp}(2n) \)_\( k \) contains one of the following \( 2n \times 2n \) matrices:

\[
R(\theta_1) \circ \cdots \circ R(\theta_\mu) \circ D(2) \circ \cdots \circ D(2),
\]

where \( \theta_i = (2t_i + \chi_i)\pi/k \neq \pi \), with integer \( t_i \) satisfying \( 0 \leq t_i \leq k - 1 \), and \( 0 < \chi_i < 2 \) for \( 1 \leq i \leq \mu \) and some integer \( \mu \) satisfying \( 0 \leq \mu \leq n \).

For example, when \( n = 1 \), there are \( k + 2 \) such path-connected components in total.

**Proof.** By Step 1 of the proof of Proposition 3.3, we may assume that \( M \in \text{Sp}(2n) \)_\( k \) possesses only simple eigenvalues.

Case 1. Let \( \lambda \in \sigma(M) \) and \( \lambda \in \mathbb{C} \setminus (\mathbb{R} \cup \mathbb{U}) \). Suppose \( \lambda = |\lambda|e^{i\theta} \) with \( |\lambda| > 1 \). Choose \( \xi \) and \( \eta \) such that \( M\xi = \lambda\xi, M\eta = (1/\lambda)\eta \), and \( \xi^*J\eta = 1 \). Then

\[
M(\xi + \xi, \eta, \eta) = (\xi + \xi, \eta, \eta)\text{diag}(\lambda, \lambda^{-1}, \lambda^{-1}).
\]

Define \( B(t) \) for \( 0 \leq t \leq 1 \) by

\[
B(t)(\xi, \xi, \eta, \eta) = (\xi, \xi, \eta, \eta)\text{diag}(e^{i(-t\theta)}, e^{-i(-t\theta)}, e^{-i(-t\theta)}, e^{i(-t\theta)}),
\]

and set \( B(t) = I \) on other root spaces of \( M \). Then \( B(t)M \) changes the eigenvalue group \( \{\lambda, \lambda^{-1}, \lambda^{-1}\} \) to \( \{|\lambda|, |\lambda|, |\lambda|^{-1}, |\lambda|^{-1}\} \) with \( |\lambda| > 1 \) in \( \text{Sp}(2n) \)_\( k \) continuously.

As before, we then can change the eigenvalues to \( \{2, 2, 1/2, 1/2\} \).

Case 2. Suppose \( \lambda \in \sigma(M) \). If \( \lambda > 1 \), then \( \lambda \) and \( \lambda^{-1} \) can be changed to 2 and \( 1/2 \). If \( \lambda < -1 \), then \( \lambda \) and \( \lambda^{-1} \) can be changed to \(-2\) and \(-1/2\). If there are two pairs of \(-2\) and \(-1/2\), then using the matrices \( \text{diag}(2R((t - 1)\pi), 2^{-1}R((t - 1)\pi)) \) for \( 0 \leq t \leq 1 \), they can be changed to \( 2, 2, 1/2, 1/2 \). Finally there remains at least one pair \(-2, -1/2\).

Other cases can be treated as in the proof of Proposition 3.3, and this completes the proof. \( \square \)
where $\mu \leq 1$. 

Case 1. $\gamma$ is unique. What we are claiming is that for any choice of such integers determined by $n$ and we suppose that the connected component of $Sp(2n)\setminus\{0\}$ where we denote by $\gamma$ the fundamental solution of (4.1) on $[0, T)$ and $\gamma(0) = I$. Then $\gamma \in \mathcal{P}$ as in §2. Denote the Maslov-type index of (4.1) by $(i_T, \nu_T) = (i_T(\gamma), \nu_T(\gamma))$. For $k \in \mathbb{N}$, $B$ can also be viewed as defined on $S_{kT}$. Correspondingly we denote the Maslov-type index of (4.1) on $[0, kT]$ by $(i_{kT}, \nu_{kT})$.

Define a path $\tilde{\gamma} : [0, kT] \to Sp(2n)$ by

$$\tilde{\gamma}(t) = \gamma(t - jT)\gamma(T)^j \quad \text{for } jT \leq t \leq (j + 1)T, \quad 0 \leq j \leq k - 1.$$ 

Then $\tilde{\gamma}$ is the fundamental solution of (4.1) on $[0, k]$, and $(i_{kT}, \nu_{kT}) = (i_{kT}(\tilde{\gamma}), \nu_{kT}(\tilde{\gamma}))$.

The main result in this section is the following theorem:

**Theorem 4.1.** Suppose $\nu_{kT} = 0$ for $k \in \mathbb{N}$. Then there exist an integer $\mu$, $0 \leq \mu \leq n$, and integers $t_j$, $0 \leq t_j \leq k - 1$ for $1 \leq j \leq \mu$, which are determined by a normal form of $\gamma(T)$ in (3.3) or (3.4), such that

$$i_{kT} = k(i_T - \mu) + \sum_{j=1}^{\mu} 2t_j + \mu. \tag{4.3}$$

Moreover, if $\mu = n$, then the integers $\mu$, $i_T$, and $i_{kT}$ possess the same parity.

**Remark 4.2.** Note that there may be other normal forms in the same path-connected component of $Sp(2n)\setminus\{0\}$; thus the integers $\{\mu, t_1, \ldots, t_{k-1}\}$ need not be unique. What we are claiming is that for any choice of such integers determined by one of the normal forms of $\gamma(T)$, the iteration formula (4.3) always holds.

This section is devoted to the proof of Theorem 4.1. Without loss of generality, we assume $T = 1$. We distinguish several cases according to the normal form of $\gamma(1)$.

**Case 1.** $\gamma(1)$ and $M$ belong to the same path-connected component of $Sp(2n)\setminus\{0\}$, where we denote by $M$ the $2n \times 2n$ matrix

$$M = R(\theta_1) \circ \cdots \circ R(\theta_n) \circ D(2) \circ \cdots \circ D(2), \tag{4.4}$$

where $\theta_j = (2t_j + \chi_j)\pi/k$, $0 \leq t_j \leq k - 1$, $0 < \chi_j < 2$ for $1 \leq j \leq \mu$, $0 \leq \mu \leq n$, and we suppose $n - \mu$ is even.

In this case, $M$ and $-I$, thus $\gamma(1)$ and $-I$, are in the same path-connected component of $Sp(2n)\setminus\{0\}$. Therefore $i_1 - n$ is even, and then $i_1 - \mu$ is also even. Let

$$2h = i_1 - \mu. \tag{4.5}$$
Lemma 4.3. Under the above conditions there exists a homotopy \( \gamma_s(t) \) for \( 0 \leq s \leq 1 \) and \( 0 \leq t \leq 1 \), such that \( \gamma_0 = \gamma \),

\[
\gamma_1(t) = R(t(2h\pi + \theta_1)) \circ R(t\theta_2) \circ \cdots \circ R(t\theta_\mu) \circ D(2^t) \circ \cdots \circ D(2^1),
\]

and

\[
i_1(\gamma_1) = i_1(\gamma),
\]

\[
i_k(\gamma_1) = i_k(\gamma),
\]

\[
u_k(\tilde{\gamma}_s) = 0, \quad \forall 0 \leq s \leq 1.
\]

Proof. Define the path \( \gamma_1(t) \) for \( 0 \leq t \leq 1 \) in \( \text{Sp}(2n)_n^\circ \) by (4.6). Then \( \gamma_1(1) = M \). Let \( \alpha(t) \) for \( 0 \leq t \leq 1 \) be a path in \( \text{Sp}(2n)_n^\circ \) connecting \( \gamma(1) \) to \( M \). For \( (s, t) \in [0, 1]^2 \) define

\[
\eta_s(t) = \begin{cases} 
\gamma(2t/(2-s)), & s \leq 2-2t, \\
\alpha(s+2t-2), & s \geq 2-2t.
\end{cases}
\]

This gives a homotopy of \( \gamma \) to \( \alpha * \gamma \) in \( \text{Sp}(2n) \) with end points in \( \text{Sp}(2n)^\circ \).

Since \( \eta_s(k) = \eta_s(1)^k = \alpha(s)^k \), we obtain

\[
u_k(\tilde{\eta}_s) = 0, \quad \forall 0 \leq s \leq 1.
\]

This implies (4.9).

By the definition of \( h \), we have \( i_1(\gamma) = 2h+\mu \). For the path \( \gamma_1 \), since \( 0 < \theta_j < 2\pi \) for \( 1 \leq j \leq \mu \), the term \( R(t(2h\pi + \theta_j)) \) contributes \( 2h+1 \) to \( i_1(\gamma_1) \), and the term \( R(t\theta_j) \) contributes \( 1 \) to \( i_1(\gamma_1) \) for \( 2 \leq j \leq \mu \). The term \( D(2^t) \) contributes nothing to \( i_1(\gamma_1) \). So we obtain \( i_1(\gamma_1) = 2h+1 + (\mu - 1) = 2h + \mu \). Thus (4.7) holds.

To prove (4.8), for \( a \in \mathbb{R} \) we define the \( 2 \times 2 \) matrices

\[
D_+(a) = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}, \quad D_-(a) = \begin{pmatrix} 0 & a \\ a & 0 \end{pmatrix}.
\]

By direct computation we obtain

\[
B_1(t) = -J\tilde{\gamma}_1(t)\gamma_1^{-1}(t)
= D_+(2h\pi + \theta_1) \circ D_+(\theta_2) \circ \cdots \circ D_+(\theta_\mu) \circ D_-( -\log 2) \circ \cdots \circ D_-( -\log 2).
\]

Let

\[
P_k = \{ \beta \in C([0, 1], \text{Sp}(2n)) | \beta(0) = I, \nu_k(\tilde{\beta}) = 0 \},
\]

\[
P'_k = \{ \beta \in C^1([0, 1], \text{Sp}(2n)) | \beta(0) = I, \nu_k(\tilde{\beta}) = 0, \ \tilde{\beta}(1) = \tilde{\beta}(0)\tilde{\beta}(1) \}.
\]

As proved in [LZ] and [Lo7], since \( \gamma, \gamma_1 \in P \), and \( \gamma \sim \gamma_1 \) in \( P_k \), then the homotopy can be chosen in \( P'_k \). We denote this homotopy by \( \gamma_s \).

We consider the linear system (4.1) in the space \( L = L^2(S_k, \mathbb{R}^{2n}) \). The path \( \tilde{\gamma} : [0, k] \to \text{Sp}(2n) \) gives the fundamental solution of (4.1) on \( [0, k] \). The homotopy \( \gamma_s \) connects \( \gamma \) to \( \gamma_1 \). Define

\[
B_s(t) = -J\tilde{\gamma}_s(t)\gamma_s^{-1}(t) \quad \text{for} \ (s, t) \in [0, 1]^2.
\]

Note that \( B_s(t) \) must be symmetric for \( 0 \leq s \leq 1 \). Then \( \tilde{\gamma}_s(t) \) for \( 0 \leq t \leq k \) is the fundamental solution of the linear system

\[
y = JB_s(t)y,
\]

and \( \nu_k(\tilde{\gamma}_s) = 0 \).
By the saddle point reduction method of [AZ] and the compactness of the unit
interval, we obtain the same finite-dimensional space $Z$ for all $s \in [0,1]$ with suffi-
ciently large $m_0 \in \mathbb{N}$:

\begin{align}
Z &= \mathbb{R}^{2n} \oplus \left( \bigoplus_{m=1}^{m_0} E_m \right), \\
E_m &= \left\{ \cos \left( \frac{2m\pi t}{k} \right) \xi + \sin \left( \frac{2m\pi t}{k} \right) \eta \mid \xi, \eta \in \mathbb{R}^{2n} \right\},
\end{align}

and we also obtain functions $a_s: Z \rightarrow \mathbb{R}$, and maps $u_s: Z \rightarrow L$ such that

\begin{equation}
a_s(z) = \langle (A - B_s)u_s(z), u_s(z) \rangle \quad \forall z \in Z.
\end{equation}

Here $B_s$ is the operator on $L$ defined by

\begin{equation}
\langle B_s x, x \rangle = \int_0^k B_s(t)x(t) \cdot x(t) \, dt \quad \forall x \in L,
\end{equation}

and $B_0 = B$. Since $\nu_k(\tilde{\gamma}_s) = 0$, the inverse operator $(A - B_s)^{-1}$ exists on the space
$Z$, and $z = 0$ is an isolated critical point of all $a_s$. We denote the Morse indices
of $a_s$ at $z = 0$ by $m_s^-$, $m_s^0 = 0$, and $m_s^+$. Denote $2d = \dim Z$. Using Conley index
theory, in [LZ] and [Lo7] it is proved that

\begin{equation}
m_s^- = m_0^-, \quad m_s^0 = 0, \quad m_s^+ = m_0^+, \quad \forall s \in [0,1].
\end{equation}

By Theorem 2.7,

\begin{equation}
m_s = d + ik(\tilde{\gamma}_s), \quad m_s^0 = 0, \quad m_s^+ = d - i\kappa(\tilde{\gamma}_s), \quad \forall s \in [0,1].
\end{equation}

This implies (4.8).

The proof is complete. \qed

**Proof of the iteration formula (4.2)** in Case 1.

By Lemma 4.3, it suffices to compute $i_k(\tilde{\gamma}_1)$. Note that $\tilde{\gamma}_1(t) = \gamma_1(t)$ for $0 \leq t \leq k$. From the definition (4.6) of $\gamma_1$ and $\theta_j = (2t_j + \chi_j)\pi/k$ for $1 \leq j \leq \mu$, we obtain

\begin{equation}
\gamma_1(k) = R(k(2h\pi + \theta_1)) \circ R(k\theta_2) \circ \cdots \circ R(k\theta_\mu) \circ D(2^k) \circ \cdots \circ D(2^k),
\end{equation}

where $h$ is defined by (4.5). Thus the rotation number of $\gamma_1$ on $[0, k]$ is

\begin{align}
\Delta_k(\gamma_1) &= k(2h\pi + \theta_1) + k(\theta_2 + \cdots + \theta_\mu) \\
&= \left( 2hk + \sum_{j=1}^{\mu} (2t_j + \chi_j) \right) \pi \\
&= \left( 2hk + \sum_{j=1}^{\mu} 2t_j + \sum_{j=1}^{\mu} \chi_j \right) \pi.
\end{align}

At this stage, since $0 < \chi_j < 2$, in the computation of indices, without loss of
generality, we may choose $\chi_j = 1$. Thus we obtain

\begin{align}
i_k(\gamma_1) &= 2hk + \sum_{j=1}^{\mu} 2t_j + \sum_{j=1}^{\mu} 1 \\
&= k(i_1 - \mu) + \sum_{j=1}^{\mu} 2t_j + \mu.
\end{align}
Here we have used (4.5). Combining this equality with Lemma 4.3 yields (4.3).

Here we especially notice that in this case the integers $\mu, i_1$, and $i_k$ have the same parity.

**Case 2.** Suppose all the conditions in Case 1 hold except that $n - \mu$ is odd. Then $\mu < n$.

Since $n - \mu$ is odd, the matrix $M$ defined in (4.4) possesses an eigenvalue pair \{2, 1/2\} of odd multiplicity. Thus in $\text{Sp}(2n)^*$ one can connect $M$ to $(-I) \circ D(2)$. This implies $i_1 - (n - 1)$ is even. Therefore $\mu$ and $i_1$ have the same parity. By the proof of Case 1, we obtain the required formula (4.3):

\[
(4.24) \quad i_k = i_k(\gamma_1) = k(i_1 - \mu) + \sum_{j=1}^{\mu} 2t_j + \mu.
\]

This formula shows that $i_k$ and $\mu$ also have the same parity.

**Case 3.** $\gamma(1)$ and $M$ belong to the same connected component of $\text{Sp}(2n)^*_k$, where we denote by $M$ the $2n \times 2n$ matrix

\[
(4.25) \quad M = R(\theta_1) \circ \cdots \circ R(\theta_\mu) \circ D(2) \circ \cdots \circ D(2) \circ D(-2),
\]

where $\theta_j = (2t_j + \chi_j)\pi/k$, $0 \leq t_j \leq k - 1$, $0 < \chi_j < 2$ for $1 \leq j \leq \mu$, $0 \leq \mu \leq n$.

Note that in this case we must have $\mu < n$. Let $h = i_1 - \mu - 1$.

When $k$ is odd, $-1$ is not a root of unity. So $D(-1)$ can be transformed through $D(-1)$ to $R(\theta)$ for some $\theta$ near $\pi$. Thus this case can be reduced to the above two cases. Therefore we only consider the case when $k$ is even. Similarly to Lemma 4.3, we obtain

**Lemma 4.4.** Suppose $k$ is even, and $\theta_j \neq \pi$ in (4.25). Under the above conditions there exists a homotopy $\gamma_s(t)$ for $0 \leq s \leq 1$ and $0 \leq t \leq 1$, such that $\gamma_0 = \gamma$,

\[
(4.26) \quad \gamma_1(t) = R(t(h\pi + \theta_1)) \circ R(t(\theta_2)) \circ \cdots \circ R(t\theta_\mu) \circ D(2^j) \circ \cdots \circ D(2^j) R(t\pi),
\]

and

\[
(4.27) \quad i_1(\gamma_1) = i_1(\gamma),
\]

\[
(4.28) \quad i_k(\tilde{\gamma}_1) = i_k(\tilde{\gamma}),
\]

\[
(4.29) \quad \nu_k(\tilde{\gamma}_s) = 0 \quad \forall 0 \leq s \leq 1.
\]

Since $D(2)R(\pi) = R(\pi)D(2)$, viewing $\gamma_1$ as a path defined on $[0, k]$, we have $\tilde{\gamma}_1(j) = \gamma_1(1)^j = \gamma_1(j)$ for $1 \leq j \leq k$. Thus $i_k(\tilde{\gamma}_1) = i_k(\gamma_1)$.

From (4.26) we see that the rotation number of $\gamma_1$ on $[0, 1]$ is

\[
(4.30) \quad \Delta_1(\gamma_1) = (h\pi + \theta_1) + (\theta_2 + \cdots + \theta_\mu) + \pi.
\]

At this stage, since $0 < \theta_j < 2\pi$, in the computation of indices, without loss of generality, we may choose $\theta_j = \pi$. Thus we obtain

\[
(4.31) \quad i_1(\gamma_1) = h + \mu + 1.
\]

Similarly, by (4.26) the rotation number of $\gamma_1$ on $[0, k]$ is

\[
(4.32) \quad \Delta_k(\gamma_1) = k(h\pi + \theta_1) + k(\theta_2 + \cdots + \theta_\mu) + k\pi
\]

\[
= ((h + 1)k + \sum_{j=1}^{\mu} 2t_j + \sum_{j=1}^{\mu} \chi_j)\pi.
\]
At this stage, since $0 < \chi_j < 2$, in the computation of indices, without loss of generality, we may choose $\chi_j = 1$. Thus we obtain

\[ i_k(\gamma_1) = (h + 1)k + \sum_{j=1}^{\mu} 2t_j + \sum_{j=1}^{\mu} 1 \]

\[ = k(i_1 - \mu) + \sum_{j=1}^{\mu} 2t_j + \mu. \]

Here we have used $h = i_1 - \mu - 1$. Combining this equality with Lemma 4.4 yields (4.3) in Case 3.

We have studied all the cases in (3.3) and (3.4) and thus completed the proof of Theorem 4.1.

5. Perturbations of Eigenvalues Away from 1

For $k \in \mathbb{N}$, in order to establish the $k$th iteration formula for degenerate linear Hamiltonian systems, we need to perturb the end point of the path $\gamma$ in $\text{Sp}(2n)$ corresponding to the fundamental solution of this system defined on the time interval $[0, T]$. Therefore we need to study perturbations of a singular symplectic matrix on its root spaces belonging to eigenvalues which are $k$th roots of unity.

For $k \in \mathbb{N}$, suppose $M \in \text{Sp}(2n)$ satisfies $\det(M^k - I) = 0$. Then $M$ possesses eigenvalues $1, -1$, or $e^{\pm \sqrt{-1}(\pi/k)}$ with $1 \leq j \leq k - 1$. Since the root vector spaces of these different eigenvalues are symplectically orthogonal to each other, it suffices to study perturbations of $M$ on each root vector space separately. In this section we study the case of eigenvalue 1, and the other cases will be studied in the next two sections respectively.

**Definition 5.1.** $E, F \subset \mathbb{R}^{2n}$ are symplectically orthogonal to each other (denoted by $E \perp F$) if $\xi^T J \eta = 0$ for all $\xi \in E$ and $\eta \in F$. Two vectors $\xi$ and $\eta$ form a normal pair if $\xi^T J \eta = 1$, and each called the partner of the other.

Suppose $M \in \text{Sp}(2n)$ possesses the eigenvalue 1. Since perturbations of eigenvalues away from 1 have been carefully studied in [Lo1, Lo2] and [Lo9], we are very sketchy in this section.

Denote by $E_1$ the root vector space belonging to the eigenvalue 1 of $M$. Then

\[ \mathbb{R}^{2n} = E_1 \oplus E_1^\perp. \]

Choose a symplectic base $\Delta_1 = \{\xi_i | 1 \leq i \leq 2m\}$ of $E_1$ with $2m = \text{dim} E_1$, then extend it to a symplectic base $\Delta = \{\xi_i | 1 \leq i \leq 2n\}$ of $\mathbb{R}^{2n}$. Then there exists a matrix $M_1 \in \text{Sp}(2m)$ such that

\[ M(\xi_1, \ldots, \xi_{2m}) = (\xi_1, \ldots, \xi_{2m}) M_1. \]

Thus there exists a matrix $P \in \text{Sp}(2n)$ such that $P^{-1} MP = M_1$ on $P^{-1} E_1$. Note that $\sigma(P^{-1} MP|_{P^{-1} E_1^\perp}) = \sigma(M|_{E_1^\perp})$.

In [Lo1, Lo2] and [Lo9], using the rotation matrices defined in §2, it is proved that there exist an integer $q$ with $1 \leq q \leq m$, a strictly increasing subsequence $\{m_1, \ldots, m_q\}$ of $\{1, \ldots, m\}$, and $\theta_0 > 0$ sufficiently small such that for any $\tau \in [-1, 1]\setminus\{0\}$, we define $2m \times 2m$ matrices

\[ G(\tau) \equiv R_{m_1}(\tau \theta_0) \cdots R_{m_q}(\tau \theta_0), \]
then the following relations hold:

\[(5.3) \quad P^{-1}MP(G(\tau) \circ I) \in \text{Sp}(2n)^*,\]

\[(5.4) \quad P^{-1}MP(G(\tau)R_{m_j}(-\tau\theta_0) \circ I) \in \text{Sp}(2n)^0 \quad \text{for } 1 \leq j \leq q.\]

Thus when |\(\tau|) > 0 is small, there exists a matrix \(P \in \text{Sp}(2n)\) such that

\[P^{-1}E_1, \quad \text{and } P^{-1}MP(G(\tau) \circ I) \text{ perturbs the eigenvalue } 1 \text{ of } M \text{ to eigenvalues of } P^{-1}MP(G(\tau) \circ I) \text{ away from } 1.\]

As we mentioned in §2, such perturbations are used in [Lo1] and [Lo9] to define the Maslov-type index for paths in \(\mathcal{P}\) with end point \(P^{-1}MP\).

6. Perturbations of eigenvalues away from \(-1\)

Suppose \(M \in \text{Sp}(2n)\) possesses the eigenvalue \(-1\). In this section we study perturbations on \(M\) to change \(-1\) to nearby eigenvalues on \(U \setminus \mathbb{R}\) or \(\mathbb{R} \setminus \{-1\}\).

In [LD] the following normal forms \(M_1 \in \text{Sp}(2k)\) for symplectic matrices possessing the eigenvalue \(-1\) were introduced:

**Normal form 1.** \(M_1 \in \text{Sp}(2)\) defined by

\[(6.1) \quad M_1 = \begin{pmatrix} -1 & 1 \\ 0 & -1 \end{pmatrix}, \quad \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \text{or} \quad \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.\]

**Normal form 2.** \(M_1 \in \text{Sp}(2k)\) with \(k \geq 2\) defined by

\[(6.2) \quad M_1 = \begin{pmatrix} A & B \\ 0 & C \end{pmatrix},\]

where \(A, B,\) and \(C\) are \(k \times k\) matrices, \(A\) is a \(k \times k\) Jordan block form matrix of eigenvalue \(-1\):

\[(6.3) \quad A = \begin{pmatrix} -1 & 1 & 0 & \ldots & 0 & 0 \\ 0 & -1 & 1 & \ldots & 0 & 0 \\ 0 & 0 & -1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & -1 & 1 \\ 0 & 0 & 0 & \ldots & 0 & -1 \end{pmatrix},\]

\(B\) and \(C\) are lower triangular matrices of the following forms with \(b_i \in \mathbb{R}, 1 \leq i \leq k\):

\[(6.4) \quad B = \begin{pmatrix} b_1 & 0 & 0 & \ldots & 0 & 0 \\ b_2 & b_1 & 0 & \ldots & 0 & 0 \\ b_3 & b_2 & b_1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ b_{k-1} & b_{k-2} & b_{k-3} & \ldots & 0 & 0 \\ b_k & b_{k-1} & b_{k-2} & \ldots & b_{k-1} & 0 \end{pmatrix},\]
Thus we obtain the complex conjugate eigenvalues
\begin{equation}
\lambda = \frac{1}{2} \left( \sin \tau \mp 2 \cos \tau \pm \sqrt{-2 \sin 2\tau - 3 \sin^2 \tau} \right).
\end{equation}
When $0 < \tau < \pi/2$, they satisfy $\lambda^{\pm 1} \in U \backslash R$, and are $k$-multiple eigenvalues of the $2k \times 2k$ matrix $M(G)$. Therefore we have proved that $M(G)$ perturbs the eigenvalue $-1$ of $M_1$ to the nearby eigenvalue $\lambda^{\pm 1}$ on the unit circle for small $\tau > 0$, or to the nearby eigenvalues $\lambda^{\pm 1}$ on $R \backslash \{-1\}$ for small $-\tau > 0$. Note that in this subcase, the perturbation has nothing to do with $b_k$ in (6.4).

Case 2. $k \geq 3$ is odd and $b_k \neq 0$.

1°. We multiply $M_1$ by the $2k \times 2k$ matrix $G(\tau) = \text{diag}(R(\tau), \ldots, R(\tau))$ with $\tau \neq 0$, and obtain
\begin{equation}
\det(M_1 G(\tau) - \lambda I) = (\lambda^2 + (2 \cos \tau - \sin \tau)\lambda + 1)^k.
\end{equation}

Case 1. $k \in \mathbb{N}$ is even.

1°. We multiply $M_1$ by the $2k \times 2k$ matrix $G(\tau) = \text{diag}(R(\tau), \ldots, R(\tau))$ with $\tau \neq 0$, and obtain
\begin{equation}
\det(M_1 G(\tau) - \lambda I) = (\lambda^2 + (2 \cos \tau - \sin \tau)\lambda + 1)^k.
\end{equation}

Thus we obtain the complex conjugate eigenvalues
\begin{equation}
\lambda^{\pm 1} = \frac{1}{2} \left( \sin \tau \mp 2 \cos \tau \pm \sqrt{-2 \sin 2\tau - 3 \sin^2 \tau} \right).
\end{equation}

2°. From the formula (6.7), if we choose $-\tau \in (0, \pi/2)$ sufficiently small, the eigenvalue $-1$ is perturbed to $k$-multiple negative eigenvalues $\lambda^{\pm 1}$ given by (6.8). Therefore we have proved that $M(G)$ perturbs the eigenvalue $-1$ of $M_1$ to the nearby eigenvalue $\lambda^{\pm 1}$ on the unit circle for small $\tau > 0$, or to the nearby eigenvalues $\lambda^{\pm 1}$ on $R \backslash \{-1\}$ for small $-\tau > 0$. Note that in this subcase, the perturbation has nothing to do with $b_k$ in (6.4).

2°. Therefore, we multiply $M_1$ by the $2k \times 2k$ matrix $G(\tau, \theta) = \text{diag}(R(\tau), \ldots, R(\tau)) \otimes R(\theta)$ with $\tau$ and $\theta \neq 0$. Then we obtain
\begin{equation}
\det(M_1 G(\tau, \theta) - \lambda I) = (\lambda^2 + (2 \cos \tau - \sin \tau)\lambda + 1)^k (\lambda^2 + (2 \cos \theta - b_k \sin \theta)\lambda + 1),
\end{equation}
where $b_k$ is defined in (6.4) for $B$. Thus for $0 < \tau < \pi/2$ and small $\theta \neq 0$ such that $Q(b_k, \theta) \equiv 2b_k \sin(2\theta) + (4 - b_k^2) \sin^2 \theta > 0$,
we obtain the complex conjugate eigenvalues $\lambda^{\pm 1}$ given by (6.8) and

\begin{equation}
\rho^{\pm 1} = \frac{1}{2} \left\{ (b_k \sin \theta - 2 \cos \theta) \pm \sqrt{-Q(b_k, \theta)} \right\}.
\end{equation}

They satisfy $\lambda^{\pm 1}$ and $\rho^{\pm 1} \in \mathbb{U} \setminus \mathbb{R}$. Note that $\lambda^{\pm 1}$ are $k$-multiple eigenvalues and $\rho^{\pm 1}$ are simple eigenvalues of the $2k \times 2k$ matrix $M_1 G(\tau, \theta)$.

2°. By (6.8) and (6.10), if we choose $-\tau > 0$ sufficiently small and $|\theta| > 0$ small such that $Q(b_k, \theta) < 0$, the eigenvalue $-1$ is perturbed to nearby negative eigenvalues $\lambda^{\pm 1}$ and $\rho^{\pm 1}$ on $\mathbb{R} \setminus \{-1\}$.

Therefore we have proved that $M_1 G(\tau, \theta)$ perturbs the eigenvalue $-1$ of $M_1$ to nearby eigenvalues on the unit circle for small $\tau > 0$ and small $\theta \neq 0$ satisfying $Q(b_k, \theta) > 0$, or to nearby eigenvalues on $\mathbb{R} \setminus \{-1\}$ for small $-\tau > 0$ and small $\theta \neq 0$ satisfying $Q(b_k, \theta) < 0$. Note that in this subcase, the perturbation needs to be chosen carefully according to whether $b_k > 0$ or $b_k < 0$.

**Case 3.** $k \geq 3$ is odd and $b_k = 0$.

1°. Note that when $b_k = 0$ the perturbation in 1° of Case 2 always satisfies $Q(b_k, \theta) > 0$ and also perturbs the eigenvalue $-1$ of $M_1$ to nearby eigenvalues $\lambda^{\pm 1}$ and $\rho^{\pm 1}$ on $\mathbb{U} \setminus \mathbb{R}$ for small $\tau > 0$ and small $\theta \neq 0$.

2°. In order to perturb the eigenvalue $-1$ of $M_1$ to nearby eigenvalues on $\mathbb{R} \setminus \{-1\}$, we multiply $M_1$ by the $2k \times 2k$ matrix $G(\tau, \theta) = \text{diag}(R(\tau), \ldots, R(\tau)) \circ D(2^\theta)$ with $\tau$ and $\theta \neq 0$. Then we obtain

\begin{equation}
\det(M_1 G(\tau, \theta) - \lambda I) = (\lambda^2 + (2 \cos \tau - \sin \tau)\lambda + 1)^k (2^\theta + \lambda)(2^{-\theta} + \lambda).
\end{equation}

Thus for small $-\tau \in (0, \pi/2)$ and small $\theta \neq 0$, we obtain the negative eigenvalues $\lambda^{\pm 1}$ given by (6.8) and

\begin{equation}
\rho^{\pm 1} = -2^\pm \theta.
\end{equation}

They satisfy $\lambda^{\pm 1}$ and $\rho^{\pm 1} \in \mathbb{R} \setminus \{-1\}$ near $-1$. Note that $\lambda^{\pm 1}$ are $k$-multiple eigenvalues and $\rho^{\pm 1}$ are simple eigenvalues of the $2k \times 2k$ matrix $M_1 G(\tau, \theta)$.

Therefore we have proved that $M_1 G(\tau, \theta)$ perturbs the eigenvalue $-1$ of $M_1$ to nearby eigenvalues on the unit circle for small $\tau > 0$ and small $\theta \neq 0$, or to nearby eigenvalues on $\mathbb{R} \setminus \{-1\}$ for small $-\tau > 0$ and small $\theta \neq 0$.

**Case 4.** $k = 1$.

In this case, $M_1$ is given by (6.1). Write

\[ M_1 = \begin{pmatrix} -1 & b \\ 0 & -1 \end{pmatrix}. \]

**Subcase 1.** $b = 0$. We have $M_1 = -I$. Then the geometric multiplicity of the eigenvalue $-1 \in \sigma(M_1)$ is $2$. When $\tau$ perturbs away from $\tau = 0$, the corresponding eigenvalues of $M_1 R(\tau) = R(\pi + \tau)$ are changed to $e^{\pm \sqrt{-2}(\pi + \tau)} \in \mathbb{U} \setminus \mathbb{R}$ near $-1$. For any $m \in \mathbb{N}$, when $0 < \tau < \pi/m$, we obtain

\begin{equation}
\pi + \tau = \frac{2t + \chi}{2m} \pi, \quad \text{with } t = m \geq 1 \text{ and } 0 < \chi = \frac{2\tau}{\pi} < 2.
\end{equation}

On the other hand, when $\tau$ perturbs away from $\tau = 0$, the corresponding eigenvalues of $M_1 D(2\tau) = D(-2\tau)$ are changed to $-2^\pm \tau \in \mathbb{R} \setminus \{-1\}$ near $-1$. 

Subcase 2. $b = 1$. Then the geometric multiplicity of the eigenvalue $-1 \in \sigma(M_1)$ is 1. We write the $2 \times 2$ matrix $M_1$ in polar form with $\pi/2 < \alpha < 3\pi/2$:

\[
M_1 = \begin{pmatrix} -1 & b \\ 0 & -1 \end{pmatrix} = \begin{pmatrix} r & z \\ z & \frac{1+z^2}{r} \end{pmatrix} \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix}.
\]

Then this yields $2 \tan \alpha = b > 0$. Thus $\pi < \alpha < 3\pi/2$. On the other hand, when $\tau > 0$ is sufficiently small that $\pi < \alpha + \tau < 3\pi/2$, the corresponding eigenvalues of

\[
M_1 R(\tau) = \begin{pmatrix} r & z \\ z & \frac{1+z^2}{r} \end{pmatrix} \begin{pmatrix} \cos(\alpha + \tau) & -\sin(\alpha + \tau) \\ \sin(\alpha + \tau) & \cos(\alpha + \tau) \end{pmatrix}
\]

are

\[
\lambda^{\pm1} = \left(\frac{1}{2} b \sin \tau - \cos \tau \right) \pm \sqrt{\frac{b}{2} \sin(2\tau) - (1 - b^2/2) \sin^2 \tau},
\]

satisfying $\lambda^{\pm1} \in U \setminus R$. Thus for any $m \in \mathbb{N}$, if $\tau \in (0, \pi/m)$ is so small that $\pi < \alpha + \tau < 3\pi/2$, then we obtain

\[
\alpha + \tau = \frac{2t + \chi}{2m} \pi, \quad \text{with } t = m \geq 1 \text{ and } 0 < \chi = \frac{2m \tau}{\pi} < 2.
\]

Note also that when $\tau < 0$ is small, the eigenvalue $-1$ of $M_1$ are perturbed to eigenvalues $\lambda^{\pm1} \in \mathbb{R} \setminus \{-1\}$ near $-1$.

Subcase 3. $b = -1$. Then the geometric multiplicity of the eigenvalue $-1 \in \sigma(M_1)$ is 1.

1°. We write the $2 \times 2$ matrix $M_1$ in its polar form (6.14). This yields $\sin^2 \alpha + \tan \alpha(1 + \sin^2 \alpha) = b < 0$. Thus $\pi/2 < \alpha < \pi$. On the other hand, when $\tau < 0$ is sufficiently small that $\pi/2 < \alpha + \tau < \pi$, the corresponding eigenvalues $\lambda^{\pm1}$ of (6.15) are still given by (6.16), and $\lambda^{\pm1} \in U \setminus R$. Fix $m \in \mathbb{N}$. If $[ma/\pi] = ma/\pi$, we must have $m \geq 2$. Thus, whenever $-\tau > 0$ is small enough,

\[
\alpha + \tau = \frac{2t + \chi}{2m} \pi, \quad \text{with } t = \left\lfloor \frac{ma}{\pi} \right\rfloor - 1 \geq 1, \quad 0 < \chi = 2 + \frac{2m \tau}{\pi}.
\]

If $[ma/\pi] < ma/\pi$, then, whenever $-\tau > 0$ is small enough,

\[
\alpha + \tau = \frac{2t + \chi}{2m} \pi, \quad \text{with } t = \left\lfloor \frac{ma}{\pi} \right\rfloor \geq 0, \quad 0 < \chi = 2 \left( \frac{ma}{\pi} - \left\lfloor \frac{ma}{\pi} \right\rfloor \right) + \frac{2m \tau}{\pi} < 2.
\]

Especially in this case, when $m \geq 2$ we obtain $t = \left\lfloor ma/\pi \right\rfloor \geq 2a/\pi > 1$.

Thus for any integer $m \geq 2$, if $-\tau > 0$ is small enough, then

\[
\alpha + \tau = \frac{2t + \chi}{2m} \pi, \quad \text{with } t \geq 1, \quad 0 < \chi < 2.
\]

When $m = 1$, by (6.19) we obtain that if $-\tau > 0$ is small enough, then

\[
\alpha + \tau = \frac{2t + \chi}{2} \pi, \quad \text{with } t = 0, \quad 0 < \chi = \frac{2}{\pi} (\alpha + \tau) < 2.
\]

2°. By (6.16), we can choose $\tau > 0$ so small that

\[
\frac{b}{2} \sin(2\tau) + \left(1 - \frac{b^2}{2}\right) \sin^2 \tau < 0
\]

to perturb the eigenvalue $-1$ of $M_1$ to nearby negative eigenvalues $\lambda^{\pm1} \in \mathbb{R} \setminus \{-1\}$.

Therefore in the case of $k = 1$, we have proved that $M_1 R(\tau)$ perturbs the eigenvalue $-1$ of $M_1$ to nearby eigenvalues on the unit circle by choosing small $\tau \neq 0$.
suitably, and that $M_1 R(\tau)$ or $M_1 D(2\tau)$ perturbs the eigenvalue $-1$ of $M_1$ to nearby eigenvalues on $\mathbb{R}\{ -1 \}$ by choosing small $\tau \neq 0$ suitably.

Combining Theorem 6.1 and the above discussions on perturbations, by induction we have proved the following main result of this section.

**Theorem 6.2.** Suppose $M \in \text{Sp}(2n)$ possesses the eigenvalue $-1$. Then there exist a matrix $P \in \text{Sp}(2n)$ and a perturbation matrix $G(\tau) = G_1(\tau_1) \cdots G_p(\tau_p) \circ I$ such that $P^{-1}MP$ is a $\sigma$-product given by (6.6), each $G_i(\tau_i)$ with $\tau_i \neq 0$ is determined in the above discussion according to $M_i$ in (6.6) for $1 \leq i \leq p$, and the eigenvalue $-1$ of $M$ is perturbed away from itself to nearby eigenvalues of $P^{-1}MPG(\tau)$ on $\mathbb{U} \setminus \mathbb{R}$, or on $\mathbb{R}\{ -1 \}$, while all the other eigenvalues of $M$ remain fixed.

Based upon Theorem 6.1, we can give the following definition concerning symplectic matrices possessing eigenvalue $-1$.

**Definition 6.3.** Suppose $M \in \text{Sp}(2n)$ and $-1 \in \sigma(M)$. Denote the set of all normal forms of eigenvalue $-1$ appearing in the $\sigma$-decomposition (6.6) of $M$ by $\mathcal{J}_1(M)$. We define

\begin{align*}
(6.22) \quad & \omega_2(M) = \dim \text{span} \{ \text{eigenvectors of } M_i | M_i \in \mathcal{J}_1(M) \cap \text{Sp}(2k_i), \ k_i \geq 2 \}, \\
(6.23) \quad & \omega_+(M) = \# \{ M_i \in \mathcal{J}_1(M) | M_i = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \}, \\
(6.24) \quad & \omega_0(M) = \# \{ M_i \in \mathcal{J}_1(M) | M_i = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \}, \\
(6.25) \quad & \omega_-(M) = \# \{ M_i \in \mathcal{J}_1(M) | M_i = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \},
\end{align*}

and

\begin{align*}
(6.26) \quad & \omega(M) = \omega_2(M) + \omega_-(M).
\end{align*}

Then we always have

\begin{align*}
(6.27) \quad & \omega(M) \leq \min \{ n, \frac{1}{2} \dim E_{-1} \}, \quad \forall M \in \text{Sp}(2n).
\end{align*}

7. Perturbations of eigenvalues away from roots of unity $e^{\pm \sqrt{-1} t} \notin \mathbb{R}$

In [LD] the following two basic normal forms of symplectic matrices with eigenvalues $\lambda \in \mathbb{U} \setminus \mathbb{R}$ are introduced.

**Normal form 1.** $M_1 \in \text{Sp}(4k)$ with some integer $k \geq 1$ defined by

\begin{align*}
(7.1) \quad & M_1 = \begin{pmatrix} A & B \\ 0 & C \end{pmatrix},
\end{align*}

where $A$ is a $2k \times 2k$ Jordan block form matrix of eigenvalue $\lambda = e^{\theta \sqrt{-1}}$:

\begin{align*}
(7.2) \quad & A = \begin{pmatrix} R(\theta) & I_2 & 0 & \cdots & 0 & 0 \\ 0 & R(\theta) & I_2 & \cdots & 0 & 0 \\ 0 & 0 & R(\theta) & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & R(\theta) & I_2 \\ 0 & 0 & 0 & \cdots & 0 & R(\theta) \end{pmatrix},
\end{align*}
$C$ is a $2k \times 2k$ matrix of $2 \times 2$ blockwise lower triangular matrix of the form

$$C = \begin{pmatrix}
  R(\theta) & 0 & \cdots & 0 & 0 \\
  -R(2\theta) & R(\theta) & \cdots & 0 & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  (-1)^k R((k-1)\theta) & (-1)^{k-1} R((k-2)\theta) & \cdots & R(\theta) & 0 \\
  (-1)^{k+1} R(k\theta) & (-1)^{k} R((k-1)\theta) & \cdots & -R(2\theta) & R(\theta)
\end{pmatrix},$$  

(7.3)

and $B$ is a $2k \times 2k$ matrix formed by $2 \times 2$ matrices $B_{i,j}$:

$$B = (B_{i,j})_{1 \leq i,j \leq k}, \quad B_{i,j} = 0 \quad \text{if } j > i + 1.$$  

(7.4)

**Normal form 2.** $M_1 \in \text{Sp}(4k + 2)$ with some integer $k \geq 0$ defined by

$$M_1 = \begin{pmatrix}
  A & D & B & E \\
  0 & \cos \theta & F^T & -\sin \theta \\
  0 & 0 & C & 0 \\
  0 & \sin \theta & G^T & \cos \theta
\end{pmatrix},$$  

where $A, B,$ and $C$ are $2k \times 2k$ matrices, $D, E, F,$ and $G$ are $2k \times 1$ matrices, $A$ is given by (7.2), $C$ is given by (7.3), and

$$\hat{\theta} = \theta, \quad D = (0, \ldots, 0, 1, 0)^T, \quad E = (0, \ldots, 0, 0, 1)^T,$$

or

$$\hat{\theta} = -\theta, \quad D = (0, \ldots, 0, 0, 1)^T, \quad E = (0, \ldots, 0, 1, 0)^T.$$  

(7.5)

In these two normal forms, $M_1$ possesses either two or four linearly independent eigenvectors of $\lambda^{\pm 1}$.

In [LD] the following result on the normal forms of symplectic matrices with the eigenvalue $\lambda \in \mathbf{U} \setminus \mathbf{R}$ is proved.

**Theorem 7.1.** Suppose $M \in \text{Sp}(2n)$ possesses the eigenvalue $\alpha^{\pm 1} \in \mathbf{U} \setminus \mathbf{R}$. Then there exist $P \in \text{Sp}(2n)$ and $p \in \mathbf{N}$ such that

$$P^{-1} M P = M_1 \circ \cdots \circ M_p \circ M_0,$$

(7.6)

where $M_0 \in \text{Sp}(2k_0)$ with $k_0 \geq 0$ and $\lambda \notin \sigma(M_0)$, $k_i \geq 1$, and $M_i \in \text{Sp}(2k_i)$ is of the normal form 1 or 2 defined above for $1 \leq i \leq p$. Let $E_\lambda$ denote the invariant root vector space of $M$ belonging to the eigenvalue $\lambda^{\pm 1}$. Then $2 \sum_{i=0}^m k_i = 2k_0 + \dim E_\lambda = 2n$.

Now we suppose $M \in \text{Sp}(2n)$ and $\lambda^{\pm 1} \equiv e^{\pm \theta \sqrt{-1}} \in (\mathbf{U} \setminus \mathbf{R}) \cap \sigma(M)$ are $m$th roots of unity for some integer $m \geq 2$. Based upon the normal form Theorem 7.1, we study the perturbations of $M$ so that the eigenvalues $\lambda^{\pm 1}$ are perturbed to nearby eigenvalues on the unit circle.

Since the eigenvalues $\lambda^{\pm 1} = e^{\pm \theta \sqrt{-1}} \in \mathbf{U} \setminus \mathbf{R}$ are $m$th roots of unity, we suppose $\theta = 2t\pi/m$ for some integer $t \in \{1, m - 1\} \setminus \{m/2\}$. We start from the two normal form cases.

**Case 1.** Perturbations on the normal form 1.

We multiply the matrix $M_1$ by the $4k \times 4k$ matrix

$$G_1(\tau) \equiv \text{diag} \left( R\left(\frac{\tau}{k}\right), R\left(\frac{2\tau}{k}\right), \ldots, R(\tau), R\left(\frac{\tau}{k}\right), R\left(\frac{2\tau}{k}\right), \ldots, R(\tau) \right),$$

(7.7)
with \( \tau > 0 \) small. When \( \tau > 0 \) is small enough and suitably chosen, we find that the 2\( k \)-multiple eigenvalue \( e^{\pm \theta \sqrt{-1}} \) of \( M_1 \) is perturbed to \( k \) double eigenvalues
\[
(7.10) \quad \alpha_i^{\pm 1} = e^{\pm(\theta + \tau) \sqrt{-1}} \quad \text{for } i = 1, \ldots, k
\]
of the matrix \( M_1 G_1(\tau) \), and these \( \alpha_i^{\pm 1} \)'s are not \( m \)th roots of unity.

For \( u = (u_1, \ldots, u_{2k}) \) and \( v = (v_1, \ldots, v_{2k}) \) with \( 0 < u_1 < \cdots < u_{2k} \) and \( |v| \) sufficiently small, we define
\[
(7.11) \quad G(\tau, u, v) = G_1(\tau)[(D(2^v_1)R(u_1)) \circ \cdots \circ (D(2^v_{2k})R(u_{2k}))].
\]
Then by suitably choosing small enough \( u \) and small \( v \), we obtain that the eigenvalues in (7.10) are perturbed to \( 4k \) different simple eigenvalues of \( M_1 G(\tau, u, v) \) on the unit circle, and these eigenvalues can be listed as
\[
(7.12) \quad \exp \left( \pm \left( \theta + \frac{i}{k} \tau + \varepsilon_{2i-1} \right) \sqrt{-1} \right) \quad \text{and} \quad \exp \left( \pm \left( \theta + \frac{i}{k} \tau + \varepsilon_{2i} \right) \sqrt{-1} \right),
\]
for \( 1 \leq i \leq k \), with some sufficiently small pairwise different constants \( \varepsilon_1, \ldots, \varepsilon_{2k} \).

Since \( \theta = 2t\pi/m \) for some integer \( t \in [1, m-1] \setminus \{m/2\} \), for \( 1 \leq i \leq k \) and \( j = 2i - 1 \) or \( 2i \) we obtain
\[
(7.13) \quad \theta + \frac{i}{k} \tau + \varepsilon_j = \frac{2t_j + \chi_j}{m} \pi, \quad \text{with } t_j \geq 1 \text{ and } 0 < \chi_j < 2.
\]
Note that in this case the matrix \( M_1 \) has at most 4 eigenvectors, the matrix \( M_1 G(\tau, u, v) \) has \( 4k \) eigenvectors, and
\[
(7.14) \quad 2 \sum_{j=1}^{2k} t_j \geq 4k \geq 4 \geq \dim \text{span}\{\text{eigenvectors of } M_1 \text{ belonging to } \lambda^{\pm 1}\}.
\]

Thus we have proved that there exists a \( 4k \times 4k \) rotation matrix \( G(\tau, u, v) \), with both \( \tau > 0 \) and \( |u| \) small enough, such that by this rotational perturbation the eigenvalues \( e^{\pm \theta \sqrt{-1}} \) of \( M \) are changed to \( k \) simple eigenvalues given by (7.12) of \( M_1 G(\tau, u, v) \). These new simple eigenvalues belong to \( \mathbf{U} \setminus \mathbf{R} \), are not \( m \)th roots of unity, and the corresponding normal forms in the sense of Definition 3.5 satisfy (7.13) and (7.14).

**Case 2. Perturbations on the normal form 2.**

Similarly to the discussion of Case 1, there is a \((4k+2) \times (4k+2)\) rotation matrix
\[
(7.15) \quad G_1(\tau) = \text{diag} \left( R \left( \frac{\tau}{k} \right), R \left( \frac{2\tau}{k} \right), \ldots, R(\tau), R \left( \frac{\tau}{k} \right), R \left( \frac{2\tau}{k} \right), \ldots, R(\tau) \right) \circ R(\tau),
\]

\[
G(\tau, u, v) = G_1(\tau)[(D(2^v_1)R(u_1)) \circ \cdots \circ (D(2^v_{2k})R(u_{2k})) \circ I_2],
\]
with \( u = (u_1, \ldots, u_{2k}) \), \( 0 < u_1 < \cdots < u_{2k} \) and \( 0 < \tau \) small enough, such that by this rotational perturbation the eigenvalues \( \lambda^{\pm 1} = e^{\pm \theta \sqrt{-1}} \) of \( M_1 \) are changed to \( 4k+2 \) nearby simple eigenvalues of \( M_1 G(\tau, u) \) given by (7.12) and
\[
(7.16) \quad \exp(\pm(\hat{\theta} + \tau) \sqrt{-1}).
\]
These new simple eigenvalues belong to $\mathbb{U} \setminus \mathbb{R}$, are not $m$th roots of unity, and the corresponding normal forms in the sense of Definition 3.5 satisfy relations (7.13) and
\begin{equation}
\hat{\theta} + \tau = \frac{2\hat{t} + \hat{\chi}}{m} \pi, \quad \text{with } \hat{t} \geq t \geq 1, \quad 0 < \hat{\chi} < 2, \tag{7.17}
\end{equation}
\begin{equation}
2 \sum_{j=1}^{2k} t_j + 2\hat{t} \geq 4k + 2 \geq \dim \text{span}\{\text{eigenvectors of } M_1 \text{ belonging to } \lambda^{\pm 1}\}. \tag{7.18}
\end{equation}

The discussions of the two basic normal forms are complete.

Combining the discussions of these two cases, by induction, we have proved the following main result of this section.

**Theorem 7.2.** Suppose $M \in \text{Sp}(2n)$ and $\lambda^{\pm 1} = e^{\pm \theta \sqrt{-1}} \in (\mathbb{U} \setminus \mathbb{R}) \cap \sigma(M)$ are roots of unity. Then there exist a matrix $P \in \text{Sp}(2n)$ and a perturbation matrix $G(\tau, u, v)$ which is a $\diamond$-product of matrices defined by (7.11) and (7.15) depending on small parameters $\tau > 0$, $u$, and $v$ such that $P^{-1}MP$ is a $\diamond$-product given by (7.8) in Theorem 7.1, and by the perturbation the eigenvalues $\lambda^{\pm 1}$ of $M$ are changed to nearby simple eigenvalues of $P^{-1}MP(G(\tau, u, v) \circ I)$ given by (7.12) or (7.12) and (7.16). These new simple eigenvalues belong to $\mathbb{U} \setminus \mathbb{R}$, are not $m$th roots of unity, and corresponding normal forms in the sense of Definition 3.5 satisfy relations (7.13) and (7.14) or (7.13), (7.17) and (7.18). All the other eigenvalues of $M$ are fixed in the perturbation.

For later convenience, based upon Theorem 7.1, we give the following definition.

**Definition 7.3.** For $k \in \mathbb{N}$, suppose $M \in \text{Sp}(2n)$ possesses eigenvalues $\lambda^{\pm}_i = e^{\pm \theta_i \sqrt{-1}} \in \mathbb{U} \setminus \mathbb{R}$, $1 \leq i \leq r$, which are $k$th roots of unity. Denote the set of all normal forms in the $\diamond$-decomposition (7.8) of $M$ by $\mathcal{J}_\lambda(M)$. We define
\begin{equation}
\varphi_{k,2}(M) = \# \{M_i | M_i \in \mathcal{J}_\lambda(M) \text{ for some } \lambda^{\pm 1} \in \sigma(M) \cap (\mathbb{U} \setminus \mathbb{R}), (\lambda^{\pm 1})^k = 1, M_i \text{ possesses 2 independent eigenvectors of } \lambda^{\pm 1}\}, \tag{7.19}
\end{equation}
\begin{equation}
\varphi_{k,4}(M) = \# \{M_i | M_i \in \mathcal{J}_\lambda(M) \text{ for some } \lambda^{\pm 1} \in \sigma(M) \cap (\mathbb{U} \setminus \mathbb{R}), (\lambda^{\pm 1})^k = 1, M_i \text{ possesses 4 independent eigenvectors of } \lambda^{\pm 1}\}. \tag{7.20}
\end{equation}

Define
\begin{equation}
\varphi_k(M) = \varphi_{k,2}(M) + 2\varphi_{K,4}(M). \tag{7.21}
\end{equation}

Then we always have
\begin{equation}
\varphi_k(M) \leq n \quad \forall M \in \text{Sp}(2n). \tag{7.22}
\end{equation}

Note that $2\varphi_k(M)$ is the total number of all real eigenvectors belonging to any eigenvalue of $M$ which is a nonreal $k$th root of unity.
8. The Iteration Formula for Degenerate Linear Hamiltonian Systems

In this section, we consider the linear Hamiltonian system

\[ \dot{y} = J B(t)y, \]

where \( B \in C(S_T, L_s(\mathbb{R}^{2n})) \). As in §4, we denote the fundamental solution of (8.1) defined on \([0, 1]\) by \( \gamma: [0, 1] \to \text{Sp}(2n) \) with \( \gamma(0) = I \). Denote the Maslov-type index of (8.1) by \((i_T, \nu_T) = (i_T(\gamma), \nu_T(\gamma))\). For \( k \in \mathbb{N} \), when \( B \) is viewed as defined on \( S_{kT} \), the path \( \gamma \) defined by (4.2) is the fundamental solution of (8.1) on \([0, k]\). We denote the corresponding Maslov-type index of (8.1) defined on \([0, k]\) by \((i_{kT}, \nu_{kT}) = (i_{kT}(\gamma), \nu_{kT}(\gamma))\).

**Lemma 8.1.** For \( k \in \mathbb{N} \)

\[ \nu_{kT} = 2\varphi_k + \nu_T + \left( \frac{1 + (-1)^k}{2} \right)(\omega + \omega_+ + 2\omega_0), \]

where \( \omega = \omega(\gamma(T)), \omega_+ = \omega_+(\gamma(T)), \omega_0 = \omega_0(\gamma(T)) \), and \( \varphi_k = \varphi_k(\gamma(T)) \) are given by Definitions 6.3 and 7.3.

**Proof.** For any \( m \times m \) real matrix \( M \) and any \( k \in \mathbb{N} \), by using the Jordan normal form of \( M \) on the field \( \mathbb{C} \) one can prove that

\[ \dim \ker(M^k - I) = \dim \text{span}\{\xi \in \mathbb{C}^m | \exists \lambda \in \mathbb{C} \text{ such that } \lambda^k = 1, M\xi = \lambda\xi \}. \]

This implies (8.2). \( \square \)

**Lemma 8.2.** Under the above assumptions, for any \( P \in \text{Sp}(2n) \) and \( k \in \mathbb{N} \)

\[ i_T(\beta) = i_T(\gamma), \quad \nu_T(\beta) = \nu_T(\gamma), \]

\[ i_{kT}(\beta) = i_{kT}(\gamma), \quad \nu_{kT}(\beta) = \nu_{kT}(\gamma), \]

where \( \beta(t) = P^{-1}\gamma(t)P \) for \( 0 \leq t \leq T \).

**Proof.** By Corollary 2.9, we obtain (8.3). Since

\[ \tilde{\beta}(kT) = \beta(T)^k = (P^{-1}\gamma(T)P)^k = P^{-1}\gamma(T)^kP, \]

we obtain

\[ \nu_{kT}(\tilde{\beta}) = \dim \ker(P^{-1}\gamma(T)^kP - I) = \dim \ker(\gamma(T)^k - I) = \nu_{kT}(\tilde{\gamma}). \]

So the second equality in (8.4) holds. Viewing \( B \) as defined on \( S_{kT} \), by the second equality in (8.4), the same argument in the proof of Corollary 2.9 yields the first equality in (8.4), and completes the proof. \( \square \)

The main result in this section is the following theorem:

**Theorem 8.3.** Suppose \( \nu_{kT} > 0 \) for \( k \in \mathbb{N} \), i.e. \( \gamma(T) \in \text{Sp}(2n)^k \). Then there exist smooth perturbation paths \( \gamma_{\pm 1}: [0, T] \to \text{Sp}(2n) \) with \( \gamma_{\pm 1}(0) = I \) and \( \gamma_{\pm 1}(T) \in \text{Sp}(2n)^k \) such that

\[ i_T(\gamma_{-1}) = i_T(\gamma) = i_T(\gamma_1) - \nu_T(\gamma). \]

We can further choose the perturbation paths \( \gamma_{\pm 1} \) so that there exist integers \( \mu^\pm \) with \( 0 \leq \varphi_k \leq \mu^\pm \leq n \), and integers \( t_j^\pm, 0 \leq t_j^\pm \leq k - 1 \) for \( 1 \leq j \leq \mu^\pm \), which are
determined by the normal form in the same path-connected component of \( \text{Sp}(2n)^* \)
with \( \gamma_{1}(T) \) such that

1°. the following inequality holds:

\[
k(i_T - \mu^-) + \sum_{j=1}^{\mu^-} 2t_j^+ + \mu^- = i_{kT}(\hat{\gamma}-1) \geq i_{kT} \geq i_{kT}(\hat{\gamma}1) - \nu_{kT}
\]

\[(8.8)\]

\[= k(i_T + \nu_T - \mu^+) + \sum_{j=1}^{\mu^+} 2t_j^- + \mu^+ - \nu_{kT};\]

2°. if \( \mu^+ = n \), then the integers \( \mu^+, i_T + \nu_T \), and \( i_{kT}(\hat{\gamma}1) \) possess the same parity;

3°. if \( \mu^- = n \), then the integers \( \mu^-, i_T, \) and \( i_{kT}(\hat{\gamma}-1) \) possess the same parity;

4°. the inequality

\[
\sum_{j=1}^{\mu^+} 2t_j^- \geq \nu_{kT} - \nu_T - \frac{(1 + (-1)^k)}{2} \omega
\]

holds, where \( \omega = \omega(\gamma(T)) \) is given by Definition 6.3.

Proof. Without loss of generality, we may assume \( T = 1 \). We carry out the proof in several steps.

**Step 1.** If \( 1 \in \sigma(\gamma(1)) \), denote the root vector space belonging to the eigenvalue 1 of \( \gamma(1) \) by \( E_1 \). By \( \S 5 \) there exist a matrix \( P \in \text{Sp}(2n) \) and a one-parameter family of perturbations

\[G_1(\theta) = R_{h_1}(\theta) \circ \ldots \circ R_{h_n}(\theta)\]

such that \( P_{1}^{-1}\gamma(1)P_{1}G_1(\theta) = P_{1}^{-1}\gamma(1)P_{1} \) on \( P_{1}^{-1}E_1^* \), and \( 1 \notin \sigma(P_{1}^{-1}\gamma(1)P_{1}G_1(\theta)) \) with \( 0 < |\theta| \leq \theta_1 \) for some \( \theta_1 > 0 \) sufficiently small.

As in \( \S 2 \) (cf. [Lo1, Lo7]), we define an increasing function \( \rho \in C^\infty(\mathbb{R}, [0, 1]) \) such that \( \rho(t) = 0 \) for \( t \leq 0 \) and \( \rho(t) = 1 \) for \( t \geq 1 \). Then we define the perturbation paths \( \alpha_s: [0, 1] \rightarrow \text{Sp}(2n) \) for \(-1 \leq s \leq 1\) by

\[
\alpha_s(t) = P_{1}^{-1}\gamma(t)P_{1}G_1(\rho(t)\theta_1) \quad \text{for} \quad 0 \leq t \leq 1.
\]

(8.10)

Note that \( \alpha_0 = \gamma \) and \( \alpha_s(1) \in \text{Sp}(2n)^* \) for \( s \neq 0 \). By equations in (8.3) and (8.4) of Lemma 8.2, the paths \( P_{1}^{-1}\gamma P_{1} \) and \( \gamma \) possess the same Maslov-type indices. Thus by the definition of Maslov-type index given in \( \S 2 \) (cf. [Lo1, Lo7]) we obtain

\[
\nu_1(\alpha_{s-}) = \nu_1(\alpha_s) = 0,
\]

(8.11)

\[
i_1(\alpha_{s-}) = i_1(\gamma) = i_1(\alpha_s) - i_1(\gamma),
\]

(8.12)

for \( 0 < s \leq 1 \) and small \( \theta_1 > 0 \). We further require \( \theta_1 > 0 \) to be small enough so that the eigenvalue 1 of \( \gamma(1) \) is perturbed to some new eigenvalue of \( \alpha_s(1) \), which is not a \( k \)th root of unity, for \( s \in [-1, 1] \) \( \setminus \{0\} \).

**Step 2.** If \( -1 \in \sigma(\gamma(1)) \) and \( k \in 2\mathbb{N} \), then \( -1 \in \sigma(\alpha_s(1)) \) for \( s \in [-1, 1] \). Denote the root vector space belonging to the eigenvalue \(-1\) of \( \alpha(1) \) by \( E_{-1} \). By \( \S 6 \), there exist a matrix \( P_2 \in \text{Sp}(2n) \) and a one-parameter family of perturbations \( G_2(\theta) \) which is a \( \sigma \)-product of matrices of the forms

\[\text{diag}(R(\theta), \ldots, R(\theta)) \quad \text{or} \quad \text{diag}(R(\theta), \ldots, R(\theta)) \circ R(\theta^\pm),\]
with \( \theta^\pm = \theta \) or \( \theta^\pm = -\theta \), such that \( P_2^{-1}\alpha_1(1)P_2G_2(\theta) = P_2^{-1}\alpha_1(1)P_2 \) on \( P_2^{-1}E_{-1} \), and 
\(-1 \notin \sigma(P_2^{-1}\alpha_1(1)P_2G_2(\theta)) \) with \( 0 < |\theta| \leq \theta_2 \) for some \( \theta_2 > 0 \) sufficiently small.

As in Step 1, we define the perturbation paths \( \beta_s : [0, 1] \to \text{Sp}(2n) \) for \( 0 \leq s \leq 1 \) by

\[
(8.13) \quad \beta_s(t) = P_2^{-1}\alpha_1(t)P_2G_2(s\rho(t)\theta_2) \quad \text{for} \ 0 \leq t \leq 1.
\]

Note that \( \beta_0 = P_2^{-1}\alpha_1P_2 \). Since \( \alpha_1 \) is a nondegenerate path in \( \text{Sp}(2n) \), if \( \theta_2 > 0 \) is small, for \( 0 \leq s \leq 1 \) we have

\[
(8.14) \quad \nu_1(\beta_s) = \nu_1(\alpha_1) = 0,
\]

\[
(8.15) \quad i_1(\beta_s) = i_1(\alpha_1).
\]

By §6, we can choose the perturbations and further require \( \theta_2 > 0 \) to be small enough so that when \( s \neq 0 \), the eigenvalue \(-1\) of \( \alpha_1(1) \) is perturbed to eigenvalues of \( \beta_s(1) \) which are completely on the unit circle but not \( k \)th roots of unity, or which are completely on \( \mathbb{R}\setminus\{-1\} \).

**Step 3.** If \( \lambda^{\pm 1} \equiv e^{\pm \sqrt{-1}} \in \sigma(\gamma(1)) \cap (\mathbb{U}\setminus\mathbb{R}) \) are \( k \)th roots of unity, then \( \lambda^{\pm 1} \in \sigma(\beta_s(1)) \) for \( s \in [-1, 1] \). Denote the root vector space belonging to the eigenvalue \( \lambda^{\pm 1} \) of \( \beta_1(1) \) by \( E_{\lambda} \). By §7 there exist a matrix \( P_3 \in \text{Sp}(2n) \) and a one-parameter family of perturbation matrices \( G_3(\theta) \) which is a \( \sigma \)-product of matrices of the forms (7.11) or (7.15), such that \( P_3^{-1}\beta_1(1)P_3G_3(\theta) = P_3^{-1}\beta_1(1)P_3 \) on \( P_3^{-1}E_{\lambda} \), and \( \lambda^{\pm 1} \notin \sigma(P_3^{-1}\beta_1(1)P_3G_3(\theta)) \) with \( 0 < \theta < \theta_3 \) for some \( \theta_3 > 0 \) sufficiently small.

As in Step 2, we define the perturbation paths \( \gamma_s : [0, 1] \to \text{Sp}(2n) \) for \( 0 \leq s \leq 1 \) by

\[
(8.16) \quad \gamma_s(t) = P_3^{-1}\beta_1(t)P_3G_3(s\rho(t)\theta_3) \quad \text{for} \ 0 \leq t \leq 1.
\]

Note that \( \gamma_0 = P_3^{-1}\beta_1P_3 \). Since \( \beta_1 \) is a nondegenerate path in \( \text{Sp}(2n) \), if \( \theta_3 > 0 \) is small enough, for \( 0 \leq s \leq 1 \) we have

\[
(8.17) \quad \nu_1(\gamma_s) = \nu_1(\beta_1) = 0,
\]

\[
(8.18) \quad i_1(\gamma_s) = i_1(\beta_1).
\]

By §7, we can further require \( \theta_3 > 0 \) to be small enough so that when \( s \neq 0 \) the eigenvalue \( \lambda^{\pm 1} \) of \( \beta_1(1) \) is perturbed to eigenvalues of \( \gamma_s(1) \) which are on the unit circle but are not \( k \)th roots of unity.

Repeating this procedure, we can perturb all the eigenvalues of \( \beta_1(1) \) which are nonreal \( k \)th roots of unity away from themselves to nearby suitable values on the unit circle as in §7. We still use \( \gamma_1 \) to denote the final perturbation path.

Note that starting from Step 2, the same procedure also works for the paths \( \alpha_{-1} \) and \( \beta_{-1} \), and we use \( \gamma_{-1} \) to denote the final perturbation path. These paths satisfy

\[
(8.19) \quad \nu_1(\gamma_{\pm 1}) = 0,
\]

\[
(8.20) \quad i_1(\gamma_{-1}) = i_1(\gamma) = i_1(\gamma_1) - \nu_1(\gamma),
\]

\[
(8.21) \nu_k(\gamma_{\pm 1}) = 0.
\]
Step 4. Let $B_\pm(t) = -J\gamma_{\pm 1}(t)\gamma_{\pm 1}^{-1}(t)$ for $t \in [0, 1]$. The smooth perturbation paths $\gamma_{\pm 1}$ we obtained above possess the following properties:

1. They can be chosen to be as close to the given path $\gamma$ as we want by requiring $\max\{|\theta_i| i = 1, 2, 3\} > 0$ to be small enough.
2. $B_\pm \in C(S_1, L_\infty(\mathbb{R}^{2n}))$.
3. They satisfy (8.19)–(8.21).

Combining this with (8.19)–(8.22) yields (8.8), and proves $1^\circ$.

Step 5. By Theorem 4.1 and (3) of Step 4, from the normal forms in the same path-connected component of $\text{Sp}(2n)^k_\theta$ with $\gamma_{\pm 1}(1)$, there exist integers $\mu^\pm$ with $0 \leq \mu^- \leq n$ and integers $t^\pm_j$ with $0 \leq t^\pm_j \leq k - 1$ for $1 \leq j \leq \mu^\pm$, such that

$$i_k(\tilde{\gamma}_{\pm 1}) = k(\gamma_{\pm 1}) - \mu^\pm + \sum_{j=1}^{\mu^\pm} 2t^\pm_j + \mu^\pm.$$  

(8.22)

As in the proof of Lemma 8.2, by the saddle point reduction method of [AZ] we obtain a finite-dimensional subspace $Z$ of $E = L^2(S_k, \mathbb{R}^{2n})$ with $\dim Z = 2d$ for some large integer $d > 0$ and three injective maps $u$ and $u_\pm : Z \to \text{dom}(A)$ with $A = -J\frac{d^2}{dx^2}$, such that the Morse indices $m^+, m^0, \overline{m}^-$, and $m^0_\pm, m^0_\pm, \overline{m}^\pm$ of the functionals

$$a(z) = \frac{1}{2}\langle(A-B)u(z), u(z)\rangle_{L^2}, \quad \forall z \in Z,$$

$$a_\pm(z) = \frac{1}{2}\langle(A-B_{\pm})u_{\pm}(z), u_{\pm}(z)\rangle_{L^2}, \quad \forall z \in Z,$$

at the origin satisfy the following equations:

$$m^+ = d - i_k(\tilde{\gamma}) - \nu_k(\tilde{\gamma}), \quad m^0 = \nu_k(\tilde{\gamma}), \quad m^- = d + i_k(\gamma),$$

(8.23)

$$m^\pm_\pm = d - i_k(\tilde{\gamma}_{\pm 1}), \quad m^0_\pm = 0, \quad m^-_\pm = d + i_k(\tilde{\gamma}_{\pm 1}),$$

(8.24)

where we have used (8.21).

By (1) of Step 4, we obtain

$$m^- \geq m^- \geq m^0 - m^0.$$

Combining this with (8.23), (8.24) and (3) of Step 4 yields

$$i_k(\tilde{\gamma}_{-1}) \geq i_k(\tilde{\gamma}) \geq i_k(\tilde{\gamma}_1) - \nu_k(\tilde{\gamma}).$$

Combining this with (8.19)–(8.22) yields (8.8), and proves $1^\circ$ of Theorem 8.3.

Note that $2^\circ$ and $3^\circ$ are direct consequences of Theorem 4.1.

Step 6. The proof of $4^\circ$ of Theorem 8.3.

Note that $\nu_k = \nu_k(\tilde{\gamma})$ is the total geometric multiplicity of eigenvalues of $\gamma(1)$ which are $k$th roots of unity. Set $\varphi_k = \varphi_k(\gamma(1))$ (given by Definition 7.3).

Now we further require that the path $\gamma_1$ be obtained specifically in the following way:

1. If $\lambda_{\pm 1}^{\pm 1} \in \sigma(\gamma(1))$ is a nonreal $k$th root of unity, then $\theta = 2t\pi/k$ with $1 \leq t \leq k - 1$ and $t \neq k/2$. Thus, by §7, the perturbation we made for small $\tau > 0$ in Step 2 yields that the eigenvalues $e^{\pm i\theta\sqrt{-1}}$ of $\gamma(1)$ are perturbed to simple eigenvalues of $\gamma_1(1)$, which are of the forms (7.12) or (7.12) and (7.16). As in §7, we next use the discussion of (7.13), (7.14), and (7.17)–(7.18). If $M_i$ is a $2 \times 2$ normal Jordan block belonging to $\lambda_{\pm 1}^{\pm 1}$ of $\gamma(1)$, then the perturbation on $M_i$ defined
in Step 2 produces a $2 \times 2$ rotational matrix $R(\theta_i)$ in the normal form of the $k$th nondegenerate matrix $\gamma_1(1)$ as defined in (3.3) or (3.4) such that

$$\theta_i = \frac{2t_i + \chi_i}{k} \pi, \quad 1 \leq t_i \leq k - 1, \quad 0 < \chi_i < 2. \quad (8.25)$$

If $M_i$ is a $2r \times 2r$ normal Jordan block belonging to $\lambda^{\pm 1}$ of $\gamma(1)$ with $r \geq 2$, then the perturbation on $M_i$ defined in Step 2 produces $r$ times $2 \times 2$ rotational matrices $R(\theta_j)$ in the normal form of the $k$th nondegenerate matrix $\gamma_1(1)$ as in (3.3) or (3.4) such that

$$\theta_j = \frac{2t_j + \chi_j}{k} \pi, \quad 1 \leq t_j \leq k - 1, \quad 0 < \chi_j < 2, \quad 1 \leq j \leq r. \quad (8.26)$$

From (8.25), where $r = 1$, and (8.26), in both cases for the block $M_i$ we obtain

$$\sum_{j=1}^{r} 2t_j \geq \dim \text{span}\{\text{eigenvectors belonging to } \lambda^{\pm 1} \text{ of } M_i\}. \quad (8.27)$$

Repeating this procedure for all eigenvalues of $\gamma(1)$ which are nonreal $k$th roots of unity, we obtain that for the part $\gamma_1$ obtained in the first three steps, the part of $\mu^+$ obtained from perturbations of these eigenvalues is not smaller than $\varphi_k$. Note that here $\sigma(\gamma(1))$ may contain other values on the unit circle which are not roots of unity.

$2^\circ$. If $k$ is even and $\omega_1 > 0$, then, as we discussed in (6.13), the eigenvectors $\xi_j$, $1 \leq j \leq r$ for some $r \geq 1$, belonging to the eigenvalue $-1$ corresponding to the index $\omega_0$ can be perturbed to eigenvectors belonging to eigenvalues $\lambda_j^{\pm 1} = e^{\pm \theta_j \sqrt{-1}} \in U \setminus R$ near $-1$ satisfying

$$\theta_j = \frac{2t_j + \chi_j}{k} \pi, \quad \text{with } t_j \geq \frac{k}{2} \geq 1 \text{ and } 0 < \chi_j < 2. \quad (8.28)$$

$3^\circ$. If $k$ is even and $\omega_+ > 0$, similarly by (6.17), the eigenvectors $\xi_j$, $1 \leq j \leq r$ for some $r \geq 1$, belonging to the eigenvalue $-1$ corresponding to the index $\omega_+$ can be perturbed to eigenvectors belonging to eigenvalues $\lambda_j^{\pm 1} = e^{\pm \theta_j \sqrt{-1}} \in U \setminus R$ near $-1$ satisfying

$$\theta_j = \frac{2t_j + \chi_j}{k} \pi, \quad \text{with } t_j \geq 1 \text{ and } 0 < \chi_j < 2. \quad (8.29)$$

Thus by $1^\circ-3^\circ$, we obtain that the path $\gamma_1$ obtained in such a way satisfies

$$\sum_{j=1}^{\mu_+} 2t_j \geq 2\varphi_k + 2\omega_0 + \omega_+ = \nu_k - \nu_1 - \frac{(1 + (-1)^k)}{2} \omega. \quad (8.30)$$

Here we have used Lemma 8.1. This proves $4^\circ$ for the perturbation path $\gamma_1$.

The proof of Theorem 8.3 is complete.

**Corollary 8.4.** Under the assumptions of Theorem 8.3, for any path $\beta$ sufficiently close to $\gamma$ and satisfying $\beta(T) \in \text{Sp}(2n)_k^*$,

$$i_{kT}(\tilde{\beta}) \geq i_{kT} \geq i_{kT}(\tilde{\beta}) - \nu_{kT}, \quad (8.31)$$

$$i_{kT}(\tilde{\beta}) = k(i_T - \mu(\beta)) + \sum_{j=1}^{\mu(\beta)} 2t_j(\beta) + \mu(\beta). \quad (8.32)$$

**Proof.** This follows from the proof for $1^\circ$ of Theorem 8.3. \qed
9. Controlling the minimal period via Maslov-type indices

For given $T > 0$, in order to study the minimal period of a nonconstant $T$-periodic solution of a nonlinear autonomous Hamiltonian system (1.1) via its Maslov-type indices, we first consider the corresponding linearized system, and study the number of iterations of the definition interval of the system via its Maslov-type indices.

Let $B \in C(S_T, \mathcal{L}_s(R^{2n}))$. Denote by $\gamma: [0, T] \to \text{Sp}(2n)$ the fundamental solution on the time interval $[0, T]$ of the linear system

$$\dot{y} = JB(t)y.$$  

(9.1)

As we know, for given $k \in \mathbb{N}$, the path $\tilde{\gamma}: [0, kT] \to \text{Sp}(2n)$ defined by (4.2) is the fundamental solution of (9.1) on the time interval $[0, kT]$. Denote by $(i_{kT}, \nu_{kT}) = (i_{kT}(\gamma), \nu_{kT}(\gamma))$ and $(i_{kT}, \nu_{kT}) = (i_{kT}(\tilde{\gamma}), \nu_{kT}(\tilde{\gamma}))$ the corresponding Maslov-type indices of (9.1).

The first result of this section is the following theorem.

**Theorem 9.1.** Let $B \in C(S_T, \mathcal{L}_s(R^{2n}))$. Suppose for some positive integer $k$ the following condition holds:

$$n + 1 \geq i_{kT}, \quad i_T \geq n, \quad \nu_T \geq 1.$$  

(M1)

Then $k = 1$.

**Proof.** Without loss of generality, we assume $T = 1$. We apply Theorem 8.3 to the system (9.1). Thus the path $\gamma$ can be perturbed to a nearby nondegenerate path $\beta$ such that the integers $\mu(\beta)$ and $t_j(\beta)$ with $1 \leq j \leq \mu(\beta)$, which are determined by a normal form of $\beta(1)$ in $\text{Sp}(2n)_k^*$ as we defined in §3, satisfy

$$\mu(\beta) \leq n - \omega,$$

(9.2)

$$\sum_{j=1}^{\mu(\beta)} 2t_j(\beta) \geq \nu_k - \nu_1 - \frac{1 + (-1)^k}{2} \omega,$$

(9.3)

$$i_k \geq k(i_1 + \nu_1 - \mu(\beta)) + \sum_{j=1}^{\mu(\beta)} 2t_j(\beta) + \mu(\beta) - \nu_k,$$

(9.4)

where $\omega = \omega(\gamma(1))$ is given by Definition 6.3.

Note that (9.2) means that the perturbation path $\beta$ is obtained from $\gamma$ by perturbing all the normal Jordan blocks belonging to the eigenvalue $-1$ of $\gamma(1)$ corresponding to $\omega$ to nearby negative real eigenvalues of $\beta(1)$ away from $-1$. (9.3) means that the perturbation path $\beta$ is obtained from $\gamma$ by perturbing all the normal Jordan blocks belonging to the eigenvalues of $\gamma(1)$ which are $k$th roots of unity to eigenvalues of $\beta(1)$ suitably located on the unit circle away from the original values, and all the normal Jordan blocks belonging to the eigenvalue $-1$ of $\gamma(1)$ not corresponding to $\omega$ to nearby eigenvalues of $\beta(1)$ suitably located on the unit circle away from $-1$. The existence of such a path $\beta$ is proved in Theorem 8.3.

We distinguish two cases.

**Case 1.** $k$ is odd.
By (9.3) and the oddness of $k$, we obtain
\[
\sum_{j=1}^{\mu(\beta)} 2t_j(\beta) \geq \nu_k - \nu_1.
\]
Combining this with (9.2), (9.4), and (M1) yields
\[
\begin{align*}
n + 1 \geq i_k & \geq k(i_1 + \nu_1 - \mu(\beta)) + \mu(\beta) - \nu_1 \\
& \geq n + (k - 1)(n + \nu_1 - \mu(\beta)) \\
& \geq n + (k - 1)\nu_1 \\
& \geq n + (k - 1).
\end{align*}
\]
Thus $k = 1$.

**Case 2.** $k$ is even.

We carry out the proof of this case in two steps.

**Step 1.**

**Claim.** $k \leq 2$.

In fact, if $k \geq 4$, then by (9.3) and the evenness of $k$, we obtain
\[
\sum_{j=1}^{\mu(\beta)} 2t_j(\beta) \geq \nu_k - \nu_1 - \omega.
\]
Combining this with (9.2), (9.4), and (M1) yields
\[
\begin{align*}
n + 1 \geq i_k & \geq k(i_1 + \nu_1 - \mu(\beta)) + \mu(\beta) - \nu_1 - \omega \\
& \geq 4(n + \nu_1 - \mu(\beta)) + \mu(\beta) - \nu_1 - \omega \\
& = (n + 3\nu_1) + (n - \mu(\beta)) + (2n - 2\mu(\beta) - \omega) \\
& \geq n + 3.
\end{align*}
\]
This contradiction yields the claim.

**Step 2.**

**Claim.** $k \neq 2$.

We argue indirectly, and assume $k = 2$. By (9.2)–(9.4) and (M1), we obtain
\[
n + 1 \geq i_2 \geq 2(i_1 + \nu_1 - \mu(\beta)) + \mu(\beta) - \nu_2 \\
\geq 2(i_1 + \nu_1 - \mu(\beta)) + \mu(\beta) - \nu_1 - \omega \\
\geq n + \nu_1 + (n - \mu(\beta) - \omega) \\
\geq n + 1.
\]
(9.5)

Thus, by (9.2), we must have
\[
\begin{align*}
i_1 & = n, \quad \nu_1 = 1, \\
i_2 & = i_2(\beta) - \nu_2 = i_1(\beta) = n + 1, \quad \nu_1(\beta) = 0, \\
\mu(\beta) + \omega & = n.
\end{align*}
\]
Note that $\omega = \omega_2 + \omega_-$. By the definition of the path $\beta$, the eigenvalue $-1$ corresponding to $\omega_2$ is perturbed to nearby real negative eigenvalues on $\mathbb{R} \setminus \{-1\}$. Thus (9.8) and the definition of $\omega_2$ imply that every normal form $M_i \in \text{Sp}(2k_i)$ in (6.22) corresponding to $\omega_2$ must satisfy $k_i = 2$ and $\dim \ker(M_i + I) = 2$.

Now we consider a second nondegenerate perturbation path $\zeta$ of $\gamma$ on $[0, 1]$ that $\zeta$ is obtained in the same way as $\beta$ except that this time we perturb all the normal form blocks belonging to the eigenvalue $-1$ of $\gamma(1)$ corresponding to $\omega$ to nearby eigenvalues on $\mathbb{U} \setminus \mathbb{R}$ of $\zeta(1)$ away from $-1$ so that $\zeta(1)$ has only normal forms of $\odot$-product of $R(\theta)$’s. This can be realized for any normal form $M_i$ corresponding to $\omega_2$ via perturbations in (6.7) and (7.11), and for any normal form $M$ corresponding to $\omega_-$ via perturbations in the subcase 4.3 of §6. We keep such perturbations for the path $\zeta$.

Thus by (9.8) for this path $\zeta$ we have
\begin{equation}
\mu(\zeta) = \mu(\beta) + \omega = n.
\end{equation}
By (9.7),
\begin{equation}
i_1(\zeta) = i_1(\beta) = n + 1, \quad \nu_1(\zeta) = 0.
\end{equation}
Since $\mu(\zeta) = n$ and $i_1(\zeta) = n + 1$ have different parities, this violates Theorem 4.1. Therefore the claim holds.

These two steps of Case 2 show that $k$ cannot be even under the condition (M1). Thus we must have $k = 1$, and the proof is complete.

**Corollary 9.2.** Let $B \in C(S_T, \mathcal{L}_s(\mathbb{R}^{2n}))$. Suppose for some positive integer $k$ the following condition holds:
\begin{equation}
i_T^2 + 1 \geq i_k T, \quad i_T \geq n, \quad \nu_T \geq 1.
\end{equation}
Then $k = 1$.

**Proof.** Set $T = 1$. As in (9.4) we obtain
\begin{align*}
(i_1 - n) + n + 1 & \geq i_k \\
& \geq k(i_1 - n) + k(n + \nu_1 - \mu(\beta)) + \sum_{j=1}^{\mu(\beta)} 2t_j(\beta) + \mu(\beta) - \nu_k.
\end{align*}
Then, similarly to the proof of Theorem 9.1, we get $k = 1$.

A direct consequence of Theorem 9.1 is the following theorem on controlling the minimal period of a given $T$-periodic solution $x_0$ of the nonlinear autonomous Hamiltonian system (1.1) via the estimates of Maslov-type indices of $x_0$.

**Theorem 9.3.** Suppose the following condition holds:
\begin{enumerate}
\item[(H1)] $H \in C^2(\mathbb{R}^{2n}, \mathbb{R})$.
\end{enumerate}
For $T > 0$, let $x_0 \in C^2(S_T, \mathbb{R}^{2n})$ be a $T$-periodic solution of the system (1.1) with minimal period $T/k$ for some $k \in \mathbb{N}$. Let the Maslov-type indices of $x_0$ satisfy the following conditions:
\begin{enumerate}
\item[(X1)] $i_T(x_0) \leq n + 1$.
\item[(X2)] $i_T/k(x_0) \geq n$.
\end{enumerate}
Then $k = 1$, i.e. the solution $x_0$ possesses minimal period $T$.
Proof. Let $\tau = T/k$. Then (X1) and (X2) imply $i_{k\tau}(x_0) \leq n + 1$ and $i_\tau(x_0) \geq n$. Since $x_0$ is a nonconstant $\tau$-periodic solution of (1.1), the function $\dot{x}_0$ is a nonconstant $\tau$-periodic solution of the linear system

$$
(9.11) \quad \dot{y} = JH''(x_0(t))y.
$$

Thus $\nu_\tau(x_0) \geq 1$. Now we can apply Theorem 9.1 to conclude that $k = 1$. \qed

**Corollary 9.4.** Suppose the condition (H1) holds. For $T > 0$, let $x_0 \in C^2(S_T, \mathbb{R}^{2n})$ be a nonconstant $T$-periodic solution of (1.1) which satisfies (X1) and the following conditions:

- (HX1) $H''(x_0(t)) \geq 0$ for every $t \in \mathbb{R}$.
- (HX2) $\int_0^T H''(x_0(t)) \, dt$ is positive definite.

Then $k = 1$, i.e. the solution $x_0$ possesses minimal period $T$.

**Proof.** Suppose that $x_0$ has minimal period $T/k$ for some $k \in \mathbb{N}$. Let $\tau = T/k$.

In the saddle point reduction described in §§2 and 8 for the Hamiltonian function $K(t, y) = \frac{1}{2}H''(x_0(t))y \cdot y$, the space $L = L^2(S_T, \mathbb{R}^{2n})$ possesses an orthogonal decomposition

$$
(9.12) \quad L = L^+ \oplus L^0 \oplus L^-, \quad L^0 = \mathbb{R}^{2n},
$$

such that $\langle Ax, x \rangle$ is positive, null, or negative definite on $L^+, L^0$, or $L^-$ respectively, where $A = -J \frac{\partial H}{\partial \dot{x}}$. Let $P\pm : L \to L^\pm$ be the projectors. Correspondingly, the finite-dimensional space $Z$ has an orthogonal decomposition

$$
(9.13) \quad Z = Z^+ \oplus Z^0 \oplus Z^-, \quad Z^0 = \mathbb{R}^{2n}.
$$

Denote the functional corresponding to $K$ by $a : Z \to \mathbb{R}$. In [AZ], the following inequality is proved (cf. (7.3) of [AZ]):

$$
(9.14) \quad a(z) \leq \frac{1}{2} \langle A(P_-v(z) + z), P_-v(z) + z \rangle - \frac{1}{2} \int_0^T H''(x_0(t))(P_-v(z) + z) \cdot (P_-v(z) + z) \, dt \quad \forall z \in Z.
$$

By (9.14), we obtain that for any $z = z_+ + z_0 \in Z^+ \oplus Z^\prime \setminus \{0\}$

$$
(9.15) \quad a(z) \leq -\frac{1}{2} \|P_-v(z) + z_+\|^2 - \frac{1}{2} \int_0^T H''(x_0(t))(P_-v(z) + z_+ + z_0) \cdot (P_-v(z) + z_+ + z_0) \, dt
$$

$$
= -\frac{1}{2} (\|P_-v(z)\|^2 + \|z_+\|^2)
$$

$$
- \frac{1}{2} \int_0^T H''(x_0(t))(P_-v(z) + z_+ + z_0) \cdot (P_-v(z) + z_+ + z_0) \, dt.
$$

Thus if $\|P_-v(z)\|^2 + \|z_+\|^2 > 0$, by (HX1) we have $a(z) < 0$. On the other hand, if $\|P_-v(z)\|^2 + \|z_+\|^2 = 0$, (9.15) becomes

$$
(9.15) \quad a(z) \leq -\frac{1}{2} \left( \int_0^T H''(x_0(t)) \, dt \right) z_0 \cdot z_0
$$

$$
= -\frac{1}{2k} \left( \int_0^T H''(x_0(t)) \, dt \right) z_0 \cdot z_0 < 0.
$$
Here in the last step we have used (HX2). Thus the negative Morse index \( m^− \) of the functional \( a \) satisfies
\[
(9.16) \quad m^− \geq \dim Z_− + \dim Z_0 = (d − n) + 2n = d + n.
\]
Combining this with Theorem 2.7, we obtain the condition (X2):
\[
(9.17) \quad i^+ (x_0) \geq n.
\]
Now we can apply Theorem 9.3 to conclude that \( k = 1 \), and complete the proof.

10. Applications to autonomous nonlinear Hamiltonian systems

In this section we apply our results to autonomous asymptotically linear Hamiltonian systems defined on \( \mathbb{R}^{2n} \),
\[
(10.1) \quad \dot{x} = JH'(x).
\]
For \( T > 0 \), define
\[
(10.2) \quad S_T (H) = \{ x \in C^1 (S_T, \mathbb{R}^{2n}) | x \neq \text{constant}, x \text{ is a solution of (10.1)} \}.
\]
The main result in this section is the following theorem.

**Theorem 10.1.** Suppose the Hamiltonian function \( H \) satisfies the following conditions:

(H1) \( H \in C^2 (\mathbb{R}^{2n}, \mathbb{R}) \).

(H2) There exists a positive definite matrix \( B \in \mathcal{L}_s (\mathbb{R}^{2n}) \) such that
\[
H'(x) = Bx + o(|x|) \quad \text{as} \quad |x| \to \infty.
\]

(H3) \( H(x) = o(|x|^2) \) near \( x = 0 \).

(H4) \( H(x) \geq 0 \) for all \( x \in \mathbb{R}^{2n} \).

Suppose \( T > 0 \) and the following conditions hold:

(HT1) \( H''(x(t)) \geq 0 \) for every \( x \in S_T (H) \) and \( t \in \mathbb{R} \).

(HT2) \( \int_0^T H''(x(t)) \, dt \) is positive definite for every \( x \in S_T (H) \).

(HT3) \( \nu_T (B) = 0 \).

(HT4) \( i_T (B) > n \).

Then the system (10.1) possesses a solution \( x \) with minimal period \( T \).

In order to prove Theorem 10.1, we need the following well-known Palais-Smale condition and the saddle point theorem.

**Definition 10.2.** A \( C^1 \) real functional \( f \) defined on a real Hilbert space \( E \) is said to satisfy the Palais-Smale condition (PS) on \( E \), if for every sequence \( \{ x_k \} \subset E \) the conditions \( \{|f(x_k)|| \) bounded and \( f'(x_k) \to 0 \) as \( k \to \infty \) imply that \( \{ x_k \} \) possesses a convergent subsequence.

**Theorem 10.3.** Let \( E \) be a real Hilbert space with orthogonal decomposition \( E = X \oplus Y \), where \( \dim X < \infty \). Suppose \( f \in C^2 (E, \mathbb{R}) \), satisfies (PS) and the following conditions.

(F1) There exist \( \rho \) and \( \alpha > 0 \) such that \( f(w) \geq \alpha \forall w \in \partial B_\rho (0) \cap Y \).

(F2) There exist \( e \in \partial B_1 (0) \cap Y \) and \( R > \rho \) such that \( f(w) \leq 0 \forall w \in \partial Q \), where \( Q = (B_R (0) \cap X) \oplus \{ re | 0 \leq r \leq R \} \).

Then:
1°. $f$ possesses a critical value $c \geq \alpha$, which is given by

$$c = \inf_{h \in \Gamma} \max_{w \in Q} f(h(w)),$$

where $\Gamma = \{ h \in C(\overline{Q}, E) | h = \text{id} \text{ on } \partial Q \}$.

2°. There exists an element $w_0 \in K_c \equiv \{ w \in E | f'(w) = 0, f(w) = c \}$ such that the negative Morse index $m^-(w_0)$ of $f$ at $w_0$ satisfies

$$m^-(w_0) \leq \dim X + 1.$$

Remark 10.4. The proof of this theorem can be found in [Ra2], [Gh], [LS], and [So].

Proof of Theorem 10.1. We carry out the proof in several steps.

**Step 1.** In order to use the saddle point reduction method, we need to truncate the function $H$ suitably to get the boundedness of $\|H''\|_C$.

We note that conditions (H2) and (HT4) imply that

$$H(x) = \frac{1}{2} B x \cdot x + o(|x|^2) \quad \text{as } |x| \to \infty,$$

and the existence of constants $\Lambda_0 \geq \lambda_0 > 0$ such that

$$\Lambda_0 I \geq B \geq \lambda_0 I.$$

Thus there exists a constant $k_0 \geq 5$ such that

$$2\Lambda_0 |x|^2 \geq H(x) \geq \frac{\lambda_0}{4} |x|^2 \quad \forall |x| \geq k_0.$$

**Claim.** For any integer $k \geq k_0$, there exist a constant $b(k) \geq 1$ and a function $\chi_k \in C^2([0, +\infty), [0, 1])$ such that

$$\chi_k(r) = 1 \quad \text{for } 0 \leq r \leq k,$$

$$\chi_k(r) = 0 \quad \text{for } k + b(k) \leq r,$$

$$0 \leq -\chi'_k(r) \leq 2/r \quad \text{for } k < r < k + b(k).$$

In fact, we first define $\chi_k = 1$ for $r \in [0, k]$. Then, by induction on integers $m \geq 0$, we can assume that $\chi_k$ has been extended smoothly to $[0, k + m]$ so that

$$0 \leq \chi_k(k + m) \leq \max \left\{ 0, 1 - \sum_{i=1}^{m} \frac{1}{k + i} \right\} = M(k, m),$$

$$0 \leq -\chi'_k(k + m) < \frac{2}{k + m + 1},$$

$$0 \leq -\chi'_k(r) < \frac{1}{k + m} \leq \frac{2}{r} \quad \text{for } k + m - 1 < r \leq k + m.$$ 

Since $\sum_{i \geq 1} \frac{1}{k + i} = +\infty$, there exists an integer $b(k) \geq 3$ such that $M(k, b(k) - 1) = 0$ and $M(k, b(k) - 2) > 0$. Then we slightly modify $\chi_k$ near $k + b(k) - 1$ and extend it to $(k + b(k) - 1, k + b(k)]$ so that (10.10) holds for $m = k + b(k)$ and $\chi_{k+b(k)}(k+b(k)) = \chi'_k(k+b(k)) = \chi''(k+b(k)) = 0$. Finally we extend $\chi_k$ to $(k+b(k), +\infty)$ by (10.8), and obtain the claim.

For $k \geq k_0$ define

$$H_k(x) = \chi_k(|x|)H(x) + \frac{1}{2}(1 - \chi_k(|x|))Bx \cdot x \quad \forall x \in \mathbb{R}^{2n}.$$
Then by (10.5), (10.6), and (10.9), for any $k \geq k_0$

\begin{equation}
2 \Lambda_0 |x|^2 \geq H_k(x) \geq \frac{\lambda_0}{4} |x|^2 \quad \forall |x| \geq k_0,
\end{equation}

\begin{equation}
2 \Lambda_0 |x|^2 + K \geq H_k(x) \geq \frac{\lambda_0}{4} |x|^2 - K \quad \forall x \in \mathbb{R}^{2n},
\end{equation}

and

\begin{equation}
|H'_k(x) - Bx| \leq |\chi_k(|x|)(H'(x) - Bx)| + \left| \chi'_k(|x|)(H(x) - \frac{1}{2} Bx \cdot x) \frac{x}{|x|} \right| \\
\leq |H'(x) - Bx| + 2 \frac{\chi_k}{|x|} |H(x) - \frac{1}{2} Bx \cdot x| \quad \forall |x| > 0,
\end{equation}

where $K = \max_{|x| \leq k_0} H(x)$. Thus by (H2) for $H$ and (10.4) the function $H_k$ satisfies (H2) for the same $B \in L_s(\mathbb{R}^{2n})$, and by (10.14), $H'_k(x)$ converges to $Bx$ as $|x| \to \infty$ uniformly for all $k \geq k_0$. Note that for each $k \geq k_0$, the function $H_k$ satisfies (H1)–(H4), (HT3), and (HT4), and

\begin{equation}
\|H''_k(x)\|_{C(\mathbb{R}^{2n})} < +\infty.
\end{equation}

In Steps 2–6, we shall fix $k \geq k_0$, and prove the existence of a special $T$-periodic solution of the Hamiltonian system

\begin{equation}
\dot{x} = JH'_k(x).
\end{equation}

For notational simplicity, in these steps we shall omit the subscript $k$.

**Step 2.** By (H1) and (10.15), using the saddle point reduction method described in §2 (cf. [AZ]), for the Hilbert space $L = L^2(S_T, \mathbb{R}^{2n})$, we obtain the functional

\begin{equation}
f(x) = \frac{1}{2} \langle Ax, x \rangle_{L^2} - \int_0^T H(x)\, dt
\end{equation}

defined on $E = \text{dom } A = W^{1,2}(S_T, \mathbb{R}^{2n}) \subset L$, and the $C^2$ functional

\begin{equation}
a(z) = f(u(z)) = \frac{1}{2} \langle Au(z), u(z) \rangle_{L^2} - \int_0^T H(u(z))\, dt
\end{equation}

\begin{equation}
= \frac{1}{2} \|P_+ u(z)\|^2 - \frac{1}{2} \|P_- u(z)\|^2 - \int_0^T H(u(z))\, dt
\end{equation}

defined on the finite-dimensional space $Z$ with $2d = \dim Z$. Here $A = -Jd/dt$, and $\|\cdot\|$ is the $W^{1,2,2}(S_T, \mathbb{R}^{2n})$ norm, and $u \in C^1(Z, E)$ is the injective map given by the reduction method. Depending on whether the quadratic form $\langle Ax, x \rangle_{L^2}$ is positive, null, or negative definite, we obtain orthogonal decompositions

\[ L = L^+ \oplus L^0 \oplus L^- \quad \text{and} \quad Z = Z^+ \oplus Z^0 \oplus Z^- . \]

Denote by $P_\pm : L \to L^\pm$, $P_0 : L \to L^0$, and $P : L \to Z$ the projectors. Then $u(z) = v(z) + z$ with $Pv(z) = 0$. In order to apply Theorem 10.3 to the functional $a$ on $Z$, let $X = Z^0 \oplus Z^- \oplus Y = Z^+$. 

**Step 3.** By conditions (H2) and (HT3), it is well known that the functionals $f$ and $a$ satisfy the Palais-Smale condition on $E$ and $Z$ respectively. For details we refer to [CZ], [LZ], and [Lo7].
Step 4. By the condition (H3), we can apply (7.2) of [AZ] to obtain
\begin{equation}
\tag{10.26}
a(z) \geq \frac{1}{2} \langle A(P_+v(z) + z), P_+v(z) + z \rangle_{L^2} + o(\|z\|^2_{L^2}) \quad \text{as } z \to 0 \text{ in } Z.
\end{equation}
Thus there exists \( \rho > 0 \) small enough so that
\begin{equation}
\tag{10.21}
a(z) \geq \frac{1}{2} \|P_+v(z) + z\|^2 + o(\|z\|^2_{L^2})
= \frac{1}{2} \|P_+v(z)\|^2 + \|z\|^2 + o(\|z\|^2_{L^2})
\geq \frac{1}{2}\|z\|^2 = \frac{1}{4} \rho^2 > 0 \quad \forall \|z\| = \rho, \ z \in Z^+.
\end{equation}
Thus condition (F1) holds.

Step 5. By condition (HT4), there exist an element \( y \in Z^+ \) with \( \|y\| = 1 \) and \( \lambda_1 > 0 \) such that
\begin{equation}
\tag{10.22}
(A - B)y = -\lambda_1 y \quad \text{in } E,
\end{equation}
where \( \langle Bx, x \rangle_{L^2} = \int_0^T Bx(t) \cdot x(t) \, dt \) for \( x \in E \). For \( R > 0 \) large (to be determined later) we define
\begin{equation}
\tag{10.23}
Q = \{ z = ry + z_0 + z_- \in Z | z_0 + z_- \in Z^0 \oplus Z^- , \|z_0 + z_-\| \leq R, 0 \leq r \leq R \}.
\end{equation}
Then by (7.3) of [AZ] we obtain
\begin{equation}
\tag{10.24}
a(z) \leq \frac{1}{2} \langle A(P_-v(z) + z), P_-v(z) + z \rangle_{L^2} - \int_0^T H(P_-v(z) + z) \, dt \quad \forall z \in Z.
\end{equation}
Thus
\begin{equation}
\tag{10.25}
a(z) \leq -\frac{1}{2}\|P_-v(z) + z_-\|^2 - \int_0^T H(P_-v(z) + z) \, dt \leq 0 \quad \forall z = z_0 + z_- \in Z^0 \oplus Z^-.
\end{equation}
For \( z = ry + z_0 + z_- \in \partial Q \) we have
\begin{align*}
a(z) &\leq \frac{1}{2} \langle A(P_-v(z) + z), P_-v(z) + z \rangle_{L^2} - \int_0^T H(P_-v(z) + z) \, dt \\
&= \frac{1}{2} \langle A(P_-v(z) + ry + z_-), P_-v(z) + ry + z_- \rangle_{L^2} \\
&\quad - \frac{1}{2} \int_0^T B(P_-v(z) + z) \cdot (P_-v(z) + z) \, dt + o(\|P_-v(z) + z\|^2_{L^2}).
\end{align*}
Here we have used (H2). Thus
\begin{equation}
\tag{10.26}
a(z) \leq -\frac{1}{2}\|P_-v(z) + z_-\|^2 + \frac{r^2}{2}(\langle A - B \rangle y \cdot y)_{L^2} \\
- r \int_0^T By \cdot (P_-v(z) + z_0 + z_-) \, dt \\
- \frac{1}{2} \int_0^T B(P_-v(z) + z_0 + z_-) \cdot (P_-v(z) + z_0 + z_-) \, dt \\
+ o(\|P_-v(z) + z\|^2_{L^2}).
\end{equation}
Note that $x = P_- v(z) + z_0 + z_-$ is orthogonal to $y$ and $Ay$ in $L^2$. We obtain
\begin{equation}
\int_0^T By \cdot x \, dt = - \int_0^T (A - B) y \cdot x \, dt + \int_0^T Ay \cdot x \, dt \\
= \lambda_1 \int_0^T y \cdot x \, dt = 0.
\end{equation}
By (10.5), (10.22), (10.26) and (10.27) we have
\begin{equation}
a(z) \leq - \frac{1}{2} \|P_- v(z) + z_-\|^2 - \lambda_1 \frac{r^2}{2} \|y\|_2^2
\end{equation}
\begin{equation}
- \frac{\lambda_0}{2} \|P_- v(z) + z_0 + z_-\|^2 + o(\|P_- v(z) + z\|_2^2)
\end{equation}
\begin{equation}
\leq - \frac{1}{2} \min \{1, \lambda_0, \lambda_1\} \|P_- v(z) + z\|_2^2 + o(\|P_- v(z) + z\|_2^2).
\end{equation}
Thus by taking $R > 0$ to be large enough we obtain
\begin{equation}
a(z) \leq 0 \quad \forall z = ry + z_0 + z_- \in \partial Q \text{ with } \|z_0 + z_-\| = R \text{ or } r = R.
\end{equation}
Combining (10.25) and (10.29) yields the condition (F2).

\textbf{Step 6.} Now we can apply Theorem 10.3 to obtain a critical point $z \in Z$ of $a$ with $a(z) \geq \frac{1}{2} \rho^2 > 0$, and the Morse index $m^-(x)$ of $a$ with $x = u(z)$ satisfying
\begin{equation}
m^-(x) \leq \dim(Z^0 \oplus Z^-) + 1 = (d - n) + 2n + 1 = d + n + 1.
\end{equation}
Note that $a(z) > 0$ implies $z \not\equiv$ constant, and then $x \not\equiv$ constant. By (H1), (10.14) and Theorem 2.7 we obtain
\begin{equation}
i_T(x) \leq n + 1.
\end{equation}
Thus condition (X1) holds.

So for each $k \geq k_0$, the above proof yields a nonconstant $T$-periodic solution $x_k$ of (10.16) which satisfies (10.31).

\textbf{Step 7.}

\textbf{Claim.} There exists a constant $k_1 \geq k_0$ such that for any $k \geq k_1$, if $x_k$ is a $T$-periodic solution of the system (10.16), then it is also a $T$-periodic solution of (10.1).

In fact, by (HT3) there exists a constant $\alpha > 0$ such that
\begin{equation}
\|(A - B)y\|_{L^2} \geq 2\alpha \|y\|_{L^2} \quad \forall y \in E.
\end{equation}
Fix $k \geq k_0$. Let $g_k(y) = \int_0^T H_k(y(t)) \, dt$ for $y \in L$. Then $g_k$ is $C^1$ on $L$. By (H2) and (10.13), as proved in §5.5 and §5.12 of [AZ], we obtain
\begin{equation}
\|g'_k(y) - By\|_{L^2} / \|y\|_{L^2} \to 0
\end{equation}
for $\|y\|_{L^2} \to \infty$, and $y \in L$ uniformly in $k \geq k_0$. Thus there exists a constant $k_2 \geq k_0$, independent of the choice of $k$, such that
\begin{equation}
\|g'_k(y) - By\|_{L^2} \leq \alpha \|y\|_{L^2} \quad \forall \|y\|_{L^2} \geq k_2, \, y \in L.
\end{equation}
Denote by $f_k$ the functional defined by (10.17) with respect to $H_k$. Combining (10.32) and (10.34), we obtain
\begin{equation}
\|f'_k(y)\|_{L^2} \geq \|(A - B)y\|_{L^2} - \|g'_k(y) - By\|_{L^2} \geq \alpha \|y\|_{L^2} \quad \forall \|y\|_{L^2} \geq k_2, \, y \in E.
\end{equation}
Thus for any $k \geq k_0$ and any critical point $x_k \in E$ of $f_k$ we must have
\begin{equation}
\|x_k\|_{L^2} \leq k_2.
\end{equation}
That is, for any $k \geq k_0$, every $T$-periodic solution $x_k$ of (10.16) must satisfy (10.36).

Then by (10.13), (10.16), and (10.36), for every $t \in \mathbb{R}$
\begin{equation}
TH_k(x_k(t)) = \int_0^T H_k(x_k(s)) \, ds 
\leq TK + 2\Lambda_0 \int_0^T |x_k(s)|^2 \, ds 
\leq TK + 2\Lambda_0 k_2^2.
\end{equation}
Combining (10.37) with (10.13) again yields
\begin{equation}
T_5 \lambda_0 |x_k(t)|^2 \leq K + TK + 2\Lambda_0 k_2^2 \quad \forall t \in \mathbb{R}.
\end{equation}
This yields a uniform estimate of the $C$-norm for all $T$-periodic solutions of (10.16) with $k \geq k_0$:
\begin{equation}
\|x_k(\cdot)\|_{C(S_T)} \leq 1 + \sqrt{\frac{5}{T\lambda_0} (K + TK + 2\Lambda_0 k_2^2)}.
\end{equation}
Setting $k_1$ equal to the right-hand side of (10.39) proves the claim.

**Step 8.** The above proof yields a nonconstant $T$-periodic solution $x$ of (10.1), which satisfies (10.31), i.e. (X1). Note that (HT1) and (HT2) imply (HX1) and (HX2). Thus by Corollary 9.4 the solution $x$ possesses minimal period $T$.

The proof is complete. □

The following corollary gives more accessible sufficient conditions for the existence of solutions with prescribed minimal period.

**Corollary 10.5.** For $T > 0$, suppose the Hamiltonian function $H$ satisfies (H1)–(H3), (HT3), (HT4), and the following conditions:
\begin{itemize}
  \item [(H5)] $H''(x) \geq 0$ for all $x \in \mathbb{R}^{2n}$.
  \item [(H6)] The set $D = \{ x \in \mathbb{R}^{2n} | H'(x) \neq 0, 0 \in \sigma(H''(x)) \}$ is hereditarily disconnected, i.e. every connected component of $D$ contains only one point.
\end{itemize}

Then the system (10.1) possesses a $T$-periodic solution $x$ with $T$ as its minimal period.

**Proof.** Note that (H4) follows from (H1), (H3), and (H5). (HT1) follows from (H5). Let $x \in S_T(H)$. Since $x \neq$ constant, $H'(x(t)) \neq 0$ for all $t \in \mathbb{R}$. Thus \{x(t)\}$0 \in \sigma(H''(x(t))), t \in \mathbb{R}\}$ is a subset of $D$, hence is hereditarily disconnected. This implies (HT2). Now we can apply Theorem 10.1 to complete the proof. □

**Remark 10.6.** In Theorem IV.4 of [EH], the same conclusion of Corollary 10.5 is proved under (H1)–(H3), (HT3), (HT4), and the condition
\begin{itemize}
  \item [(H7)] $H''(x) \geq g(x)I$ for all $x \neq 0$, where $g$ is some continuous function on $\mathbb{R}^{2n}$ with $g(x) > 0$ for $x \neq 0$.
\end{itemize}
Clearly our conditions (H5) and (H6) are weaker than (H7). For example, (H5) and (H6) allow the Hamiltonian function $H$ to be identically zero near the origin, and allow $H''(x) = 0$ on some points in $\mathbb{R}^{2n}$. Thus our Corollary 10.5 gives a strict generalization of Theorem IV.4 of [EH].
11. Applications to Hamiltonian systems on \( \mathbb{R}^2 \)

In this section we apply the iteration formula for the Maslov-type index theory to Hamiltonian systems defined on \( \mathbb{R}^2 \) with no convexity type conditions, and exhibit some counterexamples in higher-dimensional cases. We consider first the linear Hamiltonian system

\[
\dot{x} = JB(t)x, \quad x \in \mathbb{R}^2.
\]  

(11.1)

For \( T > 0 \), denote by \( \gamma : [0, T] \rightarrow \text{Sp}(2) \) the fundamental solution, and by \((i_T, \nu_T) = (i_T(\gamma), \nu_T(\gamma))\) the Maslov-type index of (11.1). One of the main results in this section is the following theorem.

**Theorem 11.1.** For \( T > 0 \) and \( k \in \mathbb{N} \), suppose \( B \in C(S_T, \mathcal{L}_s(\mathbb{R}^2)) \), and

\[
2 - \nu_{kT} \leq i_{kT} \leq 2 \quad \text{and} \quad \nu_T \geq 1.
\]  

(M3)

Then \( k = 1 \).

**Proof.** Without loss of generality, we suppose \( T = 1 \). Since \( \nu_1 \geq 1 \), as in \( \S \,2 \), we define two nondegenerate perturbation paths \( \gamma^\pm \equiv \gamma_{\pm 1} \) of \( \gamma \) by (2.4). Using the notation defined in the earlier sections, we set \( \mu^\pm \equiv \mu(\gamma^\pm) \), and if this number is positive, the matrix \( \gamma^\pm(1) \) has a normal form \( R(\theta^\pm) \), where

\[
\theta^\pm = \frac{2t^\pm + \chi^\pm}{k} \pi, \quad 0 \leq t^\pm \leq k - 1, \quad 0 < \chi^\pm < 2.
\]

Set \( i_1^\pm = i_1(\gamma^\pm) \), and denote by \( \tilde{\gamma}^\pm \) the extension of \( \gamma^\pm \) to the interval \([0, k] \).

By the discussion in [Lo2], \( \text{Sp}(2)_0 \{I\} \) consists of two path-connected components each of which is homeomorphic to \( \mathbb{R}^2 \{0\} \). Denote them by

\[
\text{Sp}(2)_0^\pm = \{M \in \text{Sp}(2)_0 \{I\} | \sigma(MR(\theta)) \subset U \setminus \mathbb{R} \text{ for } 0 < \pm \theta \leq \frac{\pi}{2}\}.
\]

To continue the proof we distinguish three cases:

**Case 1.** \( \gamma(1) = I \). In this case, we have \( \nu_1 = \nu_k = 2 \). By direct computations (cf. [Lo1, Lo2]), we obtain

\[
\mu^+ = 1, \quad t^+ = 0, \quad i_1^+ = i_1 + \nu_1 = i_1 + 2,
\]  

(11.2)

\[
\mu^- = 1, \quad t^- = k - 1, \quad i_1^- = i_1.
\]  

(11.3)

Note that the values of \( t^\pm \) can also be obtained directly from the discussion in [Lo2].

Thus by 1° of Theorem 8.3 we have

\[
k(i_1^- - \mu^-) + 2t^- + \mu^- \geq i_k \geq k(i_1^+ - \mu^+) + 2t^+ + \mu^+ - \nu_k.
\]  

(11.4)

Together with (11.2) and (11.3) we obtain

\[
i_k = k(i_1 + 1) - 1.
\]  

(11.5)

By the conditions (M3) and \( \nu_k = 2 \) we obtain

\[
0 \leq i_k = k(i_1 + 1) - 1 \leq 2.
\]

This implies that

\[
1 \leq k(i_1 + 1) \leq 3.
\]  

(11.6)

Thus we must have \( i_1 \geq 0 \) and \( k \leq 3 \). If \( i_1 = 0 \), then (11.1) yields \( \mu^+ = 1 \) and \( i_1^+ = 2 \). This contradicts Theorem 4.1. Therefore \( i_1 \geq 1 \). By (11.6) we obtain \( k = 1 \).
Case 2. $\gamma(1) \in \text{Sp}(2)_{0}^{+}$. In this case we have $\nu_1 = \nu_k = 1$. By computations (cf. [Lo1, Lo2]), we obtain

\begin{align}
\mu^+ &= 1, \quad t^+ = 0, \quad i_1^+ = i_1 + \nu_1 = i_1 + 1, \\
\mu^- &= 0, \quad i^-_1 = i_1.
\end{align}

Thus by $1^\circ$ of Theorem 8.3,

\begin{align}
k(i^-_1 - \mu^-) + \mu^- &\geq i_k \geq k(i^+_1 - \mu^+) + 2t^+ + \mu^+ - \nu_k.
\end{align}

Together with (11.7) and (11.8) we obtain

\begin{align}
i_k &= ki_1.
\end{align}

By the conditions (M3) and $\nu_k = 1$ we obtain

\begin{align}
1 \leq i_k = ki_1 \leq 2.
\end{align}

Thus we must have $i_1 \geq 1$ and $k \leq 2$. If $i_1 = 1$, then (11.7) yields $\mu^+ = 1$ and $i_1^+ = 2$. This contradicts Theorem 4.1. Therefore $i_1 \geq 2$. By (11.11) we obtain $k = 1$.

Case 3. $\gamma(1) \in \text{Sp}(2)_{0}^{-}$. In this case, we have $\nu_1 = \nu_k = 1$. By computations (cf. [Lo1, Lo2]) we obtain

\begin{align}
\mu^+ &= 0, \quad i_1^+ = i_1 + \nu_1 = i_1 + 1, \\
\mu^- &= 1, \quad t^- = k - 1, \quad i^-_1 = i_1.
\end{align}

Thus, by $1^\circ$ of Theorem 8.3,

\begin{align}
k(i^-_1 - \mu^-) + 2t^- + \mu^- &\geq i_k \geq k(i^+_1 - \mu^+) + \mu^+ - \nu_k.
\end{align}

Together with (11.12) and (11.13) we obtain

\begin{align}
i_k &= k(i_1 + 1) - 1.
\end{align}

By the conditions (M3) and $\nu_k = 1$ we obtain

\begin{align}
1 \leq i_k = k(i_1 + 1) - 1 \leq 2.
\end{align}

Then

\begin{align}
2 \leq k(i_1 + 1) \leq 3.
\end{align}

Thus we must have $i_1 \geq 0$ and $k \leq 3$. If $i_1 = 0$, then (11.13) yields $\mu^- = 1$ and $i^-_1 = 0$. This contradicts Theorem 4.1. Therefore $i_1 \geq 1$. By (11.16) we obtain $k = 1$.

The proof is complete. $\square$

Next we apply Theorem 11.1 to the autonomous asymptotically linear Hamiltonian systems defined on $\mathbb{R}^2$,

\begin{align}
\dot{x} &= JH'(x), \quad x \in \mathbb{R}^2.
\end{align}

**Theorem 11.2.** Suppose the Hamiltonian function $H$ satisfies condition (H1). For $T > 0$, let $x \in C^2(S_T, \mathbb{R}^2)$ be a nonconstant $T$-periodic solution of the system (11.17). Let the Maslov-type index of $x$ satisfy the following condition:

\begin{align}
(X3) \quad 2 - \nu_T(x) \leq i_T(x) \leq 2.
\end{align}

Then the solution $x$ possesses minimal period $T$.
Proof. Let $\tau = T/k$ be the minimal period of $x$ for some $k \in \mathbb{N}$. Then (X3) implies that $2 - \nu_{k\tau}(x) \leq i_{k\tau}(x) \leq 2$. Since $x$ is a nonconstant $\tau$-periodic solution of the autonomous system (11.16), we obtain $\nu_{\tau}(x) \geq 1$. Thus Theorem 11.1 yields $k = 1$.

To continue the discussion, we need the following definition and the saddle point theorem.

**Definition 11.3** (Definition 3.4 of [Gh]). Let $E$ be a $C^2$-Riemannian manifold, $B$ a closed subset of $E$. A family $\mathcal{F}(\alpha)$ is said to be a homological family of dimension $q$ with boundary $B$ if for some nontrivial class $\alpha \in H_q(E, B)$ the family $\mathcal{F}(\alpha)$ is defined by

$$\mathcal{F}(\alpha) = \{ A \subset E | \alpha \text{ is in the image of } i_*: H_q(A, B) \to H_q(E, B) \},$$

where $i_*$ is the homomorphism induced by the immersion $i: A \to E$.

**Theorem 11.4** (Corollary 3.13 of [Gh]). As in Definition 11.3, for given $E$, $B$ and $\alpha$, let $\mathcal{F}(\alpha)$ be a homological family of dimension $q$ with boundary $B$. Suppose that $f \in C^2(E, \mathbb{R})$ satisfies condition (PS). Define

$$c \equiv c(f, \mathcal{F}(\alpha)) = \inf_{A \in \mathcal{F}(\alpha)} \sup_{x \in A} f(x).$$

Suppose that $\sup_{x \in B} f(x) < c$ and $f'$ is Fredholm on

$$\mathcal{K}_c = \{ x \in E | f'(x) = 0, f(x) = c \}.$$

Then there exists $x \in \mathcal{K}_c$ such that the Morse indices $m^-(x)$ and $m^0(x)$ of the functional $f$ at $x$ satisfy

$$q - m^0(x) \leq m^-(x) \leq q.$$

Now we apply Theorems 11.2 and 11.4 to the nonlinear system (11.17).

**Theorem 11.5.** Suppose that for $T > 0$ the Hamiltonian function $H$ satisfies the conditions (H1)–(H4), (HT3), and (HT4). Then the system (11.17) possesses a periodic solution $x$ with minimal period $T$.

**Proof.** Since the proof is very similar to that of Theorem 10.1, we are very sketchy here. As in the proof of Theorem 10.1, we define a truncation function $H_k$ of $H$ so that $\|H_k\|_{C < +\infty}$, and apply the saddle point reduction method to the problem. Let $E = Z$ with $2d = \dim Z$, as in the proof of Theorem 10.1. Let $B = \partial Q$ and $\alpha = [Q] \in H_{d+2}(Z, B)$, where $Q$ is the closed cube defined by (10.23). Then $\alpha$ is nontrivial, and $\mathcal{F}(\alpha)$ defined by (11.18) is a homological family of dimension $d + 2$ with boundary $B$. As we proved in Theorem 10.1, the functional $\alpha$ defined by (10.18) satisfies the (PS) condition. It is well known that $a'$ is Fredholm on $\mathcal{K}_c$ defined by (11.20) and (11.19). By Steps 4 and 5 of the proof of Theorem 10.1, we obtain

$$\sup_{z \in B} a(z) < 0 < c(a, \mathcal{F}(\alpha)).$$

Thus by Theorem 11.4, we obtain a critical point $z \in Z$ of the functional $a$, and $x = u(z)$ is a nonconstant $T$-periodic solution of (10.17) which satisfies

$$d + 2 - m^0(x) \leq m^-(x) \leq d + 2.$$
Thus, earlier sections, we define a path $A$ where
\begin{equation}
\gamma(t) = F(t) \circ \cdots \circ F_m(t) \circ Q_1(t) \circ \cdots \circ Q_m(t) \circ \bar{D}(2^{-1}) \circ \cdots \circ \bar{D}(2^{-1}),
\end{equation}
where $F(t) = R(2\pi t)$ and $Q_i(t) = R((\theta - 2\pi)t)$ for $1 \leq i \leq m$, and $\bar{D}(2^{-1})$ is defined by (3.2). Let $B(t) = -J\gamma(t)\gamma^{-1}(t)$ for $0 \leq t \leq 1$. Then
\begin{equation}
B \equiv B(t) \equiv A_1 \circ \cdots \circ A_m \circ B_1 \circ \cdots \circ B_m \circ D_-(\log 2) \circ \cdots \circ D_-(\log 2),
\end{equation}
where $A_i = 2\pi I$ and $B_i = (\theta - 2\pi)I$ for $1 \leq i \leq m$, and $D_-(\log 2)$ is defined by (4.11). Note that $\gamma(t)$ is the fundamental solution of the linear system
\[\dot{x} = JBx, \quad x \in \mathbb{R}^{2n}.\]

By direct computations (cf. [Lo1, Lo2]) we obtain
\begin{equation}
i_1(\gamma) = m(2 - 1) + m(1 - 2) = 0, \quad \nu_1(\gamma) = 2m \geq 2,
\end{equation}
\begin{equation}
i_k(\bar{\gamma}) = m(2k - 1) + m(2 + 1 - 2k) = 2m, \quad \nu_k(\bar{\gamma}) = 2m.
\end{equation}
Thus
\begin{equation}
n + 1 - \nu_k(\bar{\gamma}) \leq i_k(\bar{\gamma}) \leq n + 1 \quad \text{and} \quad \nu_1(\gamma) \geq 1.
\end{equation}
Therefore when $n \geq 2$, the condition (11.27) does not yield any bound on $k$ in terms of $n$ in general.
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