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Abstract. We show that nontrivial isospectral deformations of a big class of compact Riemannian two-step nilmanifolds can be distinguished from trivial deformations by the behaviour of bundle Laplacians on certain non-flat hermitian line bundles over these manifolds.

Introduction

Let $N$ be a simply-connected nilpotent Lie group, $\Gamma$ a cocompact discrete subgroup of $N$, and $g$ a left invariant metric on $N$ which thus descends to a metric, again denoted by $g$, on $\Gamma \backslash N$. Let $\Phi_t$ be a continuous family of so-called $\Gamma$-almost inner automorphisms (see Definition 1.2). Then a theorem of C. Gordon and E. Wilson ([GW], 1984) implies that $(\Gamma \backslash N, \Phi_t^* g)$ is an isospectral deformation; i.e., the metrics in this continuous family all have the same spectrum for the Laplacian acting on functions. Moreover, such a deformation is nontrivial (i.e., the manifolds involved are not pairwise isometric) except in the case where the $\Phi_t$ differ from each other by inner automorphisms. By results of D. DeTurck and C. Gordon ([DG1], [DG2]), the $(\Gamma \backslash N, \Phi_t^* g)$ are even strongly isospectral; i.e., they are isospectral also for every other natural elliptic operator, for example for the Laplacian acting on $p$-forms.

On the other hand, H. Ouyang and H. Pesce [OP] proved that in the case where the Lie group $N$ is two-step nilpotent, every continuous family of metrics $g_t$ on $\Gamma \backslash N$ which are induced from left invariant metrics on $N$ and which are pairwise isospectral for the Laplacian on functions must arise in the above way. In particular, two-step nilpotency of $N$ implies that every continuous family of isospectral left invariant metrics $g_t$ on $\Gamma \backslash N$ is also strongly isospectral. Hence it is not possible to distinguish the nontrivial ones among these deformations from the trivial ones by studying the spectrum of other natural elliptic operators over the underlying Riemannian manifolds.

Although it is often possible to detect the changing geometry in isospectral deformations by direct geometric approaches (see for example [DGGW1], [DGGW2], [Sch]), it is interesting to see if one can distinguish the manifolds by spectral properties as well. P. Gilkey raised the question of whether for the above isospectral deformations $(\Gamma \backslash N, \Phi_t^* g)$ this can be done by studying the Laplacian acting on other flat vector bundles over these manifolds; he had shown in [Gi] that Ikeda's...
examples of isospectral lens spaces \([I_k]\) can be distinguished by the spectra of certain operators with coefficients in flat bundles. But it turns out (see \([GOS]\)) that the above deformations are isospectral also for the Laplacian on every flat vector bundle over the underlying manifolds.

This is the motivation for considering non-flat hermitian line bundles \(E\) over the base manifold \(\Gamma \backslash N\). If \((\Gamma \backslash N, \Phi^*_tg)\) is an isospectral deformation as above and \(\nabla_t\) is a family of metric connections on \(E\), consider the bundle Laplacian associated with \(\Phi^*_tg\) and \(\nabla_t\). Its spectrum can in general be either constant or nonconstant in \(t\), depending on the choice of the family \(\nabla_t\); He Ouyang studied several explicit examples in the two-step nilpotent case in \([Ou]\).

But suppose one can find a hermitian line bundle \(E\) over \(\Gamma \backslash N\) such that no choice of metric connections \(\nabla_t\) leads to isospectral bundle Laplacians on \(E\). Then this will indeed spectrally detect the nontriviality of the underlying deformation \((\Gamma \backslash N, \Phi^*_tg)\), as desired.

The question of whether for every nontrivial isospectral deformation \((\Gamma \backslash N, \Phi^*_tg)\) of a two-step nilmanifold \(\Gamma \backslash N\) there exists a hermitian line bundle \(E\) over \(\Gamma \backslash N\) with the above property was raised by C. Gordon (in a slightly more special version) and remained open in Ouyang’s work \([Ou]\).

The goal of this paper is to give an affirmative answer (Theorem 1.15) to this question under a certain generic condition on \(\Gamma \backslash N\) and under certain restrictions on the choice of the family \(\nabla_t\) (namely, the \(\nabla_t\) are required to be invariant in the sense of Definition 1.13(i) and to depend continuously on \(t\) in the sense of Definition 1.13(ii)). These restrictions on the family \(\nabla_t\) do not change the fact that the existence of a bundle \(E\) as in our theorem is a property which spectrally distinguishes nontrivial underlying deformations from trivial ones. The additional condition assumed for \(\Gamma \backslash N\) is that \(N\) should not admit any 4-fold \(\Gamma\)-almost inner automorphisms (see Definition 1.2(ii)) which are not inner. We conjecture that this condition is actually unnecessary.

In the proof of the theorem, as well as in the definition of invariant connections in 1.13 we use the fact that the \(S^1\)-principal bundle associated with \(E\) is always isomorphic to a bundle of the form \(\tilde{\pi} : \tilde{\Gamma} \backslash \tilde{N} \rightarrow \Gamma \backslash N\), where \(\tilde{N}\) is a one-dimensional central extension of \(N\), and \(\tilde{\Gamma}\) is a cocompact discrete subgroup of \(\tilde{N}\) such that \(\tilde{\pi}(\tilde{\Gamma}) = \Gamma\).

The paper is organized as follows:

In §1, we begin by giving the necessary background on isospectral deformations via almost inner automorphisms, the bundle Laplacian on hermitian line bundles, and principal \(S^1\)-bundles over compact nilmanifolds. Our main result (Theorem 1.15) is then first stated in an a priori weaker formulation (Theorem 1.7). After making the necessary definitions we give the more intrinsic formulation 1.15, which we finally show to be equivalent to 1.7.

In §2 we construct, for any given two-step nilpotent Lie group \(N\) and a cocompact discrete subgroup \(\Gamma\) of \(N\), certain one-dimensional central extensions \(\tilde{N}\) and \(\tilde{\Gamma}\) as above such that \(\tilde{N}\) is again two-step nilpotent and such that no automorphism of \(N\) which is not 4-fold \(\Gamma\)-almost inner can be extended to a \(\tilde{\Gamma}\)-almost inner automorphism of \(\tilde{N}\) (Theorem 2.2).

In §3 we then show that — after eventually refining \(\tilde{\Gamma}\) — the hermitian line bundle \(E\) associated with the \(S^1\)-principal bundle \(\tilde{\Gamma} \backslash \tilde{N}\) satisfies indeed the statement of the theorem. Note that the bundle Laplacian on \(E\) is — up to the addition of some
constant multiple of the identity — unitarily equivalent to the Laplacian acting on a certain subspace of functions on $\tilde{\Gamma} \backslash \tilde{N}$, where $\tilde{\Gamma} \backslash \tilde{N}$ is endowed with a certain Riemannian metric associated with the metric on the base manifold and the bundle connection. Since $\tilde{\Gamma} \backslash \tilde{N}$ was constructed in §2 to be two-step nilpotent, we can use H. Pesce’s [Pe] calculations concerning the spectrum of two-step nilmanifolds in order to achieve the goal of §3.

The author would like to thank Carolyn Gordon for drawing her attention to this problem and for several helpful discussions. Moreover she would like to thank Dartmouth College for its hospitality.

1. Preliminaries and formulation of the Main Theorem

Isospectral deformations of compact nilmanifolds.

Let $(M, g)$ be a compact Riemannian manifold, and let $\Delta_g$ be the Laplacian acting on functions by

$$(\Delta_g f)(p) := -\sum_{i=1}^{n} \frac{d^2}{dt^2} f(c_i(t))$$

for $p \in M$, where the $c_i$ are geodesics starting in $p$ such that $\{\dot{c}_1(0), \ldots, \dot{c}_n(0)\}$ is an orthonormal basis for $T_pM$. The discrete sequence $0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots \to \infty$ of the eigenvalues of $\Delta_g$, counted with the corresponding multiplicities, is called the spectrum of $(M, g)$. Two compact Riemannian manifolds are said to be isospectral if their spectra are equal.

In the following, let $N$ be a simply-connected nilpotent Lie group with Lie algebra $\mathfrak{N}$. Note that in this case, the group exponential map $\exp : N \to N$ is a diffeomorphism. Denote its inverse by $\log$.

1.1 Remark. If $N$ admits a basis $\mathcal{B}$ with respect to which the structure coefficients are rational, then the set $\exp(\mathcal{B}) \subset N$ generates a cocompact discrete subgroup $\Gamma$ of $N$. Conversely, if $N$ admits a cocompact discrete subgroup $\Gamma$, then $\Span \mathbb{Z}(\log \Gamma)$ is a lattice of full rank in $\mathfrak{N}$, each of whose elements is a rational multiple of an element of $\log \Gamma$; the structure coefficients with respect to any basis of this lattice are rational. (See [Ra] for these facts.) We call $X \in \mathfrak{N}$ a $\Gamma$-rational vector if $X \in \Span \mathbb{Q}(\log \Gamma)$, and a linear subspace of $\mathfrak{N}$ is called $\Gamma$-rational if it is spanned by $\Gamma$-rational vectors, or equivalently, if it is spanned by elements of $\log \Gamma$.

In the following, let $\Gamma$ be a cocompact discrete subgroup of $N$.

1.2 Definition. (i) The group $\text{AIA}(N; \Gamma)$ of $\Gamma$-almost inner automorphisms of $N$ and the Lie algebra $\text{AID}(N; \Gamma)$ of $\Gamma$-almost inner derivations of $N$ are defined as follows:

$$\text{AIA}(N; \Gamma) := \{ \Phi \in \text{Aut}(N) \mid \forall \gamma \in \Gamma \exists a \in N : \Phi(\gamma) = a\gamma a^{-1} \},$$

$$\text{AID}(N; \Gamma) := \{ \varphi \in \text{Der}(N) \mid \forall X \in \log \Gamma \exists A \in N : \varphi(X) = [A, X] \}.$$  

(ii) An automorphism $\Phi$ of $N$, resp. derivation $\varphi$ of $\mathcal{N}$, is called $p$-fold ($\Gamma$-)almost inner if for every $p$-dimensional ($\Gamma$-rational) subspace $U \in \mathfrak{N}$ there exists $a \in N$ such that $\Phi|_U = \text{Ad}_a|_U$, resp. there exists $A \in \mathcal{N}$ such that $\varphi|_U = \text{ad}_A|_U$.

According to [Go], $\text{AIA}(N; \Gamma)$ is a Lie subgroup of $\text{Aut}(N)$, contained in the subgroup of unipotent automorphisms, and its Lie algebra is $\text{AID}(N; \Gamma)$; more precisely, $\text{AID}(N; \Gamma) = \{ \log \Phi \mid \Phi \in \text{AIA}(N; \Gamma) \}$. It is easy to see that the same
holds for the $p$-fold $\Gamma$-almost inner automorphisms and derivations. The group $\text{Inn}(N)$ of inner automorphisms is clearly contained in $\text{AIA}(N; \Gamma)$; in general, this inclusion is nontrivial. Note that $\text{AIA}(N; \Gamma)$ just consists of the 1-fold $\Gamma$-almost inner automorphisms.

Every left invariant metric $g$ on $N$ descends to a metric on the compact manifold $\Gamma \backslash N$. By abuse of notation we will call this metric left invariant again, and we will denote it by the same name as its pullback to $N$. For $\Phi \in \text{Aut}(N)$ the metric $\Phi^*g$ is again left invariant and thus descends to the compact manifold $\Gamma \backslash N$.

1.3 Theorem ([GW], [DG2], [Go]). If $\Phi \in \text{AIA}(N; \Gamma)$ and $g$ is left invariant, then the Riemannian nilmanifolds $(\Gamma \backslash N, g)$ and $(\Gamma \backslash N, \Phi^*g)$ are isospectral.

In particular, if $\Phi_t$ is a continuous family of automorphisms in $\text{AIA}(N; \Gamma)$ with $\Phi_0 = \text{Id}$, then $(\Gamma \backslash N, \Phi_t^*g)$ is an isospectral deformation. This deformation is called trivial if the manifolds involved are pairwise isometric. As shown in [GW], $(\Gamma \backslash N, \Phi_t^*g)$ is a trivial deformation if and only if $\Phi_t \in \text{Inn}(N)$ for every $t$.

Now assume that $N$ is two-step nilpotent; i.e., we have $[N, N] \subseteq Z$, where $Z$ denotes the center of $N$. In this case it is known that the above method is the only way of constructing isospectral deformations $(\Gamma \backslash N, g_t)$ with left invariant metrics $g_t$.

1.4 Theorem ([Pe], [Ou], [OP]). Let $N$ be two-step nilpotent, $\Gamma$ a cocompact discrete subgroup of $N$, and $g_t$ a continuous family of left invariant metrics such that $(\Gamma \backslash N, g_t)$ is an isospectral deformation. Then there exists a continuous family $\Phi_t \in \text{AIA}(N; \Gamma)$ with $\Phi_0 = \text{Id}$ and $g_t = \Phi_t^*g_0$.

The bundle Laplacian on hermitian line bundles.

Let $M$ be a smooth manifold, and let $\pi : E \to M$ be a complex line bundle over $M$. Assume that $E$ is endowed with a smooth hermitian fiber metric $\langle \cdot, \cdot \rangle$. Let $P := \{u \in E \mid \langle u, u \rangle = 1\} \subset E$. Obviously $P$ can be considered as a principal $S^1$-bundle with which $E$ is associated via the canonical representation $S^1 \to U(1)$.

Denote the space of smooth sections of $E$ by $\mathcal{E}(E)$. There is a canonical bijection $\alpha : \mathcal{E}(E) \to C(P)^{S^1}$, where

\begin{equation}
C(P)^{S^1} := \{f \in C^\infty(P, \mathbb{C}) \mid f(uz) = z^{-1} \cdot f(u) \ \forall u \in P \ \forall z \in S^1\}.
\end{equation}

For $\Psi \in \mathcal{E}(E)$ the function $f = \alpha(\Psi) \in C(P)^{S^1}$ is given by the condition $\Psi(\pi(u)) = u \cdot f(u)$ for all $u \in P$.

There is a canonical correspondence between connections in $P$ (that is, $S^1$-invariant distributions on $P$ which are complementary to the fiber direction) and metric connections on $E$. In the following, consider a given connection $\mathcal{H}$ in $P$ and the corresponding metric connection $\nabla$ on $E$. Denote the space of smooth vector fields on $M$ by $\mathcal{V}(M)$, and denote the unique $\mathcal{H}$-horizontal lift of $X \in \mathcal{V}(M)$ to $P$ by $X^*$. Then we have (see [KN])

\begin{equation}
\alpha(\nabla_X(\alpha^{-1}(f))) = X^*(f) \quad \text{for all } X \in \mathcal{V}(M) \text{ and } f \in C(P)^{S^1}.
\end{equation}

In the following we assume that $M$ is compact and $g$ is a Riemannian metric on $M$. The bundle Laplacian $\nabla^* \nabla : \mathcal{E}(E) \to \mathcal{E}(E)$ is given by

\begin{equation}
(\nabla^* \nabla)(\Psi)(p) = - \sum_{i=1}^{n} (\nabla_{e_i(p)} \nabla_{e_i} \Psi - \nabla_{\nabla^\Phi_{e_i(p)} e_i}(\Psi)),
\end{equation}

where $\nabla$ is the Levi-Civita connection associated with the metric $g$ on $M$, and $e_1, \ldots, e_n$ are vector fields in some neighbourhood of $p$ such that \{e_1(p), \ldots, e_n(p)\}
is an orthonormal basis of $T_pM$. It is well-known that $\nabla^*\nabla$ is an elliptic self-adjoint positive semi-definite operator with discrete spectrum consisting of real nonnegative eigenvalues tending to infinity. Each eigenvalue occurs with finite multiplicity, and every eigenvector is a smooth section of $E$. Denote the spectrum of $\nabla^*\nabla$ by $\text{spec}(g,\nabla)$. Equation (2) implies that under conjugation with $\alpha$ the bundle Laplacian corresponds to the operator $\tilde{\Delta} : C(P)^{S^1} \to C(P)^{S^1}$ defined by

$$ (\tilde{\Delta} f)(u) = -\sum_{i=1}^{n}(e_i^*)_{|u}((e_i^*(f)) - (\nabla_{e_i} e_i)^*)_{|u}(f), $$

where $e_1, \ldots, e_n$ are vector fields as in the definition of $\nabla^*\nabla$ (with $p := \pi(u)$).

1.5 Remark. Consider the unique Riemannian metric $\tilde{g}$ on $P$ such that $\pi : (P, \tilde{g}) \to (M, g)$ is a Riemannian submersion, the fibers of $P$ are $\tilde{g}$-vertical to the $H$-horizontal subspaces, $\tilde{g}$ is $S^1$-invariant, and the fibers of $P$ have length 1. Let $W$ be the $S^1$-invariant unit vector field tangent to the fibers of $P$; i.e., for $u \in P$ we have $W(u) = \frac{d}{ds}|_{s=0}e^{2\pi is}u$. Denote the Laplacian of the Riemannian manifold $(P, \tilde{g})$ by $\Delta_{\tilde{g}}$. Then obviously $\tilde{\Delta}(f) = \Delta_{\tilde{g}}(f)+W^2(f) = \Delta_{\tilde{g}}(f) - 4\pi^2 f$ for all $f \in C(P)^{S^1}$; thus

$$ (3) \quad \tilde{\Delta} = (\Delta_{\tilde{g}} - 4\pi^2 \text{Id})|_{C(P)^{S^1}}. $$

It is easily seen that if we consider the $L^2$-scalar products induced on $\mathcal{E}(E)$ by $g$, resp. induced on $C(P)^{S^1}$ by $\tilde{g}$, then $\alpha$ is an isometry between these two spaces. Thus $\nabla^*\nabla$ is unitarily equivalent to $(\Delta_{\tilde{g}} - 4\pi^2 \text{Id})|_{C(P)^{S^1}}$. Denote the spectrum of this last operator by $\text{spec}(g, H)$; then in particular, $\text{spec}(g, H) = \text{spec}(g, \nabla)$.

Principal $S^1$-bundles over compact nilmanifolds.

In the following we assume $M = \Gamma\backslash N$, where $N$ is a simply-connected nilpotent Lie group and $\Gamma$ is a cocompact discrete subgroup of $N$.

1.6 Remark. Let $P$ be a principal $S^1$-bundle over $\Gamma\backslash N$. It is well-known that $P$ is isomorphic to a bundle of the form $\pi : \tilde{\Gamma}\backslash \tilde{N} \to \Gamma\backslash N$, where $\tilde{N}$ is a simply-connected one-dimensional central extension of $N$, the corresponding projection is $\pi : \tilde{N} \to N$, and $\tilde{\Gamma}$ is a discrete cocompact subgroup of $\tilde{N}$ with $\pi(\tilde{\Gamma}) = \Gamma$. The Lie group $\tilde{N}$ is nilpotent again, and $\tilde{N}$ and $\tilde{\Gamma}$ are determined uniquely up to isomorphism. In the following we will call vector fields and forms on compact nilmanifolds left invariant if the corresponding objects on the universal cover are left invariant. The same holds for connections in $\tilde{\Gamma}\backslash \tilde{N}$, viewed as distributions.

Now we can give the first formulation of the result:

1.7 Main Theorem (first formulation). Let $N$ be a simply-connected two-step nilpotent Lie group, and let $\Gamma$ be a cocompact discrete subgroup of $N$. Suppose that $N$ does not admit any 4-fold $\Gamma$-almost inner automorphisms which are not inner. Let $g_t$ ($t \geq 0$) be a continuous family of isospectral left invariant metrics on $\Gamma\backslash N$. If the deformation $(\Gamma\backslash N, g_t)$ is nontrivial then there exist a one-dimensional central extension $\tilde{N}$ of $N$ and a cocompact discrete subgroup $\tilde{\Gamma}$ of $\tilde{N}$ whose projection to $N$ is $\Gamma$, such that for every continuous family of left invariant connections $\mathcal{H}_t$ in the $S^1$-bundle $\pi : \tilde{\Gamma}\backslash \tilde{N} \to \Gamma\backslash N$, the spectrum $\text{spec}(g_t, \mathcal{H}_t)$ is nonconstant in $t$.

1.8 Remark. In view of equation (3) above, this theorem can be restated as follows: Under the assumptions of 1.7, there exist a one-dimensional central extension $\tilde{N}$
of $N$ and a cocompact discrete subgroup $\tilde{\Gamma}$ of $\tilde{N}$ whose projection to $N$ is $\Gamma$, such that the following holds:

(*) If $\tilde{g}_t$ is any continuous family of left invariant metrics on $\tilde{\Gamma}\backslash\tilde{N}$ with the property that for every $t$,

$$\pi : (\tilde{\Gamma}\backslash\tilde{N}, \tilde{g}_t) \rightarrow (\Gamma\backslash N, g_t) \text{ is a Riemannian submersion, and}$$

(+) the $\tilde{g}_t$-length of the fibers of $\tilde{\Gamma}\backslash\tilde{N}$, viewed as an $S^1$-bundle over $\Gamma\backslash N$, is equal to one,

then the spectrum of $\Delta_{\tilde{g}_t}|_{C(\tilde{\Gamma}\backslash\tilde{N})^{S^1}}$ is nonconstant in $t$.

1.9 Observations. (i) In the situation of 1.7/1.8, we know by 1.4 that $g_t$ is of the form $\Phi^*_t g_0$ for some continuous family $\Phi_t \in AIA(N; \Gamma)$. Now suppose that $\tilde{N}$ and $\tilde{\Gamma}$ are such that the family $\Phi_t$ extends to a continuous family in $AIA(\tilde{N}; \tilde{\Gamma})$; i.e., there exists a continuous family $\tilde{\Phi}_t \in AIA(\tilde{N}; \tilde{\Gamma})$ such that $\pi \circ \tilde{\Phi}_t = \Phi_t \circ \pi$ and $\tilde{\Phi}_t(W) = W$ for $W$ as in Remark 1.5. Then $\tilde{\Gamma}\backslash\tilde{N}$ can certainly not satisfy (*). In fact, if $\tilde{g}$ is any left invariant metric on $\tilde{\Gamma}\backslash\tilde{N}$ satisfying condition (+), then $\tilde{g}_t := \tilde{\Phi}_t^* \tilde{g}$ will also satisfy (+) for every $t$. But then by 1.3, the spectrum of $\Delta_{\tilde{g}_t}$ will be constant in $t$, and by continuity of the eigenvalues this will also hold for the restriction $\Delta_{\tilde{g}_t}|_{C(\tilde{\Gamma}\backslash\tilde{N})^{S^1}}$.

(ii) In particular, $\tilde{\Gamma}\backslash\tilde{N}$ cannot satisfy (*) if it admits a flat left invariant connection. In this case, the horizontal distribution is integrable and thus $\tilde{N}$ is isomorphic to $N \times \mathbb{R}$. But then $\tilde{\Phi}_t := (\Phi_t, \text{Id})$ is obviously a $\tilde{\Gamma}$-almost inner extension of $\Phi_t$ to $\tilde{N}$.

This leads to the following

1.10 Strategy for proving Theorem 1.7:

(a) Construct a one-dimensional central extension $\tilde{N}$ of $N$ and a cocompact discrete subgroup $\tilde{\Gamma}$ of $\tilde{N}$ such that $\tilde{N}$ is still two-step nilpotent, and such that no automorphism of $N$ which is not 4-fold $\Gamma$-almost inner can extend to a $\tilde{\Gamma}$-almost inner automorphism of $\tilde{N}$. This will be the topic of §2 below.

(b) If $\tilde{\Gamma}\backslash\tilde{N}$ has been constructed as in (a), it follows from 1.4 that for any continuous family $\tilde{g}_t$ of left invariant metrics on $\tilde{\Gamma}\backslash\tilde{N}$ which satisfy (+), the spectrum of $\Delta_{\tilde{g}_t}$ is nonconstant in $t$. In order to make sure that this is the case already for the restriction $\Delta_{\tilde{g}_t}|_{C(\tilde{\Gamma}\backslash\tilde{N})^{S^1}}$, one has to eventually refine $\tilde{\Gamma}$ and to do some careful analysis of the spectrum of $\Delta_{\tilde{g}_t}$, following Pesce’s work [Pe] on the spectrum of two-step nilmanifolds. This will be done in §3 of this paper.

1.11 Remarks. (i) We conjecture that the assumption that $N$ does not admit any 4-fold $\Gamma$-almost inner, non-inner automorphisms can be removed. At the end of §2 it will become clear, however, what difficulties arise — at least in our approach — if we do not make this assumption.

(ii) Note that the assumption just mentioned is not very restrictive, because “generically” a non-inner, almost inner automorphism is only 1-fold almost inner. The latter ones are not at all scarce. For example, every two-step nilpotent Lie group $N$ which is nonsingular in the sense of [Eb] and whose center is not one-dimensional admits plenty of non-inner, almost inner automorphisms. But higher-fold almost inner, non-inner automorphisms are much harder to find. See [DGGW2] for specific examples of $p$-fold almost inner, non-inner automorphisms for arbitrary $p$. 
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Intrinsic reformulation of the result.

Before carrying out the above strategy in the subsequent sections, we give a second formulation of the Main Theorem (see 1.15 below) in which the statement is formulated in terms of a hermitian line bundle $E$ over $\Gamma \backslash N$ and some intrinsically defined space $\mathcal{L}(E)$ of “invariant” metric connections on $E$. Note that in the previous formulation 1.7, the set of left invariant connections on $\tilde{\Gamma} \backslash \tilde{N}$ is not intrinsically defined in terms of just the bundle structure of $\tilde{\Gamma} \backslash \tilde{N}$, viewed as an $S^1$-bundle over $\Gamma \backslash N$. The reason is that there are bundle isomorphisms from $\tilde{\Gamma} \backslash \tilde{N}$ to itself which induce the identity on $\Gamma \backslash N$ but do not preserve the nilmanifold structure of $\tilde{\Gamma} \backslash \tilde{N}$; in particular, they do not preserve the set of left invariant connections on $\tilde{\Gamma} \backslash \tilde{N}$. We need the following preparations and definitions:

1.12 Notation and Remarks. Let $P$ be a principal $S^1$-bundle over a Riemannian manifold $(M, g)$.

(i) A bundle isomorphism $F : P \to P$ is called a gauge transformation if $F$ induces the identity on $M$. If $\mathcal{H}$ is a connection in $P$, and if $\tilde{g}$ and $\tilde{g}'$ are the Riemannian metrics on $P$ corresponding to the connections $\mathcal{H}$ and $F_*\mathcal{H}$ as in Remark 1.5, then $\tilde{g} = F^*\tilde{g}'$: in particular, $\Delta_{\tilde{g}'} = F^{*^{-1}} \circ \Delta_{\tilde{g}} \circ F^*$. The space $\mathcal{C}(P)^{S^1}$ is invariant under $F^*$; hence the bundle Laplacians belonging to $\mathcal{H}$ and $F_*\mathcal{H}$ are unitarily equivalent, and $\text{spec } (g, \mathcal{H}) = \text{spec } (g, F_*\mathcal{H})$. By the same argument, if $P'$ is another $S^1$-bundle over $M$, and if $j : P \to P'$ is a bundle isomorphism inducing the identity on $M$, then $\text{spec } (g, \mathcal{H}) = \text{spec } (g, j_*\mathcal{H})$ for every connection $\mathcal{H}$ in $P$.

(ii) A 1-form $\vartheta$ on $P$ is called a connection form if $\vartheta$ is $S^1$-invariant and $\vartheta(W) = 1$ for the vertical vector field $W$ from Remark 1.5. Note that connections and connection forms on $P$ are in one-to-one correspondence; $\vartheta$ is the connection form corresponding to $\mathcal{H}$ if $\ker \vartheta = \mathcal{H}$. In this context, we will also write $\text{spec } (g, \mathcal{H})$ instead of $\text{spec } (g, \vartheta)$. If $F$ is a gauge transformation then $F^{*^{-1}}\vartheta$ corresponds to $F_*\mathcal{H}$.

1.13 Definition. Let $P$ be a principal $S^1$-bundle over a compact nilmanifold $\Gamma \backslash N$, and let $\tilde{\Gamma}$ and $\tilde{\Gamma} \backslash \tilde{N}$ be as in Remark 1.6.

(i) Let $\mathcal{L}(P) := \{ j^*\vartheta \mid j : P \to \tilde{\Gamma} \backslash \tilde{N} \text{ is a bundle isomorphism inducing the identity on } \Gamma \backslash N, \text{ and } \vartheta \text{ is a left invariant connection form on } \Gamma \backslash N \}$, and $\mathcal{L}(E) := \{ \nabla \mid \nabla \text{ is a metric connection on } E \text{ corresponding to some } \vartheta \in \mathcal{L}(P) \}$ for the associated hermitian line bundle $E$. We call elements of $\mathcal{L}(P)$ or $\mathcal{L}(E)$ invariant connections.

(ii) Fix an arbitrary Riemannian metric $h$ on $P$. On the space of 1-forms $\lambda$ on $P$ consider the $L^1$-norm $\| \lambda \| := \int_P |\lambda(u)| \, dvol_h(u)$, where $|.|$ is the norm induced by $h$ on $T_u^*P$. We call a family of 1-forms $\lambda_t$ on $P$ continuous if it is continuous with respect to $\|.|$. Similarly, we call a family of metric connections on $E$ continuous if it corresponds to a continuous family of connection forms on $P$.

1.14 Remarks. (i) Note that the set $\mathcal{L}(P)$ does not depend on the specific choice of $\tilde{\Gamma}$ and $\tilde{\Gamma}$, since these are unique up to isomorphism (see Remark 1.6), and isomorphisms between Lie groups preserve left invariance of differential forms.

(ii) If $\vartheta \in \mathcal{L}(P)$ then also $F^*\vartheta \in \mathcal{L}(P)$ for every gauge transformation $F$. But two invariant connection forms $\vartheta_1, \vartheta_2$ on $P$ need not necessarily differ by a gauge transformation, since two left invariant connection forms on $\tilde{\Gamma} \backslash \tilde{N}$ do not need to do so.
(iii) Note that the notion of continuity in 1.13(ii) is independent of the choice of \( h \). In fact, a different choice would give rise to an equivalent norm \( \| \cdot \| \) because \( P \) is compact.

With the above definitions we have:

1.15 **Main Theorem** (second formulation). Under the assumptions of 1.7, there exists a hermitian line bundle \( E \) over \( \Gamma \backslash \mathcal{N} \) such that for every continuous family of invariant metric connections \( \nabla_t \in \mathcal{L}(E) \) the spectrum \( \text{spec}(g_t, \nabla_t) \) of the corresponding bundle Laplacians is nonconstant in \( t \).

By part (ii) of the following lemma, this second formulation is indeed equivalent to 1.7:

1.16 **Lemma.** Let \( P \) be a principal \( S^1 \)-bundle over a compact nilmanifold \( \Gamma \backslash \mathcal{N} \), and let \( j : P \to \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \) be a bundle isomorphism which induces the identity on \( \Gamma \backslash \mathcal{N} \), where \( \tilde{\mathcal{N}} \) and \( \tilde{\Gamma} \) are as in Remark 1.6. Let \( g \) be an arbitrary Riemannian metric on \( \Gamma \backslash \mathcal{N} \).

(i) \((j^{-1})^*\mathcal{L}(P) = \{ \eta + \beta \mid \eta \text{ is a left invariant connection form on } \tilde{\Gamma} \backslash \tilde{\mathcal{N}}, \text{ and } \beta \text{ is exact and vanishes in the fiber direction} \} \).

(ii) Let \( \vartheta_t \in \mathcal{L}(P) \) be a continuous family of invariant connection forms on \( P \). Then there exists a family \( \eta_t \) of left invariant connection forms on \( \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \) with the following properties: \( \text{spec}(g, \eta_t) = \text{spec}(g, \vartheta_t) \) for every \( t \), and the \( \eta_t \) depend continuously on \( t \) in the elementary sense when viewed as elements of the dual space \( \tilde{\mathcal{N}}^* \), where \( \tilde{\mathcal{N}} \) denotes the Lie algebra of \( \tilde{\mathcal{N}} \).

*Proof.* (i) “\( \subseteq \)”: Let \( \vartheta \in (j^{-1})^*\mathcal{L}(P) \). By definition of \( \mathcal{L}(P) \) we have \( \vartheta = F^*\vartheta_1 \) for some gauge transformation \( F \) of \( \Gamma \backslash \tilde{\mathcal{N}} \) and some left invariant connection form \( \vartheta_1 \). Since \( d\vartheta_1 \) is horizontal and \( F \) induces the identity on \( \Gamma \backslash \mathcal{N} \), it follows that \( d\vartheta = F^*d\vartheta_1 = d\vartheta_1 \). In particular, \( d\vartheta \) is left invariant. By Nomizu’s theorem [No], the inclusion of the space of left invariant forms into the space of all differential forms on a compact nilmanifold induces an isomorphism on the cohomology level (with respect to the Lie algebra cohomology with real coefficients, resp. the DeRham cohomology of the manifold). Thus \( \vartheta = \eta' + \nu \), where \( \eta' \) is left invariant and \( \nu \) is closed. Again by Nomizu’s theorem, \( \nu = \eta'' + \beta \), where \( \eta'' \) is left invariant and closed, and \( \beta \) is exact. The statement follows by letting \( \eta := \eta' + \eta'' \); note that \( \beta \), being exact and \( S^1 \)-invariant, must vanish in the fiber direction.

“\( \supseteq \)”: Let \( \eta \) be a left invariant connection form and \( \beta \) an exact form on \( \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \) which vanishes in the fiber direction. Choose a function \( f \) on \( \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \) such that \( \beta = df \). Then \( f \) is constant on the fibers; let \( F \) be the gauge transformation of the \( S^1 \)-bundle \( \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \) defined by \( F(u) = e^{2\pi if(u)}u \) for \( u \in \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \). Then \( F^*\eta = \eta + df = \eta + \beta \). Since \( F \circ j : P \to \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \) still induces the identity on \( \Gamma \backslash \mathcal{N} \), we have \( (F \circ j)^*\eta \in \mathcal{L}(P) \); thus \( \eta + \beta = (j^{-1})^*(F \circ j)^*\eta \) lies in \( (j^{-1})^*\mathcal{L}(P) \).

(ii) For every \( t \) we know by (i) that \( (j^{-1})^*\vartheta_t \) is of the form \( \eta_t + \beta_t \), where \( \eta_t \) is left invariant and \( \beta_t \) is exact. As in the proof of (i) we conclude that \( (j^{-1})^*\vartheta_t = F_t^*\eta_t \) for some gauge transformation \( F_t \), and thus \( \text{spec}(g, \eta_t) = \text{spec}(g, \vartheta_t) \). It remains to show that the \( \eta_t \in \tilde{\mathcal{N}}^* \) are continuous in \( t \). Let \( m \) be a left invariant metric on \( \tilde{\Gamma} \backslash \tilde{\mathcal{N}} \) and \( X \) a left invariant vector field. Then \( \int_{\tilde{\Gamma} \backslash \tilde{\mathcal{N}}} \beta_t(X) \text{dvol}_m = 0 \) since \( \beta_t \) is exact. Hence we have \( \int_{\tilde{\Gamma} \backslash \tilde{\mathcal{N}}} (j^{-1})^*\vartheta_t)(X) \text{dvol}_m = \int_{\tilde{\Gamma} \backslash \tilde{\mathcal{N}}} \eta_t(X) \text{dvol}_m = \text{vol}_m(\tilde{\Gamma} \backslash \tilde{\mathcal{N}}) \cdot \eta_t(X) \). Let \( h := j^*m \). Then \( \int_{\Gamma \backslash \mathcal{N}} ((j^{-1})^*(\vartheta_s - \vartheta_t))(X) \text{dvol}_m \leq \int_P (\vartheta_s - \vartheta_t) \int_{j^{-1}(X)} \text{dvol}_h \)
identity for \( \omega \) canonical projections. Note that if \( \Phi^* \) for \( X, Y \) and \( \tilde{\Phi} \) of \( \phi \) and \( \pi \) is two-step nilpotent, then the Campbell-Baker-Hausdorff formula implies that
\[
\exp(\omega) = \exp(\theta_s - \theta_t) = 0,
\]
for \( s \to t \) since \( \theta_t \) was assumed to be continuous in the sense of Definition 1.13. By the previous equation, this implies \( \eta_\epsilon(X) \to \eta_\epsilon(X) \) for \( s \to t \). Since \( X \in \mathcal{N}^r \) was arbitrary, the statement follows.

2. Extendability of almost inner automorphisms

In this section we carry out step (a) of Strategy 1.10. The central result of this section is Theorem 2.2.

2.1 Notation and Remarks. Let \( N \) be a simply-connected nilpotent Lie group with Lie algebra \( \mathcal{N} \), and let \( \Gamma \) be a cocompact discrete subgroup of \( N \).

(i) Let \( \omega \in \mathcal{N}^* \wedge \mathcal{N}^* \) be a closed 2-form on \( \mathcal{N} \); i.e., \( \omega(X, [Y, V]) + \omega(Y, [V, X]) + \omega(V, [X, Y]) = 0 \) for all \( X, Y, V \in \mathcal{N} \). Associated with \( \omega \) there is a one-dimensional central extension \( \mathcal{N}_\omega \) of \( \mathcal{N} \) which is defined as follows: Introduce a Lie algebra structure on the vector space \( \mathcal{N} \times \mathbb{R} \) by letting
\[
[(X, r), (Y, s)]_\omega = ([X, Y], \omega(X, Y))
\]
for \( X, Y \in \mathcal{N} \) and \( r, s \in \mathbb{R} \). The fact that \( \omega \) is closed is equivalent to the Jacobi identity for \([., .]_\omega \). Denote \( \mathcal{N} \times \mathbb{R} \), equipped with this Lie algebra structure, by \( \mathcal{N}_\omega \). We identify \( \mathcal{N} \) with the corresponding subspace of \( \mathcal{N}_\omega \) and denote the new central vector \((0, 1) \in \mathcal{N}_\omega \) by \( W \). Thus we write elements of \( \mathcal{N}_\omega \) in the form \( X + rW \) with \( X \in \mathcal{N} \) and \( r \in \mathbb{R} \).

(ii) We call a form \( \omega \) as above horizontal if \( \omega(\mathcal{N}, [\mathcal{N}, \mathcal{N}]) = \{0\} \). Note that a horizontal form is automatically closed. If \( \mathcal{N} \) is \( p \)-step nilpotent (\( p \geq 2 \)) and \( \omega \) is horizontal, then \( \mathcal{N}_\omega \), too, is \( p \)-step nilpotent.

(iii) Denote by \( \mathcal{N}_\omega \) the simply-connected Lie group with Lie algebra \( \mathcal{N}_\omega \), and denote the exponential map from \( \mathcal{N}_\omega \) to \( \mathcal{N}_\omega \) by \( \exp_{\omega} \). If \( \mathcal{N} \) is two-step nilpotent and \( \omega \) is horizontal, then the Campbell-Baker-Hausdorff formula implies that multiplication in \( \mathcal{N}_\omega \) is given by
\[
\exp_{\omega}(X + rW) \cdot \exp_{\omega}(Y + sW) = \exp_{\omega}(\log \exp Y + (r + s + \frac{1}{2} \omega(X, Y))W)
\]
for \( X, Y \in \mathcal{N} \) and \( r, s \in \mathbb{R} \), where \( \exp \) denotes the exponential map from \( \mathcal{N} \) to \( \mathcal{N} \) and \( \log \) its inverse.

(iv) Suppose \( \mathcal{N} \) is two-step nilpotent and \( \omega \) is a horizontal 2-form on \( \mathcal{N} \) with the property \( \omega(\log \Gamma, \log \Gamma) \subseteq 2\mathbb{Z} \). Then
\[
\Gamma_\omega := \exp_{\omega}(\log \Gamma + \mathbb{Z}W)
\]
is a subgroup of \( \mathcal{N}_\omega \) by (iii). Obviously \( \Gamma_\omega \) is discrete and cocompact, and its projection to \( N \) is \( \Gamma \). Note also that if \( X \in \mathcal{N} \) is \( \Gamma \)-rational, then the corresponding vector \( X \in \mathcal{N}_\omega \) (as in (i)) is \( \Gamma_\omega \)-rational.

(v) Let \( \Phi \in \text{Aut}(N) \). Then \( \Phi \in \text{Aut}(\mathcal{N}_\omega) \) is called an extension of \( \Phi \) if \( \pi \circ \Phi = \Phi \circ \pi \) and \( \Phi_* (W) = W \). Similarly, if \( \varphi \in \text{Der}(\mathcal{N}) \) then \( \tilde{\varphi} \in \text{Der}(\mathcal{N}_\omega) \) is called an extension of \( \varphi \) if \( \pi \circ \tilde{\varphi} = \varphi \circ \pi \) and \( \tilde{\varphi}(W) = 0 \). Here, \( \pi : \mathcal{N}_\omega \to \mathcal{N} \), resp. \( \pi : \mathcal{N}_\omega \to \mathcal{N}_\omega \), denote the canonical projections. Note that if \( \Phi_{se} = \varphi \) then \( \tilde{\varphi} \in \text{Der}(\mathcal{N}_\omega) \) is an extension of \( \varphi \) if and only if \( \Phi \) with \( \Phi_{se} = \tilde{\varphi} \) is an extension of \( \Phi \).

(vi) If \( \varphi \) is a \((\Gamma)\)-almost inner derivation of \( \mathcal{N} \) then \( \varphi(X) \subseteq [\mathcal{N}, \mathcal{N}] \) for all \((\Gamma)\)-rational vectors \( X \in \mathcal{N} \); thus \( \varphi(\mathcal{N}) \subseteq [\mathcal{N}, \mathcal{N}] \). Similarly, \( \varphi(Z) = \{0\} \), where \( Z \) denotes the center of \( \mathcal{N} \); note that \( Z \) is a \( \Gamma \)-rational subspace of \( \mathcal{N} \) (see [Ra]). In particular, if \( \mathcal{N} \) is two-step nilpotent then \( \varphi^2 = 0 \), and thus \( \exp \varphi = \text{Id} + \varphi \).
2.2 Theorem. Let $N$ be a two-step nilpotent Lie group with Lie algebra $\mathcal{N}$, and let $\Gamma$ be a cocompact discrete subgroup of $N$. Let $\Phi$ be an automorphism of $N$ which is not 4-fold $\Gamma$-almost inner. Then there exists a horizontal 2-form $\omega$ on $N$ with $\omega(\log \Gamma, \log \Gamma) \subseteq 2\mathbb{Z}$ such that $\Phi$ does not extend to a $\Gamma_\omega$-almost inner automorphism on the associated central extension $N_\omega$.

Proof. If $\Phi$ is not even 1-fold $\Gamma$-almost inner then obviously the trivial central extension associated with $\omega = 0$ satisfies the statement. Thus suppose $\Phi \in \text{AIA}(N; \Gamma)$.

For simplicity, we call $\Gamma$-rational vectors and subspaces of $N$ just “rational” in the following; linear maps will be called rational if they send rational vectors to rational vectors. Let $\varphi := \log \Phi_{se} = \Phi_{se} - \text{Id} \in \text{AID}(N; \Gamma)$, and let $\mathcal{V}$ be a rational complement of $Z$ in $\mathcal{N}$. Let $U \subseteq N$ be a rational subspace on which $\varphi$ differs from every inner derivation $\text{ad}_X$ ($X \in \mathcal{N}$). Since $\varphi|_Z = 0$ by 2.1(vi), we can assume $U \subseteq \mathcal{V}$. Let $\{X_1, \ldots, X_p\}$ be a rational basis of $U$. By our hypothesis that $\Phi$ is not 4-fold $\Gamma$-almost inner, we know that we can choose $U$ such that $p \leq 4$; however, for the time being, we let $p$ be general in order to illustrate later the problem that arises if we drop this hypothesis and only assume that $\Phi$ is not inner.

For every pair $i, j \in \{1, \ldots, p\}$ define a linear map $b_{ij} \in \text{Hom}(U, Z)$ by $b_{ij}(X_i) = -[X_i, X_j]$, $b_{ij}(X_j) = [X_i, X_j]$, $b_{ij}(X_k) = 0$ for $k \neq i, j$. Let $B = \text{span}\{b_{ij} \mid i, j \in \{1, \ldots, p\}\}$.

Choose a rational basis $\{Z_1, \ldots, Z_m\}$ of $\mathcal{Z}$. Introduce a scalar product $\langle \cdot, \cdot \rangle$ on $U$, respectively on $\mathcal{Z}$, such that $\{X_1, \ldots, X_p\}$, respectively $\{Z_1, \ldots, Z_m\}$, is an orthonormal basis. Consider the associated scalar product on $\text{Hom}(U, Z)$. Note that $\varphi|_U \in \text{Hom}(U, Z)$ by 2.1(vi). In the following, we will always write $\varphi$ for $\varphi|_U$, $\text{ad}_X$ for $\text{ad}_X|_U$, $\text{ad}_N$ for $\text{ad}_N|_U$. Note that $\text{ad}_N$ and $B$ are rational subspaces of $\text{Hom}(U, Z)$. We know that $\varphi \notin \text{ad}_N$.

Case 1. Suppose we even have

$$\varphi \notin \text{ad}_N + B.$$

Then choose a rational linear map $f \in \text{Hom}(U, Z)$ such that

$$f \perp \text{ad}_N, \quad f \perp B, \quad f \notin \varphi.$$

Define a horizontal 2-form $\omega$ on $N$ by letting

$$\omega|_{N \times \mathcal{U}}(Y, X_j) = \langle [Y, X_j], f(X_j) \rangle \quad \text{for } j = 1, \ldots, p,$$

$$\omega|_{\mathcal{U} \times N} = -\omega|_{N \times \mathcal{U}}, \quad \omega|_{\mathcal{U} \times \mathcal{U}} = 0,$$

where $\mathcal{U}$ is some rational complement of $U$ in $N$ which contains $Z$. Note that $f \perp B$ is equivalent to $\omega|_{\mathcal{U} \times \mathcal{U}}$ indeed being skew-symmetric. In fact, for $i, j \in \{1, \ldots, p\}$ we have

$$\omega(X_i, X_j) + \omega(X_j, X_i) = \langle b_{ij}(X_j), f(X_j) \rangle + \langle b_{ij}(X_i), f(X_i) \rangle = \langle f, b_{ij} \rangle = 0.$$

Moreover, note that $\omega$ takes rational values on pairs of rational vectors by the choice of $f$. By eventually multiplying $f$ by some non-zero scalar factor, we can assume $\omega(\log \Gamma, \log \Gamma) \subseteq 2\mathbb{Z}$.

We claim that $\varphi$ does not extend to a $\Gamma_\omega$-almost inner derivation of $N_\omega$ (where $\Gamma_\omega$ is as in 2.1(vi)), and more precisely: Every extension $\tilde{\varphi}$ of $\varphi$ fails to be almost inner on at least one of the $\Gamma_\omega$-rational vectors $X_1, \ldots, X_p$, $X_1 + \cdots + X_p \in \mathcal{N} \subseteq N_\omega$. In fact, if there is $Y_j \in \mathcal{N} \subseteq N_\omega$ such that, in the notation 2.1(i), $\tilde{\varphi}(X_j) = [Y_j, X_j]_\omega = [Y_j, X_j] + \omega(Y_j, X_j)W$, then $[Y_j, X_j] = \varphi(X_j)$ since $\tilde{\varphi}$ extends $\varphi$. Hence

$$\tilde{\varphi}(X_j) = \varphi(X_j) + \langle \varphi(X_j), f(X_j) \rangle W \quad \text{for } j = 1, \ldots, p.$$
In particular, \( \tilde{\varphi}(X_1 + \cdots + X_p) \) has \( W \)-component \( \langle \varphi, f \rangle \neq 0 \). On the other hand, for every \( Y \in \mathcal{N} \subset \mathcal{N}_\omega \), the \( W \)-component of \( [Y, X_1 + \cdots + X_p] \) is

\[
\omega(Y, X_1 + \cdots + X_p) = \sum_{j=1}^n \langle [Y, X_j], f(X_j) \rangle = \langle \text{ad}_Y, f \rangle = 0.
\]

Hence \( \tilde{\varphi} \) cannot be almost inner on \( X_1 + \cdots + X_p \) if it is almost inner on each of the vectors \( X_1, \ldots, X_p \). Now, if \( \Phi \) were any \( \Gamma \)-almost inner extension of \( \varphi \) to \( \mathcal{N}_\omega \), then \( \tilde{\varphi} := \log \Phi \) would be a \( \Gamma \)-almost inner extension of \( \varphi \) to \( \mathcal{N}_\omega \), in contradiction to what we just showed. Thus the statement is proved for the case \( \varphi \notin \text{ad}_\mathcal{N} + B \).

Case 2. Now suppose \( \varphi \in \text{ad}_\mathcal{N} + B \). Note that the space \( B \) depends on the basis \( \{X_1, \ldots, X_p\} \) of \( \mathcal{U} \). Our strategy now is to construct a new rational basis \( \{\tilde{X}_1, \ldots, \tilde{X}_p\} \) of \( \mathcal{U} \) such that for the corresponding space

\[
\tilde{B} := \text{span}\{\tilde{b}_{ij} \mid i, j \in \{1, \ldots, p\}\},
\]

\[
\tilde{b}_{ij}(\tilde{X}_i) = -[\tilde{X}_i, \tilde{X}_j], \quad \tilde{b}_{ij}(\tilde{X}_j) = [\tilde{X}_i, \tilde{X}_j], \quad \tilde{b}_{ij}(\tilde{X}_k) = 0 \quad \text{for} \quad k \neq i, j,
\]

we will have \( \varphi \notin \text{ad}_\mathcal{N} + \tilde{B} \). Then we will be in the situation of Case 1 again, for which the statement is already proved.

Since adding an inner derivation to \( \varphi \) affects neither its non-innerness nor its extendability properties, we can assume without loss of generality that \( \varphi \in B \); in particular,

\[
\varphi(\mathcal{U}) \subseteq [\mathcal{U}, \mathcal{U}],
\]

Consider the space \( H := \text{Hom}(\mathcal{U} \wedge \mathcal{U}, \mathcal{U} \wedge \mathcal{U}) \) of linear maps from \( \mathcal{U} \) to \( \mathcal{U} \wedge \mathcal{U} \). Define \( \ell : \mathcal{U} \wedge \mathcal{U} \to \mathcal{Z} \) by \( \ell : X \wedge Y \mapsto [X, Y] \), and let \( L = (\ell \circ \cdot) : H \to \text{Hom}(\mathcal{U}, \mathcal{Z}) \). Let \( A = \text{span}\{A_X \mid X \in \mathcal{U}\} \), where \( A_X(Y) = X \wedge Y \) for \( X, Y \in \mathcal{U} \). Note that \( L(A) = \text{ad}_\mathcal{U} \). Choose \( \psi \in H \) such that \( L(\psi) = \varphi \) (this is possible by (5)). Let \( \mathcal{T} = \{X \in \mathcal{N} \mid \text{ad}_X(\mathcal{U}) \subseteq [\mathcal{U}, \mathcal{U}]\} \), and define \( A' = \{f \in H \mid L(f) \in \text{ad}_\mathcal{T}\} \). Let \( K = \ker L \subseteq H \). Note that \( A' \) and \( K \) are rational subspaces of \( H \), and \( A \subseteq A' \).

We know that \( \psi \notin A' + K \), because otherwise, by applying \( L \), we would get \( \varphi \in \text{ad}_\mathcal{T} \), in contradiction to the non-innerness of \( \varphi \). On \( \mathcal{U} \wedge \mathcal{U} \) and \( H \) consider the canonical scalar products associated with the above scalar product on \( \mathcal{U} \). Choose a rational map \( f_0 \in H \) such that

\[
f_0 \perp A', \quad f_0 \perp K, \quad f_0 \not\perp \psi.
\]

By \( f_0 \perp A \subseteq A' \) we have

\[
\sum_{j=1}^p \langle f_0(X_j), X \wedge X_j \rangle = 0 \quad \text{for all} \quad X \in \mathcal{U}.
\]

Viewing \( f_0 \) as an element of \( \mathcal{U}^* \otimes \mathcal{U} \wedge \mathcal{U} \cong H \), this just translates to the condition

\[
\iota(f_0) = 0,
\]

where \( \iota : \mathcal{U}^* \otimes \mathcal{U} \wedge \mathcal{U} \to \mathcal{U} \) is the canonical contraction defined by \( \iota : \lambda \otimes (X \wedge Y) \mapsto \lambda(X)Y - \lambda(Y)X \). Let

\[
S = \{f \in H \mid \langle f(X_i), X_i \wedge X_j \rangle = \langle f(X_j), X_i \wedge X_j \rangle \text{ for all } i, j \in \{1, \ldots, p\}\}.
\]

Every \( g \in \text{Gl}(\mathcal{U}) \) acts canonically on \( H \) by \( g(f) : X \mapsto g_*f g^{-1}(X) \), where \( g_*(Y \wedge V) = gY \wedge gV \). If Conjecture 2.3 below is true in dimension \( p \), then (7)
Let $U$ be the transposed map with respect to the above scalar product. Define $\tilde{X}_j = h(X_j)$ for $j = 1, \ldots, p$, and let $\perp$ denote orthogonality with respect to the scalar product on $H$ associated with the rational basis $\{\tilde{X}_1, \ldots, \tilde{X}_p\}$ of $U$. By (8), we have $f_0 \perp h(S') = (hS')^\perp$. Together with (6), this implies
\begin{equation}
\psi \notin A' + (hS')^\perp + K.
\end{equation}
Note that for the space $\tilde{B} \subseteq \text{Hom}(U, Z)$ associated with the basis $\{\tilde{X}_1, \ldots, \tilde{X}_p\}$ as in (4), we have $L((hS')^\perp) = \tilde{B}$. Thus, applying $L$ to (9), we get $\varphi \notin \text{ad}_T + \tilde{B}$. Since $\varphi(U)$ and $\tilde{B}(U)$ are contained in $[U, U]$, this implies by definition of $T$ that we even have
\[ \varphi \notin \text{ad}_N + \tilde{B}, \]
as desired. (End of Case 2.)

Thus we have actually shown Theorem 2.2 for the case that $\Phi$ is not $p$-fold $\Gamma$-almost inner and that Conjecture 2.3 holds in dimension $p$. By Proposition 2.4 below, Conjecture 2.3 is true at least in dimension $p \leq 4$. This finishes the proof of Theorem 2.2.

2.3 Conjecture. Let $U = Q^p$. Denote the standard basis of $U$ by $\{e_1, \ldots, e_p\}$ and its dual basis by $\{e_1^*, \ldots, e_p^*\} \subset U^*$. Consider the canonical action of $G := GL_p(Q)$ on $H := U^* \otimes U \wedge U$, given by $g(\lambda \otimes X \wedge Y) = (g^{-1})(\lambda) \otimes g(X) \wedge g(Y)$. Let $\iota : H \to U$ be the canonical contraction defined by $\iota(\lambda \otimes X \wedge Y) = \lambda(X)Y - \lambda(Y)X$. Let $f \in \ker \iota$. Then there exists $g \in G$ such that $g(f) \in S$, where
\[ S = \{ f \in \ker \iota \mid \langle f, e_i^* \otimes e_i \wedge e_j \rangle = \langle f, e_j^* \otimes e_i \wedge e_j \rangle \text{ for all } i, j \in \{1, \ldots, p\} \}. \]
Here, $\langle \ldots \rangle$ denotes the canonical scalar product on $H$ associated with the standard scalar product on $U$.

2.4 Proposition. Conjecture 2.3 is true for $p \leq 4$.

2.5 Remarks. (i) We will prove Proposition 2.4 only for $p \leq 3$ here (see (ii) below) because our proof for $p = 4$ is quite tedious, although completely elementary. It turns out that in three of the six equations which characterize $S$ in case $p = 4$, one can actually achieve to have zero on both sides. More explicitly: For $f \in \ker \iota$ there exists $g \in G$ such that
\begin{align*}
g(f) & \perp e_i^* \otimes e_1 \wedge e_j, e_j^* \otimes e_1 \wedge e_j \quad \text{for } j = 2, 3, 4, \text{ and} \\
\langle g(f), e_i^* \otimes e_i \wedge e_j \rangle & = \langle g(f), e_j^* \otimes e_i \wedge e_j \rangle \quad \text{for } i, j \in \{2, 3, 4\}.
\end{align*}
The strategy consists of two steps: First, find $\tilde{e}_1 \in U$ and a complementary subspace $U'$ of span $\{\tilde{e}_1\}$ in $U$ such that $f(\tilde{e}_1) \in U' \wedge U'$, where $f$ is viewed as an element of $\text{Hom}(U, U \wedge U)$. In the second step, construct a basis $\{\tilde{e}_2, \tilde{e}_3, \tilde{e}_4\}$ of $U'$ such that, for the scalar product $\langle \ldots \rangle$ with orthonormal basis $\{\tilde{e}_1, \ldots, \tilde{e}_4\}$, we get
\begin{align*}
f & \perp \tilde{e}_j^* \otimes \tilde{e}_1 \wedge \tilde{e}_j \quad \text{for } j = 2, 3, 4, \text{ and} \\
\langle f, \tilde{e}_i^* \otimes \tilde{e}_i \wedge \tilde{e}_j \rangle & = \langle f, \tilde{e}_j^* \otimes \tilde{e}_i \wedge \tilde{e}_j \rangle \quad \text{for } i, j \in \{2, 3, 4\}.
\end{align*}
(Then the map $g$ which sends $e_1, \ldots, e_4$ to $\tilde{e}_1, \ldots, \tilde{e}_4$ solves the problem.) This second step turns out to be equivalent to the following task: Let $a, b \in M_{3,3}(Q)$
such that \( \text{tr} a = 0 \) and \( b \) is symmetric. Find \( g \in GL_3(\mathbb{Q}) \) such that the following two conditions are simultaneously satisfied: \( g^{-1} a g \) has zero diagonal, and all off-diagonal entries of \( g h g \) are equal.

Both of the two steps just described can be solved by elementary methods, but involve some case distinctions.

(ii) For \( p \leq 3 \), Conjecture 2.3 is nearly trivial: In case \( p = 2 \) we have \( \ker \iota = 0 \), so there is nothing to show. In case \( p = 3 \), consider the canonical identification of \( H = U^* \otimes U \wedge U \) with \( U^* \otimes U^* \). Under this identification, \( \ker \iota \) corresponds to the space of symmetric bilinear forms on \( \mathbb{Q}^3 \), and \( S \) corresponds to those symmetric bilinear forms \( f \) for which \( f(e_1, e_2) = f(e_1, e_3) = f(e_2, e_3) \). It is obvious that the \( GL_3(\mathbb{Q}) \)-orbit of a symmetric form \( f \) indeed meets \( S \): For example, choose a basis of \( \mathbb{Q}^3 \) with respect to which \( f \) has diagonal form (i.e., perform rational main axis transformation).

(iii) We do not know if Conjecture 2.3 is true for \( p \geq 5 \). Note that \( H \), viewed as a representation space of \( G \), splits into two irreducible components. One of these is \( \ker \iota \); the other one is isomorphic to the standard representation \( U = \text{Im} \iota \). More specifically, \( \ker \iota \), viewed as a representation of \( SL_3(\mathbb{Q}) \), is the irreducible representation with highest weight \( 2L_1 + L_2 + \cdots + L_{p-2} \) and highest weight vector \( e_1^* \otimes e_{p-1} \wedge e_p \). Our conjecture says that every \( G \)-orbit (equivalently, every \( SL_3(\mathbb{Q}) \)-orbit) in \( \ker \iota \) meets the subspace \( S \subset H \). It seems to be a nontrivial problem to see whether this is true for \( p \geq 5 \).

(iv) If Conjecture 2.3 is true for a certain \( p \), then in Theorem 2.2 we can replace the condition that \( \Phi \) is not 4-fold \( \Gamma \)-almost inner by the condition that \( \Phi \) is not \( p \)-fold \( \Gamma \)-almost inner (and analogously in the Main Theorem). In particular, if Conjecture 2.3 should be true for every \( p \), then we could completely drop that condition and only assume that \( \Phi \) is not inner. Consequently, in the Main Theorem we could drop our additional assumption on \( N \) and \( \Gamma \). We do not claim, however, that Conjecture 2.3 is really necessary for this weakening of the assumptions. There might be other approaches to proving Theorem 2.2 which do not involve this conjecture.

3. PROOF OF THE MAIN THEOREM

In this section we will prove the Main Theorem 1.7, using the above Theorem 2.2 and Pesce’s calculation of the spectrum of two-step nilmanifolds [Pe].

Let \( N \) and \( \Gamma \) be as in 1.7, and let \((\Gamma \backslash N, g_t)\) be a nontrivial isospectral deformation with left invariant metrics \( g_t \). By 1.4 there exists a continuous family \( \Phi_t \in \text{Aut}(N; \Gamma) \) such that \( g_t = \Phi_t^* g_0 \) and \( \Phi_0 = \text{Id} \). Let \( \mathcal{N} \) be the Lie algebra of \( N \), and let \( \varphi_t := \log \Phi_t |_{\mathcal{N}} = \Phi_t |_{\mathcal{N}} - \text{Id} \in \text{AID}(\mathcal{N}; \Gamma) \) (remember 2.1(vi)). Since \((\Gamma \backslash N, \Phi_t^* g)\) is a nontrivial deformation, there exists \( t_0 > 0 \) such that \( \Phi_{t_0} \) is not inner and thus, by our additional assumption on \( N \) and \( \Gamma \), is not 4-fold \( \Gamma \)-almost inner. By Theorem 2.2 there exists a horizontal 2-form \( \omega \) on \( \mathcal{N} \) with \( \omega(\log \Gamma, \log \Gamma) \subseteq 2\mathbb{Z} \) such that no \( \Phi \in \text{Aut}(\mathcal{N}_\omega) \) which extends \( \Phi_{t_0} \) can be \( \Gamma \)-almost inner; equivalently, no \( \tilde{\varphi} \in \text{Der}(\mathcal{N}_\omega) \) which extends \( \varphi_{t_0} \) can be \( \Gamma \)-almost inner. Note that for a given \( \Gamma \)-rational vector \( X \in \mathcal{N}_\omega \), the condition \( \tilde{\varphi}(X) \in [\mathcal{N}_\omega, X]_\omega \) is linear in \( \tilde{\varphi} \). Thus there exists a finite set \( \{X_1, \ldots, X_r\} \subset \mathcal{N}_\omega \) of \( \Gamma \)-rational vectors such that every derivation which is almost inner on each of these vectors must already be \( \Gamma \)-almost inner. In particular, every extension \( \tilde{\varphi} \) of \( \varphi_{t_0} \) must fail to be almost inner on at least one \( X_i \), \( i = 1, \ldots, r \). (Note that in our proof of 2.2 we actually did construct a
finite set with this property, namely, \(\{X_1, \ldots, X_p, X_1 + \cdots + X_p\}\). We can assume
\[
W \notin [N_\omega, X_i]_\omega \quad \text{for} \ i \in \{1, \ldots, r\}
\]
because \(W \in [N_\omega, X_i]_\omega\) would imply that every extension \(\tilde{\varphi}\) of \(\varphi_{t_0}\) is almost inner on \(X_i\). (The \(X_i\) from the proof of 2.2 satisfy (10) by construction.)

We have to construct a cocompact discrete subgroup \(\tilde{\Gamma}\) of \(N_\omega\) with \(\pi(\tilde{\Gamma}) = \Gamma\) such that the statement of Theorem 1.7 holds for the \(S^1\)-bundle \(\tilde{\Gamma}\{N_\omega\} = \Gamma\{N_\omega\}\). It will turn out that there is no reason for \(\Gamma_\omega\) itself to already have this property.

Denote the center of \(N_\omega\) by \(Z_\omega\). Consider the above set \(\{X_1, \ldots, X_r\}\) of \(\Gamma_\omega\)-rational vectors, and define linear subspaces \(S_i = [N_\omega, X_i]_\omega \subseteq Z_\omega\) and \(S_i^W = S_i \oplus \tilde{R}W \subseteq Z_\omega\). Note that \(S_i\) and \(S_i^W\) are \(\Gamma_\omega\)-rational subspaces of \(N_\omega\). Let \(p_i : S_i^W \to \tilde{R}W\) denote projection along \(S_i\). Denote the inverse of \(\exp_{\omega} : N_\omega \to N_\omega\) by \(\log_{\omega}\). For every \(i \in \{1, \ldots, r\}\) define \(k_i \in \mathbb{N}\) such that \(p_i(S_i^W \cap \log_{\omega}(\Gamma_\omega)) \subseteq \tilde{R}W\) is generated by \(\frac{1}{k_i}W\), and let \(k \in \mathbb{N}\) be the least common multiple of the \(k_i\). Define \(W' := \frac{1}{k}W\) and \(\Gamma := \exp_{\omega}(\log_{\omega} + \mathbb{Z}W') \supseteq \Gamma_\omega\). Obviously \(\tilde{\Gamma}\) is again a cocompact discrete subgroup of \(N_\omega\), and \(\pi(\tilde{\Gamma}) = \Gamma\). Define linear functionals \(\mu_i : S_i^W \to \mathbb{R}\) by
\[
\mu_i|_{S_i} = 0, \quad \mu_i(W') = -1.
\]
Note that our choice of \(k\) guarantees that \(\mu_i\) takes integer values on \(S_i^W \cap \log_{\omega}(\tilde{\Gamma})\); we will need this later on. (This is the reason why we had to replace \(\Gamma_\omega\) by the refined group \(\tilde{\Gamma}\).) Now let \(P := \Gamma\{N_\omega\}\). We are going to show that the statement of Theorem 1.7 holds indeed for the \(S^1\)-bundle \(\pi : P \to \Gamma\{N_\omega\}\).

Let \(H_t\) be any continuous family of left invariant connections in \(P\). Denote by \(\tilde{g}_t\) the left invariant metric associated with \(g_t\) and \(H_t\) as in Remark 1.5; i.e., \(\tilde{g}_t|_{H_t} = \pi^*g_t\), \(\tilde{g}_t(H_t, W') = 0\), \(\tilde{g}_t(W', W') = 1\). These properties and the fact that \(g_t = (\text{Id} + \varphi_t)^*g_0\) imply that there exists a continuous family of linear maps \(\varphi_t : N_\omega \to N_\omega\) such that \(\pi \circ \varphi_t = \varphi_t \circ \pi\), \(\varphi_t(W') = 0\), and \(\tilde{g}_t = (\text{Id} + \tilde{\varphi}_t)^*\tilde{g}_0\). By equation (3) from §1, we only have to show that the spectrum of \(\Delta_{\tilde{g}_t}\) on \(C(P)^{S^1}\) is nonconstant in \(t\).

Consider the quasi-regular unitary representation \(\rho_P\) of \(N_\omega\) on \(L^2(\tilde{\Gamma}\{N_\omega\}, C)\), defined by \((\rho_P(x)f)(y) = f(yx)\) for \(x \in N_\omega\), \(y \in \tilde{\Gamma}\{N_\omega\}\), \(f \in L^2(\tilde{\Gamma}\{N_\omega\}, C)\). Let \(\lambda \in N_\omega^*\) be a linear form which satisfies
\[
\lambda(N_\omega^* \cap \log_{\omega}(\tilde{\Gamma})) \subseteq \mathbb{Z}, \quad \text{where}
\]
\[
N_\omega^* := \{X \in N_\omega \mid [N_\omega, X]_\omega \subseteq \ker\lambda\}.
\]
Then by [Pe] (Appendix A, Proposition 9), the irreducible unitary representation \(\pi_{\lambda}\), associated in Kirillov theory with the co-adjoint orbit of \(\lambda\), does occur in the decomposition of \(\rho_P\). Let \(V_\lambda \subseteq L^2(\tilde{\Gamma}\{N_\omega\}, C)\) be an irreducible subspace such that \(\rho_{\pi_{\lambda}}|_{V_\lambda} \sim \pi_{\lambda}\). It is well-known that \(C(P)^\lambda := V_\lambda \cap C^\infty(P, C)\) is dense in \(V_\lambda\) and invariant under the Laplacian associated with any left invariant metric on \(\tilde{\Gamma}\{N_\omega\}\). Moreover, \(f(u \cdot \exp_{\omega} Z) = e^{2\pi i \lambda(Z)} f(u)\) for all \(f \in C(P)^\lambda\), \(u \in P\), \(Z \in Z_\omega\). In particular, if \(\lambda(W') = -1\), then by (1)
\[
C(P)^\lambda \subseteq C(P)^{S^1}.
\]
Since the eigenvalues of \(\Delta_{\tilde{g}_t}\) depend continuously on \(t\), the theorem will be proved if we can show that there exists \(\lambda \in N_\omega^*\), satisfying (12), such that \(\lambda(W') = -1\) and the spectrum of \(\Delta_{\tilde{g}_t}\) on \(C(P)^\lambda\) is nonconstant in \(t\).
Assume the contrary; i.e., no such $\lambda$ exists. Since $\mathcal{N}_\omega$ is two-step nilpotent, we can use Pesce’s calculation of the spectrum of compact Riemannian two-step nilmanifolds. The following actually contains a condensed repetition of part of Pesce’s proof of the above Theorem 1.4 ([Pe], Propositions 6 and 7). By [Pe], Proposition 1, the spectrum of $\Delta_{\bar{g}_t}$ on $C(P)^\lambda$ is equal to

$$\{4\pi^2||\lambda|\mathcal{N}_\omega^\perp||^2_t + 2\pi \sum_{j=1}^{c/2} (2p_j + 1)d_j^t \mid p \in \mathbb{N}^{c/2}\},$$

where $c$ is the codimension of $\mathcal{N}_\omega$ in $\mathcal{N}_\omega$, $||.||_t$ is the norm on $(\mathcal{N}_\omega^\perp)^*$ induced by $\tilde{g}_t|\mathcal{N}_\omega^\perp$, and $id_j$ are the non-zero eigenvalues of $u_\lambda^\perp: \mathcal{N}_\omega \to \mathcal{N}_\omega$, which is defined by the equation $\tilde{g}_t(Y, u_\lambda^\perp(V)) = \lambda([Y, V])_\omega$ for $Y, V \in \mathcal{N}_\omega$. Note that $\varphi_t(\mathcal{N}_\omega) \subseteq \pi^{-1}(\varphi_t(\mathcal{N})) \subseteq \pi^{-1}(\mathcal{N}, \mathcal{N}) \subseteq \mathcal{Z}_\omega$. Together with $\tilde{g}_t = (\text{Id} + \varphi_t)^*\bar{g}_0$, this implies that $u_\lambda^\perp$ is conjugate to $u_0^\perp$ by $(\text{Id} + \varphi_t)^{-1}$; in particular, the numbers $d_j^t$ are constant in $t$. Thus it follows from our assumption that

$$||\lambda|\mathcal{N}_\omega^\perp||^2_t$$

is constant in $t$

for every $\lambda$ satisfying (12) and $\lambda(W') = -1$.

Given such a $\lambda$, let $\{Y_1, \ldots, Y_a, Z_1, \ldots, Z_b, W\}$ be a $\tilde{g}_0$-orthonormal basis of $\mathcal{N}_\omega^\perp$, where $\{Z_1, \ldots, Z_b, W\}$ is a $\tilde{g}_0$-orthonormal basis of $\mathcal{Z}_\omega$. Then

$$\lambda|_{\mathcal{N}_\omega^\perp}^t = \sum_{i=1}^a \lambda(Y_i + \varphi_t(Y_i))^2 + \sum_{j=1}^b \lambda(Z_j - \varphi_t(Z_j))^2 + 1.\tag{13}$$

Define $A_\lambda = (\lambda(Y_1), \ldots, \lambda(Z_b)) \in \mathbb{R}^{a+b}$ and $B_\lambda(t) := (\lambda(\varphi_t(Y_1)), \ldots, (\varphi_t(Z_b))) \in \mathbb{R}^{a+b}$. Since our assumption implies that the right hand side of (13) must be constant in $t$, we get

$$B_\lambda(t) \perp -2A_\lambda + B_\lambda(t) \quad \text{for every } t,$$

where $\perp$ denotes orthogonality with respect to the standard scalar product on $\mathbb{R}^{a+b}$.

Consider $\lambda \in \mathcal{N}_\omega^\perp$ such that $\lambda(\log_\omega \bar{\Gamma}) \subseteq \mathbb{Z}$ (in particular, $\lambda$ satisfies (12)) and $\lambda(W') = -1$. For every $\alpha \in \mathcal{N}_\omega^\perp$ such that $\alpha(\log_\omega \bar{\Gamma}) \subseteq \mathbb{Z}$ and $\alpha|_{\mathcal{Z}_\omega} = 0$, the form $\lambda + \alpha$ again satisfies those two conditions. Note that $\mathcal{N}_\omega^\perp = \mathcal{N}_\omega^\perp+\alpha$. Moreover, $B_{\lambda+\alpha}(t) = B_\lambda(t)$, because $\tilde{g}_t(\mathcal{N}_\omega^\perp) \subseteq \mathcal{Z}_\omega$. Since both $\lambda$ and $\lambda + \alpha$ must satisfy (14), by forming differences on the right hand side we get $B_\lambda(t) \perp A_\alpha$ for every $t$. We have $A_\beta = (\alpha(Y_1), \ldots, \alpha(Y_a), 0, \ldots, 0)$ by choice of $\alpha$. But the vectors $(\alpha(Y_1), \ldots, \alpha(Y_a))$, where $\alpha$ ranges over all linear forms with the above properties, span the whole $\mathbb{R}^a$. Thus $B_\lambda(t)$ has the form $(0, \ldots, 0, \lambda(\varphi_t(Z_1)), \ldots, \lambda(\varphi_t(Z_b)))$. Let $A_\lambda^Z = (\lambda(Z_1), \ldots, \lambda(Z_b))$, $B_\lambda^Z(t) = (\lambda(\varphi_t(Z_1)), \ldots, \lambda(\varphi_t(Z_b)))$. Now (14) implies

$$\lambda|_{\mathcal{N}_\omega^\perp}^t \perp -2A_\lambda^Z + B_\lambda^Z(t) \quad \forall t$$

for all $\lambda \in \mathcal{N}_\omega^\perp$ with $\lambda(\log_\omega \bar{\Gamma}) \subseteq \mathbb{Z}$ and $\lambda(W') = -1$. For $\beta \in \mathcal{N}_\omega^\perp$ with $\beta(\log_\omega \bar{\Gamma}) \subseteq \mathbb{Z}$ and $\beta(W') = 0$, the form $\lambda + \beta$ still has these two properties of $\lambda$. Moreover, $B_{\lambda+\beta}(t) = B_{\lambda}^Z(t)$, because $\tilde{g}_t(\mathcal{Z}_\omega^\perp) \subseteq \pi^{-1}(\varphi_t(\mathcal{Z})) = \pi^{-1}\{0\} = \mathcal{Z}_\omega$. Forming differences on the right hand side of (15), we get $B_{\lambda}(t) \perp A_\beta^Z$ for all such $\beta$. But the vectors $A_\lambda^Z$ span the whole $\mathbb{R}^b$; hence $B_{\lambda}^Z(t) = 0$ and thus $B_{\lambda}(t) = 0$. Note that this implies that the $\varphi_t$ are actually derivations. Moreover, $B_{\lambda}(t) = 0$ just means
\( \lambda(\tilde{\varphi}_t(X)) = 0 \) for all \( t \geq 0, X \in \mathcal{N}_\omega^\lambda \), \( \lambda \in \mathcal{N}_\omega^\ast \)

with \( \lambda(\log \omega \tilde{\Gamma}) \subseteq \mathbb{Z}, \lambda(W') = -1. \)

But for our above \( t_0 \), there exists \( t_0 \in \{1, \ldots, r\} \) such that \( \tilde{\varphi}_{t_0}(X) \notin [\mathcal{N}_\omega, X]_\omega = \mathcal{S}_{t_0}. \) On the other hand, \( \tilde{\varphi}_{t_0}(X) \in \mathcal{S}_{t_0}^W \), since \( \tilde{\varphi}_{t_0} \) extends \( \varphi_{t_0} \) which is \( \Gamma \)-almost inner. In particular, \( \mu_{i_0}(\tilde{\varphi}_{t_0}(X)) \neq 0 \) for the corresponding form \( \mu_{i_0} \) defined in (11). Extend \( \mu_{i_0} \) to a linear form \( \lambda \in \mathcal{N}_\omega^\ast \) such that \( \lambda(\log \omega \tilde{\Gamma}) \subseteq \mathbb{Z} \); that is possible because \( \mu_{i_0} \) already takes integer values on \( \mathcal{S}_0^W \) by construction of \( \tilde{\Gamma} \). Now \( X_{t_0} \in \mathcal{N}_\omega^\lambda \) because \( \lambda|_{\mathcal{S}_{t_0}} = 0 \); moreover \( \lambda(W') = -1 \) and \( \lambda(\tilde{\varphi}_{t_0}(X)) \neq 0 \). This is a contradiction to (16). Hence our assumption that \( \Delta_{\tilde{\beta}} \) has constant spectrum on each \( C(P)\lambda \) with \( \lambda(\log \omega \tilde{\Gamma}) \subseteq \mathbb{Z} \) and \( \lambda(W') = -1 \) must have been false. This finishes the proof. \( \square \)
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