INCOMPRESSIBLE REACTING FLOWS

JOEL D. AVRIN

ABSTRACT. We establish steady-state convergence results for a system of reaction-convection-diffusion equations that model in particular combustion phenomena in the presence of nontrivial incompressible fluid motion. Despite the presence of the convection terms, we find that the asymptotic behavior of the system is identical to the case we have previously considered in which the velocity field was set equal to zero. In particular we are again able to establish the convergence of solutions to steady-states and to explicitly calculate the steady-states from the initial and boundary data. Key to our analysis is the establishment of high-order uniform bounds on the temperature and mass fraction components, a process significantly complicated by the presence of the convection terms.

1. Introduction

We consider reaction-convection-diffusion equations that model a general class of chemical kinetics phenomena that includes a variety of combustion problems. Unlike our previous studies of models of laminar flames (see e.g. [2], [3], [4], [5]), we consider models that allow for nontrivial fluid motion. In particular we focus here on cases where the fluid is incompressible.

We also focus on one-step reactions, although as in [4] we allow for multiple reactants. A simple example of such a reaction is

\[ 2\text{NO} + \text{Cl}_2 \rightarrow 2\text{NOCl}. \]

The general one-step reaction involving the reactants and products \( A_1, \ldots, A_N \) can be written as

\[ \sum_{i=1}^{N} \nu_i A_i \rightarrow \sum_{i=1}^{N} \mu_i A_i \]

where the stoichiometric coefficients \( \nu_i \) and \( \mu_i \) are positive integers. In (1.1), for example, if \( A_1 = \text{NO}, A_2 = \text{Cl}_2, \) and \( A_3 = \text{NOCl}, \) then \( \nu_1 = \mu_3 = 2, \nu_2 = 1, \) and \( \nu_3 = \mu_1 = \mu_2 = 0. \)

Without loss of generality we can assume that \( A_1, \ldots, A_M \) are the reactants for some \( M \) with \( 1 \leq M < N; \) i.e. \( \nu_i \neq 0 \) if and only if \( 1 \leq i \leq M. \) Let \( Y_i = Y_i(x, t) \) denote the respective mass fractions of the \( A_i, \) \( i = 1, \ldots, M; \) let \( T = T(x, t) \) denote the (dimensionless) temperature; and let \( v = (v_1, \ldots, v_n), \) \( v_i = v_i(x, t), \) denote the velocity of the fluid. Here \( x \in \Omega, \) a bounded domain in \( \mathbb{R}^n \) with smooth boundary \( \partial \Omega, \) and \( t \geq 0. \)
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Let $f(T)$ denote the rate law of the reaction, e.g. for positive constants $B$ and $E$
$f(T) = B \exp(-E/T)$ in typical combustion situations (see e.g. [8], [30]). In other
chemical kinetics situations the temperature dependence can be neglected and the
reaction rate is taken to be a constant, i.e. $f(T) \equiv B$ (see e.g. [9]). We take $f$
to
be any smooth function satisfying the following assumptions:

(i) $f(T) \geq 0 \ \forall T \in \mathbb{R}$,
(ii) $f$ and all its derivatives are uniformly bounded in $T$,
(iii) $f$ is monotonically increasing in $T$.

Note that assumptions (i)–(iii) are in particular satisfied by the examples of
$f$ given above. For $\nu_i$ as above and for $f$ satisfying (i)–(iii) we set

$$\omega = \left[ \prod_{i=1}^{M} Y_i^{\nu_i} \right] f(T). \quad (1.3)$$

Set $\alpha_i = m_i \nu_i, \ 1 \leq i \leq M$, where $m_i$ is the molecular mass of the $i$th species.
Let $Q, d_1, d_2, \ldots, d_M$ be positive constants, where $Q$ denotes the heat release of the
reaction (1.2). Then the following system of reaction-convection-diffusion equations
models an incompressible reacting flow wherein the reaction proceeds according to
the scheme (1.2):

\[
\begin{align*}
T_t &= \Delta T - v \cdot \nabla T + Qw, \\
Y_i &= d_i Y_i - v \cdot \nabla Y_i - \alpha_i \omega, \quad i = 1, \ldots, M.
\end{align*}
\]

(1.4)

We will show below how (1.4) can be derived from the equations describing general
reacting flows.

In what follows we will consider (1.4) together with one of the following sets of
boundary conditions on $T$ and $Y_i$: we will assume that either

$$\left. \frac{\partial T}{\partial \nu} \right|_{\partial \Omega} = \left. \frac{\partial Y_i}{\partial \nu} \right|_{\partial \Omega} = 0, \quad 1 \leq i \leq M, \quad (1.5)$$

where $\nu$ is the outward normal on $\Omega$, or, for a sufficiently smooth function $g$ on $\partial \Omega$,
that

$$\left. T \right|_{\partial \Omega} = g, \quad (1.6a)$$

$$\left. \frac{\partial Y_i}{\partial \nu} \right|_{\partial \Omega} = 0, \quad 1 \leq i \leq M. \quad (1.6b)$$

Meanwhile $v$ satisfies the incompressible Navier-Stokes system

\[
\begin{align*}
v_t &= \mu \Delta v - (v \cdot \nabla) v - \nabla p, \\
\text{div } v &= 0
\end{align*}
\]

(1.7)

in $\Omega$, where the positive constant $\mu$ is the reciprocal of the Reynolds number, and
$p = p(x,t)$ denotes the fluid pressure. For $v$ we assume the standard “no-slip”
boundary condition

$$\left. v \right|_{\partial \Omega} = 0. \quad (1.8)$$

For further physical background on (1.7), (1.8) there are, of course, many references;
the discussion in e.g. [17], [25], [26] is appropriate to our purposes here.

The equations (1.4)–(1.8) represent a special case of systems of equations de-
scribing more general reactive flows. We do not intend to reproduce the physical
Theorem 1.1. Let $T_0$ and $Y_{i0}, 1 \leq i \leq m,$ be non-negative functions in $C(\Omega)$. Given integers $k \geq 2$ and $j \geq 1,$ suppose that $v$ is a strong solution of (1.7) satisfying $v \in C^j_\beta((\eta, +\infty); C^k(\Omega))$ for each $\eta > 0,$ and suppose that $g \in C(\partial \Omega)$ is non-negative and smooth enough so that the solution $w$ of the Dirichlet problem

$$\begin{align*}
(1.10a) & \Delta w = 0 \text{ in } \Omega \\
(1.10b) & w|_{\partial \Omega} = g
\end{align*}$$

satisfies $w \in C^k(\Omega)$. Then there exist unique non-negative global strong solutions $T, Y_i, 1 \leq i \leq m,$ of (1.4) satisfying $T, Y_i \in C([0, +\infty); C(\Omega)) \cap C^j((0, +\infty); C^k(\Omega))$.

This result is a fairly straightforward generalization of [4, Theorem 1.1], and the proof is fairly standard and can safely be omitted. The main point is that the techniques of [24, Chap. 14] still apply when the convection terms are added.

Now we set, for any $h \in C(\Omega)$,

$$h_{AV} = \frac{1}{|\Omega|} \int_{\Omega} h(x) \, dx.$$
Let \((Y_{i0})_{AV}\) be the right-hand side of (1.11) with \(h\) replaced by \(Y_{i0}\), \(1 \leq i \leq m\). As in [4], we can, by relabeling if necessary, assume that \((1/\alpha_i)(Y_{i0})_{AV} = \min_{1 \leq i \leq M} \{(1/\alpha_i)(Y_{i0})_{AV}\}\). Set \((Z_{i0}) = (1/\alpha_i)(Y_{i0})_{AV} - (1/\alpha_1)(Y_{i0})_{AV}, 1 \leq i \leq M\); then each \((Z_{i0})_{AV}\) is non-negative. Finally, set

\[(G_0)_{AV} = (T_0)_{AV} + (Q/\alpha_1)(Y_{10})_{AV}.

We are now ready to state our main result.

**Theorem 1.2.** Let \(n \leq 3\); let \(T_0, Y_{i0}, \) and \(Z_{i0}, 1 \leq i \leq M\), be as above; and let \(v\) and \(g\) satisfy the conditions of Theorem 1.1. Suppose additionally that \(T_0\) is not identically zero and that \(g(x) > 0\) for all \(x \in \partial\Omega\). Then

\[
\lim_{t \to \infty} Y_i(x, t) = \alpha_i(Z_{i0})_{AV}, \quad 1 \leq i \leq M,
\]

uniformly in \(x\). If conditions (1.5) are assumed, then

\[
\lim_{t \to \infty} T(x, t) = (G_0)_{AV}
\]

uniformly in \(x\), while if conditions (1.6) are assumed,

\[
\lim_{t \to \infty} T(x, t) = w(x)
\]

uniformly in \(x\), where \(w\) is as in (1.10).

**Remarks.** (a) Note that when \(i = 1\), (1.12) asserts that \(Y_1\) converges uniformly to zero. As in [4] we will actually establish this first in the proof and then obtain (1.12) for \(2 \leq i \leq M\).

(b) As previously mentioned, the steady-state-convergence results contained in Theorem (1.2) are identical to the \(v = 0\) case handled in [4]. The physical intuition is that, whatever enhancing or inhibiting effects to the mixing are present due to the convection, the diffusion of the species and temperature take over in the long term to allow the reaction to fully complete itself; this is evidently the case, at least, when the velocity field is smooth. We will discuss below under what circumstances smooth strong solutions of (1.7) are known to exist. At any rate, as in [4] we see that a residual amount of \(A_i\) always remains unless the initial amount of \(A_i\) versus the initial amount of \(A_1\) is carefully balanced, i.e. \((Z_{i0})_{AV} = 0\).

(c) We have restricted ourselves to spatial domains of dimension \(n \leq 3\) for technical reasons; we will see at a certain juncture below that this assumption arises due to a particular use of the Sobolev inequalities. While we do not see immediately how to work around this technical detail, we have a fair amount of confidence that in fact it can be done and that the restriction on \(n\) can thus be removed.

(d) The assumption that \(T_0\) be not identically zero is entirely reasonable, since otherwise no reaction would occur. Meanwhile, the assumption \(g > 0\) is somewhat more restrictive and is assumed here for mainly technical reasons. There is certainly a precedent, however, for a positivity assumption on \(g\); see e.g. [13], [23] and [17, §5.1, 6.1, and 10.2] wherein the condition \(g \equiv 1\) is assumed in a reaction of the form \(A \to B\).

We will prove Theorem 1.2 in Section 3 below. In Section 2 we will discuss some preliminaries and some technical results. We now discuss under what circumstances solutions \(v\) of the incompressible Navier-Stokes equations (1.7) possess the desired properties needed in Theorems 1.1 and 1.2.
The global existence and uniqueness of strong solutions of (1.7) have been known for many years when \( n = 2 \) (see e.g. [17], [26]). For this case global bounds on all derivatives for \( t > 0 \) that guarantee the conditions on \( v \) needed in Theorems 1.1 and 1.2 were established in [15]; this result was recovered with a different proof in [6, section 3]. When \( n = 3 \) it is well known that the situation is quite different; the existence and uniqueness of global strong solutions remains an open question for arbitrary initial data. Indeed, for many years global existence was known only for small initial data in the domain of \((-\Delta)^{1/4} [12]\); this result was generalized to allow small initial data in \( L^3(\Omega) \) in [14]. Recently, it was discovered that large initial data could be allowed if the domain \( \Omega \) is “thin” enough. The first result of this type appeared in [21], in which domains of the form \( \Omega = \Omega' \times (0, \varepsilon) \) were considered, where \( \Omega' \) is a rectangle in \( \mathbb{R}^2 \) in the case of periodic boundary conditions, and \( \Omega' \) is an arbitrary domain in \( \mathbb{R}^2 \) in the case of mixed periodic-Dirichlet boundary conditions. The case of purely homogeneous Dirichlet boundary conditions (1.8) was handled in [6]; moreover we observed that on domains of the form \( \Omega = \Omega' \times (0, \varepsilon) \) the first eigenvalue \( \lambda_1 \) of \(-\Delta\) under the conditions (1.8) is \( O(1/\varepsilon^2) \). Motivated by this, we then went on to define a domain \( \Omega \) to be thin in \( \mathbb{R}^3 \) if under the conditions (1.8) \( \lambda_1 \) is large; thus we were able to consider a more general class of “thin” domains in [6]. Meanwhile, global bounds on the derivatives of \( v \) for \( t > 0 \) were also established in both [6] and [21].

To provide a definite statement of a general class of circumstances when \( n = 3 \) under which we have the existence of \( v \) satisfying (1.7), (1.8), and the requisite conditions of Theorems 1.1 and 1.2, we restate and condense [6, Theorems 1.2, 1.3, an 1.4] below. For simplicity, we set the forcing term equal to zero, as we do above in (1.7).

**Theorem 1.3.** Let \( X_4 \) denote the closure in \( L^4(\Omega) \) of \( \{w \in C_0^\infty(\Omega) \mid \text{div} w = 0\} \), let \( v_0 \in X_4 \), and let \( \lambda_1 \) be the first eigenvalue of \(-\Delta\) under the conditions (1.8). Let \( M = ||v_0||_4 \); then if \((1/\lambda_1)^{1/8} M \) is small enough, there exists a unique global strong solution of (1.7) such that, for each \( \alpha \geq 1 \), there exists for each \( \eta > 0 \) a constant \( M_\eta^\alpha \) such that \( ||v(t)||_{4,\alpha,2} \leq M_\eta^\alpha \) for all \( t \geq \eta \).

This theorem is proven in [6] via a contraction mapping principle, together with a related argument to establish regularity for \( t \geq \eta \). Hence “\((1/\lambda_1)^{1/8} M \) is small enough” means that for an appropriate constant \( K \) we have that \( K(1/\lambda_1)^{1/8} M < 1 \). The constant \( K \) depends basically upon the constants appearing in various Sobolev inequalities and on various bounds concerning the Stokes semigroup \( e^{tP\Delta} \), where \( P: L^2(\Omega) \to H_\sigma \) and \( H_\sigma \) is the completion in \( L^2(\Omega) \) of \( \{w \in C_0^\infty(\Omega) \mid \text{div} w = 0\} \). Thus, loosely speaking, Theorem 1.3 allows \( ||v_0||_4 \) to be \( O(\lambda_1^{-1/8}) \).

Before turning to the developments in the next sections, we note that, while we allow for multiple species in our reaction mechanism, we have restricted ourselves for simplicity to one-step reactions. Meanwhile, there are a number of rigorous results available now on reaction schemes modeling multi-step reactions (see e.g. [3], [5], [10], [28] and the references contained therein) in the constant-density approximation with \( v = 0 \). We are confident that the techniques developed here could be applied in these complex chemistry cases to allow for nonzero \( v \); we have avoided doing so here since otherwise we would have to develop separate a priori estimates (similar to the ones treated in the next section for (1.4)) for each of the equations corresponding to the different reaction schemes. We will, however, make general comments on how to accomplish these tasks in our concluding remarks. Another
reason for mentioning the works [5], [10] in particular is that in them [10, Lemma 2.5] and extensions thereof played a central role; this was also the case in [4], and it will be the case here as well.

2. Preliminary observations and results

We begin by showing the existence of some conserved quantities. Such quantities also play a large role in [4]; extending then to the case of nonzero \( v \) depends on applying the following result:

**Lemma 2.1.** Let \( v \) be as above; then for each \( h \in H^1(\Omega) \) we have that

\[
\int_{\Omega} v \cdot \nabla h \, dx = 0. \tag{2.1}
\]

**Proof.** As above, let \( H_\sigma \) be the completion in \( L^2(\Omega) \) of \( \{w \in C_0^\infty(\Omega) | \text{div} w = 0\} \). Then it is well known (see e.g. [12], [14]) that \( \nabla h \in H_\sigma^\perp \), from which (2.1) immediately follows. One can also deduce this directly by noting the identity

\[
v \cdot \nabla h = \text{div}(hv) - (\text{div} v)h = \text{div}(hv)\]

and then using Green’s Theorem.

With this in mind, we set

\[
Z_i(x, t) = \left( \frac{1}{\alpha_i} \right) Y_i(x, t) - \left( \frac{1}{\alpha_1} \right) Y_1(x, t), \ 1 \leq i \leq M.
\]

Then by taking appropriate linear combinations in (1.4b) and integrating over \( \Omega \), we have from Lemma 2.1 that

\[
\frac{d}{dt} \int_{\Omega} Z_i(x, t) \, dx = -\int_{\Omega} v \cdot \nabla (\alpha_i^{-1} Y_i(x, t) - \alpha_1^{-1} Y_1(x, t)) \, dx = 0, \quad 1 \leq i \leq M. \tag{2.2}
\]

If we set \((Z_i)_{AV}(t)\) equal to the right-hand side of (1.11) with \( h \) replaced by \( Z_i \), we can restate (2.2) as

\[
(Z_i)_{AV}(t) = (Z_{i0})_{AV}, \quad 1 \leq i \leq M, \tag{2.3}
\]

for all \( t \geq 0 \), where \( Z_{i0} \) is as in (1.12).

Similarly, if conditions (1.5) are assumed, we set \( G(x, t) = T(x, t) + (Q/\alpha_1)Y_1(x, t) \); then we have that

\[
\frac{d}{dt} \int_{\Omega} G(x, t) \, dx = -\int_{\Omega} v \cdot \nabla(T(x, t) + (Q/\alpha_1)Y_1(x, t)) \, dx = 0; \tag{2.4}
\]

i.e. that

\[
(G)_{AV}(t) = (G_0)_{AV} \tag{2.5}
\]

for all \( t \geq 0 \), where \((G_0)_{AV}\) is as in (1.13).

Equation (2.5) will allow us to develop a priori estimates for \( T \) under the conditions (1.5). It is also already evident that spatial averages play a central role in determining further qualitative behavior of the solutions to (1.4). As in [4], [5], [10] the key idea that will connect (2.3) and (2.5) to the qualitative behavior of solutions will be to show that the \( Y_i \) (and \( T \) under the conditions (1.5)) behave for large time like their spatial averages (see Lemma 2.3 below). To do this we first need some strong a priori estimates. The situation is complicated by the convection terms in that, unlike the case \( v = 0 \) considered in [4], [5], [10], the Schauder estimates do not directly apply.

**Proposition 2.1.** Let \( T \) and \( Y_i, 1 \leq i \leq M \), be the solutions to (1.4) given by Theorem 1.1. Then for all \( t \geq 0 \) we have that

\[
\|Y_i(\cdot, t)\|_\infty \leq \|Y_{i0}\|_\infty, \quad 1 \leq i \leq M, \tag{2.6}
\]
and that for each $\eta > 0$ and each integer $\alpha \geq 0$ there exist constants $K^\eta_{\alpha,\infty}$ and $L^\eta_{\alpha,\infty}$ such that

$$\|D^\alpha T(\cdot, t)\|_\infty \leq K^\eta_{\alpha,\infty}$$

and

$$\|D^\alpha Y_i\|_\infty \leq L^\eta_{\alpha,\infty}$$

for all $t \geq \eta$.

**Proof.** We first note that (2.6) follows immediately from the positivity of the $Y_i$ and of $f(T)$ and the maximum principle (see e.g. [24]). For (2.7) and (2.8), we employ a bootstrap process. Let $Q_t = \Omega \times [0, t]$ for each $t > 0$. Integrating (1.4b) over $Q_t$, we obtain

$$\|Y_i(\cdot, t)\|_1 + \alpha_i \int_0^t \int_\Omega \omega(x, s) \, dx \, ds = \|Y_{i0}\|_1, \quad 1 \leq i \leq M,$$

where we have used the positivity of the $Y_i$ and (2.1) with $h = Y_i$. Thus, in particular,

$$\int_0^\infty \int_\Omega \omega(x, s) \, dx \, ds \leq (1/\alpha_1)\|Y_{i0}\|_1.$$

Let $(\cdot, \cdot)$ denote the inner product on $L^2(\Omega)$; then for any $h_1, h_2 \in H^1(\Omega)$ we have, integrating by parts and using (1.7b) and (1.8), that $(v \cdot \nabla h_1, h_2) = -(h_1, v \cdot \nabla h_2)$. Setting $h_1 = h_2 = h$, we see that

$$(v \cdot \nabla h, h) = 0$$

for all $h \in H^1(\Omega)$. Thus if we multiply (1.4b) by $Y_i$ and integrate over $Q_t$, we obtain

$$\frac{1}{2}\|Y_i(\cdot, t)\|_2^2 + \int_0^t \|\nabla Y_i\|_2^2 \, ds \leq \frac{1}{2}\|Y_{i0}\|_2^2, \quad 1 \leq i \leq M,$$

where we have used the fact that $-\alpha_i \omega Y_i$ is negative for all $(x, t) \in Q_t$.

Now we multiply both sides of (1.4a) and integrate over $\Omega$ to obtain that

$$\frac{1}{2} \frac{d}{dt} \|T(\cdot, t)\|_2^2 = -\|
abla T\|_2^2 + Q(\omega, T)$$

$$\leq -\|
abla T\|_2^2 + \frac{Q}{\varepsilon} ||\omega||_2^2 + Q\varepsilon ||T||_2^2$$

$$\leq -\|
abla T\|_2^2 + \frac{Q}{\varepsilon} ||\omega||_\infty ||\omega||_1 + Q\varepsilon ||T||_2^2$$

$$\leq -\|
abla T\|_2^2 + \frac{QB}{\varepsilon} \left[ \prod_{i=1}^M ||Y_{i0}||_\infty \right] ||\omega||_1 + Q\varepsilon ||T||_2^2$$

$$\equiv -\|
abla T\|_2^2 + (Q/\varepsilon)C_\omega ||\omega||_1 + Q\varepsilon ||T||_2^2$$

where $\varepsilon > 0$ will be chosen below; here we have used (2.6) and set $B = ||f||_\infty$, so that $||\omega||_\infty \leq C_\omega$.

We complete the estimate (2.13) differently, depending on which boundary conditions are used. Under conditions (1.6) we use the Poincaré inequality

$$||T||_2^2 \leq (1/\lambda_1)||\nabla T||_2^2$$
and set \( \varepsilon = \lambda_1 / 2Q \), so that from (2.13) we obtain

\[
\frac{1}{2} \frac{d}{dt} \| T(\cdot, t) \|_2^2 \leq -\frac{1}{2} \| \nabla T \|_2^2 + (2Q^2 / \lambda_1) C_\omega \| \omega \|_1.
\]

Integrating (2.15) over \([0, T]\) and using (2.10), we obtain

\[
\| T(\cdot, t) \|_2^2 + \int_0^t \| \nabla T \|_2^2 \, ds \leq (4Q^2 / (\alpha_1 \lambda_1)) C_\omega \| Y_{10} \|_1 + \| T_0 \|_2^2.
\]

Under conditions (1.5) we set \( T_1 = T - (T)_{AV} \), and let \( \gamma_1 \) be the first nonzero eigenvalue of \(-\Delta\); then e.g. by eigenfunction expansion we see that

\[
\| T_1 \|_2^2 \leq (1 / \gamma_1) \| \nabla T_1 \|_2^2 = (1 / \gamma_1) \| \nabla T \|_2^2.
\]

Thus, noting that (2.5) and the non-negativity of \( Y_1 \) imply that \( (T)_{AV} \leq (G_0)_{AV} \), we have that

\[
(\omega, T) \leq (G_0)_{AV} \| \omega \|_1 + (\omega, T_1)
\]

\[
\leq (G_0)_{AV} \| \omega \|_1 + \frac{1}{\varepsilon} \| \omega \|_2^2 + \varepsilon \| T_1 \|_2^2
\]

\[
\leq \left[ (G_0)_{AV} + \left( \frac{1}{\varepsilon} \right) C_\omega \right] \| \omega \|_1 + (\varepsilon / \gamma_1) \| \nabla T \|_2^2.
\]

Setting \( \varepsilon = \gamma_1 / 2Q \) and using the first line of (2.13), we have that

\[
\frac{1}{2} \frac{d}{dt} \| T(\cdot, t) \|_2^2 \leq -\frac{1}{2} \| \nabla T \|_2^2 + Q \left[ (G_0)_{AV} + \left( \frac{2Q}{\gamma_1} \right) C_\omega \right] \| \omega \|_1.
\]

Integrating (2.19) over \([0, t]\) and using (2.10), we obtain

\[
\| T(\cdot, t) \|_2^2 + \int_0^t \| \nabla T \|_2^2 \, ds \leq \left[ (G_0)_{AV} + \left( \frac{2Q}{\gamma_1} \right) C_\omega \right] \| Y_{10} \|_1 + \| T_0 \|_2^2.
\]

From (2.16) and (2.20) we see that under either of the conditions (1.5) and (1.6) there exists a constant \( C_0^T \) such that

\[
\| T(\cdot, t) \|_2^2 + \int_0^t \| \nabla T \|_2^2 \, ds \leq C_0^T
\]

for all \( t \geq 0 \).

For the next step in the bootstrap process we multiply both sides of (1.4a) by \(-\Delta T\), integrate over \( \omega \), on the left-hand side integrate by parts, and use the Cauchy-Schwartz inequality to obtain that

\[
\frac{d}{dt} \frac{1}{2} \| \nabla T \|_2^2 = -\| \Delta T \|_2^2 + (v \cdot \nabla T, \Delta T) + Q(\omega, \Delta T)
\]

\[
\leq -\| \Delta T \|_2^2 + \frac{1}{\varepsilon} \| v \cdot \nabla T \|_2^2 + \varepsilon \| \Delta T \|_2^2
\]

\[
+ \frac{Q}{\varepsilon} \| \omega \|_2^2 + Q \varepsilon \| \Delta T \|_2^2.
\]

Setting \( \varepsilon = [2(1 + Q)]^{-1} \), we see from (2.22) that

\[
\frac{d}{dt} \frac{1}{2} \| \nabla T \|_2^2 \leq -\frac{1}{2} \| \Delta T \|_2^2 + 2(1 + Q) \| v \cdot \nabla T \|_2^2
\]

\[
+ 2Q(1 + Q) \| \omega \|_2^2.
\]

From this point on we will need to use the (unlimited) regularity of our solutions to (1.4) and (1.7) on intervals \([\eta, +\infty)\) for each \( \eta > 0 \). By replacing our initial
The case where $\alpha \leq 0$ can be handled similarly. Thus by the boundedness of $g''$ we have that there exists a constant $C_0$ such that

\begin{equation}
\tag{2.29}
\|g''(u)\|_2 \leq C_0 \|D^3 u\|_2 \cdot \|D^2 u\|_2 \cdot \| Du \|_2.
\end{equation}

where $C_0$ is as in (2.13).

Integrating (2.25) on $[0, t]$ and using (2.10) and (2.21), we have for all $t \geq 0$ that

\begin{equation}
\tag{2.26}
\|\nabla T(\cdot, t)\|_2^2 + \int_0^t \|\Delta T\|_2^2 ds \leq 4(1 + Q) V_0^2 \int_0^t \|\nabla T\|_2^2 ds
\end{equation}

\begin{equation}
\leq 4(1 + Q) V_0^2 C_0 \int_0^t \|\omega\|_1 ds
\end{equation}

\begin{equation}
\leq 4(1 + Q) V_0^2 C_0^2 T + 4Q(1 + Q) C_\omega \|\omega\|_1 \cdot \|Y_0\|_1
\end{equation}

\begin{equation}
\equiv C_1^T.
\end{equation}

By using arguments similar to those in (2.22)–(2.26) and using (2.12) instead of (2.21), it follows that there exists a constant $C_1$ such that

\begin{equation}
\tag{2.27}
\|\nabla Y_i(\cdot, t)\|_2^2 + d_i \int_0^t \|\Delta Y_i\|_2^2 ds \leq C_1, \quad 1 \leq i \leq M,
\end{equation}

for all $t \geq 0$.

Before obtaining estimates on $\|D^\alpha T\|_2$ and $\|D^\alpha Y_i\|_2$ for $\alpha > 1$ we need to calculate higher-order estimates on $\omega$ in terms of these quantities. We begin this process with an estimate based on a high-order version of the chain rule.

**Lemma 2.2.** Suppose that $g: [-U, U] \rightarrow \mathbb{R}$ is a smooth function whose derivatives are all bounded on $[-U, U]$, and suppose that $u: \Omega \rightarrow [-U, U]$ is a smooth function. Then for each integer $\alpha \geq 1$ there exists a constant $G_\alpha$ such that

\begin{equation}
\tag{2.28}
\|D^\alpha (g(u))\|_2 \leq G_\alpha (\|D^\alpha u\|_2^2 + \cdots + \|D^2 u\|_2^2) \alpha^2 / 2.
\end{equation}

**Proof.** The case $\alpha = 1$ is bounded by the ordinary chain rule and the boundedness of $g'$. Meanwhile, a higher-order version of the chain rule (see e.g. [16, p. 33]) states that

\begin{equation}
\tag{2.29}
D^\alpha (g(u)) = \sum_{\beta} \frac{\alpha!}{i! j! k! \cdots !} [(D^\beta g)(u)] \left( \frac{D u}{i!} \right)^i \left( \frac{D^2 u}{2!} \right)^j \left( \frac{D^3 u}{3!} \right)^h \cdots \left( \frac{D^l u}{l!} \right)^k
\end{equation}

where $i + 2j + 3h + \cdots + lk = \alpha$ and $\beta = i + j + h + \cdots + k$. Thus by the boundedness of $(D^\beta g)(u)$ we have that there exists a constant $G'_\alpha$ such that

\begin{equation}
\tag{2.30}
\|D^\alpha (g(u))\|_2 \leq G'_\alpha \sum_{\beta} \|Du\|^i \|D^2 u\|^j \|D^3 u\|^h \cdots \|D^l u\|^k_2.
\end{equation}
But since \( i/\alpha + (2j)/\alpha + (3h)/\alpha + \cdots + (lk)/\alpha = 1 \), we have by Hölder’s inequality that
\[
\|(Du)^j(D^2u)^j(D^3u)^h \cdots (D^i)u\|^k_2 \\
\leq \|Du\|_{2\alpha/1}^2 \|D^2u\|_{2\alpha/2}^2 \|D^3u\|_{2\alpha/3}^h \cdots \|D^i)u\|_{2\alpha/i}^k.
\]
(2.31)

Now for each \( s = 1, 2, \ldots, l \) there exists by the Sobolev inequalities a constant \( C_s \) such that (for \( n = 3 \))
\[
\|D^s u\|_{2\alpha/s} \leq C_s \|u\|_{2,\alpha}
\]
provided that \( 2\alpha/s \leq 6/[3 - 2(\alpha - s)] \), or that \( 6(\alpha - s) \leq 4\alpha(\alpha - s) \), i.e. \( 6 \leq 4\alpha \), which is true e.g. if \( \alpha \geq 2 \). For the right-hand side of (2.32) we can replace \( \|u\|_{2,\alpha} \) by
\[
\|u\|_{2,\alpha, s} \equiv (\|D^s u\|_2^2 + \|D^{s+1} u\|_2^2 + \cdots + \|D^\alpha u\|_2^2)^{1/2}
\]
(2.33)

since (2.32) can be obtained from the inequality \( \|v\|_{2\alpha/s} \leq C_s \|v\|_{2,\alpha-s} \) by replacing \( v \) by \( D^s u \). Combining (2.30)-(2.33) we obtain (2.28), since \( i+j+h+\cdots+k = \beta \leq \alpha \), thus proving the lemma.

We now suppose we have smooth functions \( g_k : [-U_k, U_k] \to \mathbb{R} \) whose derivatives are all bounded on \([-U_k, U_k]\) and that we have smooth functions \( u_k : \Omega \to [-U_k, U_k] \), \( k = 1, 2, \ldots, N \). The next lemma estimates derivatives of the function \( g_1(u_1)g_2(u_2) \cdots g_N(u_N) \).

**Lemma 2.3.** Let \( g_k, u_k \) be as above, \( 1 \leq k \leq N \). Then for each integer \( \alpha \geq 1 \) there exists a constant \( G_{\alpha,N} \) such that
\[
\left\| D^\alpha \left( \prod_{k=1}^N g_k(u_k) \right) \right\|_2 \leq G_{\alpha,N} \left( \sum_{k=1}^N (\|Du_k\|_2^2 + \cdots + \|D^\alpha u_k\|_2^2) \right)^{\alpha/2}.
\]
(2.34)

**Proof.** We use induction on \( N \). Lemma 2.2 handles the case \( N = 1 \). We now assume the result for \( N \) and attempt to infer from this the result for \( N + 1 \). Letting \( G_N(u) = g_1(u_1) \cdots g_N(u_N) \), we have from the Leibniz rule that
\[
\left\| D^\alpha \left( \prod_{k=1}^{N+1} g_k(u_k) \right) \right\|_2 = \|D^\alpha(g_N(u)g_{N+1}(u_{N+1}))\|_2
\]
\[
= \left\| \sum_{k=0}^{\alpha} \binom{\alpha}{k} D^{\alpha-k}(g_N(u))D_k(g_{N+1}(u_{N+1})) \right\|_2
\]
\[
\leq \|\|D_\alpha(g_N(u))\|g_{N+1}(u_{N+1})\|_2 + \|g_N(u)D_\alpha(g_{N+1}(u_{N+1}))\|_2
\]
\[
+ \sum_{k=1}^{\alpha-1} \binom{\alpha}{k} \|D^{\alpha-k}g_N(u)\|D_k(g_{N+1}(u_{N+1}))\|_2
\]
\[
\leq \|g_{N+1}(u_{N+1})\|_\infty \|D_\alpha g_N(u)\|_2 + \|g_N(u)\|_\infty \|D_\alpha(g_{N+1}(u_{N+1}))\|_2
\]
\[
+ \sum_{k=1}^{\alpha-1} \binom{\alpha}{k} \|D^{\alpha-k}g_N(u)\|_4 \|D_k(g_{N+1}(u_{N+1}))\|_4.
\]
(2.35)

But by the Sobolev inequalities and previous remarks there exists a constant \( C_{\alpha,k} \) such that
\[
\|D^{\alpha-k}g_N(u)\|_4 \|D_k(g_{N+1}(u_{N+1}))\|_4 \\
\leq C_{\alpha,k} \|G_N(u)\|_{2,\alpha+1-k,\alpha-k} \|g_{N+1}(u_{N+1})\|_{2,k+1,k}
\]
(2.36)
where \( \| \cdot \|_{2,\beta,s} \) is defined as in (2.33). Using the boundedness of \( g_{N+1}(u_{N+1}) \) and \( G_N(u) \) and combining (2.35), (2.36), the inductive hypothesis on \( G_N(u) \), and the results of Lemma 2.2, we obtain (2.34) and thus prove Lemma 2.3.

We now are in a position to bootstrap (2.26) and (2.27) into higher-order estimates on \( T \) and the \( Y_i \). We begin with an inductive hypothesis on \( T \) and the \( Y_i \); we suppose that there exists for the integer \( \alpha \geq 0 \) a constant \( C^u_\alpha \) such that, for \( A = -\Delta \),

\[
(2.37) \quad \|A^{\alpha/2}u(\cdot,t)\|^2_2 + d_u \int_0^t \|A^{(\alpha+1)/2}u\|^2_2 \, ds \leq C^u_\alpha,
\]

where \( u = T \) or \( Y_i \) and \( d_u = 1 \) or \( d_\alpha \), respectively. Multiplying both sides of (1.4a) by \( A^{\alpha+2}u \), integrating over \( \Omega \), and using the self-adjointness of the (fractional powers of) \( A \), we have that

\[
\frac{d}{dt} \frac{1}{2} \|A^{(\alpha+1)/2}T\|^2_2 - \frac{1}{2} \|A^{(\alpha+2)/2}T\|^2_2 + \int_\Omega (\alpha/2 \nabla A^{\alpha/2} \cdot \nabla T, A^{(\alpha+2)/2}T) \, dx 
\leq -\|A^{(\alpha+2)/2}T\|^2_2 + \varepsilon \|A^{\alpha/2} \nabla T\|^2_2 
+ \frac{1}{\varepsilon} \|A^{(\alpha+2)/2}T\|^2_2 + Q\delta \|A^{\alpha/2}\|^2_2 
+ \frac{Q}{\delta} \|A^{(\alpha+2)/2}T\|^2_2.
\]

Setting \( \varepsilon = \frac{1}{4} \) and \( \delta = 4Q \) in (2.38), we obtain that

\[
(2.39) \quad \frac{d}{dt} \frac{1}{2} \|A^{(\alpha+1)/2}T\|^2_2 + \frac{1}{2} \|A^{(\alpha+2)/2}T\|^2_2 
\leq 4\|A^{\alpha/2} \nabla T\|^2_2 + 4Q^2 \|A^{\alpha/2}\|^2_2.
\]

To treat the terms on the right-hand side (2.39), we first note that we can basically interchange \( D^\beta u \) and \( A^{\beta/2}u \) for integers \( \beta \geq 1 \) in our discussions above and in estimates calculated from use of the Leibniz rule, due to the equivalence of the norms \( \|A^{\beta/2}(\cdot)\|_2 \) and \( \|D^\beta(\cdot)\|_2 \) on either \( H^\beta(\Omega) \), or \( H^\beta(\Omega) \) intersected with the subspace perpendicular to the constant functions, depending on whether boundary conditions (1.6) or (1.5) are imposed. With this in mind we see from the Leibniz rule that there is a constant \( C^u_\alpha \) such that

\[
(2.40) \quad 4\|A^{\alpha/2} (v \cdot \nabla T)\|^2_2 \leq C^u_\alpha\|T\|^2_{2,(\alpha+1)/2,1}
\]

where \( C^u_\alpha \) depends primarily on \( \|D^\beta v\|_\infty \), \( 0 \leq \beta \leq \alpha \); note our assumptions on \( v \) guarantee that the latter norms are bounded. Integrating both sides of (2.40) over \([0,t]\) and using (2.37), we have that

\[
(2.41) \quad 4 \int_0^t \|A^{\alpha/2} (v \cdot \nabla T)\|^2_2 \, ds \leq C^u_\alpha (C^T_1 + C^T_2 + \cdots + C^T_\alpha) 
= C^u_\alpha T.
\]

For the second term on the right-hand side of (2.39) we use Lemma 2.3 with \( M+1 = N \), \( u_k = Y_k \), \( k = 1, \ldots, M \), \( u_{M+1} = T \), and with the obvious choices for the \( g_k \); we
then have from that lemma and (2.37) that
\[
4Q^2 \|A^{\alpha/2} \omega\|^2_2 \leq G_{\alpha,M+1} \left( \sum_{k=1}^{M} \left( \sum_{\beta=1}^{\alpha} \|A^{\beta/2} Y_k\|^2_2 \right)^\alpha \right) \left( \sum_{\beta=1}^{\alpha} \|A^{\beta/2} T\|^2_2 \right)^{\alpha-1} \]
\[
\leq G_{\alpha,M+1} \left( \sum_{k=1}^{M} \left( \sum_{\beta=1}^{\alpha} C_{\beta}^Y \right)^\alpha \right) \left( \sum_{\beta=1}^{\alpha} C_{\beta}^T \right)^{\alpha-1} \sum_{\beta=1}^{\alpha} \|A^{\beta/2} T\|^2_2 \equiv G_{\alpha,M+1} \sum_{\beta=1}^{\alpha} \|A^{\beta/2} T\|^2_2. \]
(2.42)

Integrating (2.42) over \([0,t]\) and again using (2.37), we have that
\[
4Q^2 \int_0^t \|A^{\alpha/2} \omega\|^2_2 ds \leq G_{\alpha,M+1}(C^T_0 + C^T_1 + \cdots + C^T_{\alpha-1}) \equiv C_{\alpha,T}^T. \]
(2.43)

Integrating (2.39) over \([0,t]\) and using (2.41) and (2.43), we thus obtain that
\[
\|A^{(\alpha+1)/2} T\|^2_2 + \int_0^t \|A^{(\alpha+2)/2} T\|^2_2 ds \leq \|A^{(\alpha+1)/2} T_0\|^2_2 + 2(C_{\alpha,T}^T + C_{\alpha+1,T}^T) \equiv C_{\alpha+1,T}. \]
(2.44)

Hence by induction (2.37) holds for \(u = T\) for as high an \(\alpha\) as the smoothness of \(\nu\) permits; a similar argument reaches the same conclusion regarding (2.37) for \(u = Y_i, 1 \leq i \leq M\).

Since the estimate (2.37) is now established with \(u = T\) or \(Y_i\) and \(d_\alpha = 1\) or \(d_i\) for any \(\alpha \geq 0\), we then have that (2.7) and (2.8) follow from the Sobolev inequalities. This establishes Proposition 2.1, and this result will turn out to be critical in establishing our next lemma, which shows that asymptotically our solutions \(T\) and \(Y_i\) behave like their spatial averages. The idea of using such a result in studying various reaction-diffusion equations modeling combustion phenomena first appeared in a paper by Fitzgibbon and Martin (see [10, Lemma 2.5]), and we have subsequently applied suitable modifications of their lemma in further applications ([4], [5]). In proving Proposition (2.1) we have obtained the estimates necessary to allow us to prove such a lemma for (1.4) in the case of nonzero \(\nu\). For ease of notation in stating the result, we let \(\bar{T}\) and \(\bar{Y}_i\) denote the spatial averages of \(T\) and \(Y_i\), i.e. (1.11) with \(h\) replaced by \(T\) and \(Y_i\), respectively.

**Lemma 2.4.** Let \(T\) and \(Y_i, 1 \leq i \leq M\), be as in Theorem 1.2, and let \(\bar{T}\) and \(\bar{Y}_i\) be as above. Then we have that
\[
\lim_{t \to \infty} \|Y_i(\cdot,t) - \bar{Y}_i(t)\|_\infty = 0, \]
(2.45)
and if conditions (1.5) are assumed, we also have that
\[
\lim_{t \to 0} \|T(\cdot,t) - \bar{T}(t)\|_\infty = 0. \]
(2.46)

**Proof.** Let \(u = Y_i, 1 \leq i \leq M\), or \(T\) under the conditions (1.5). Then from (2.12) and (2.21) we have that
\[
\int_0^\infty \int_\Omega |\nabla u|^2 \, dx \, ds < \infty. \]
(2.47)
Applying $\nabla$ to both sides of the appropriate equation in (1.4), we see that
\begin{equation}
\|\nabla u_t\|_\infty \leq d_u\|\nabla (\Delta u)\|_\infty + \|\nabla (v \cdot \nabla u)\|_\infty + Q_u\|\nabla \omega\|_\infty \\
\leq C_u(\|A^{1/2}u\|_\infty + \|A^{1/2}(v \cdot \nabla u)\|_\infty + \|A^{1/2}\omega\|_\infty)
\end{equation}
(2.48)
where the constant $C_u$ comes from the various equivalences of norms discussed earlier; here $Q_u = Q$ or $Q_u = \alpha_i$, according to whether $u = T$ or $Y_i$. But by the calculations in Lemmas 2.2 and 2.3 the terms $\|A^{1/2}(v \cdot \nabla u)\|_\infty$ and $\|A^{1/2}\omega\|_\infty$ can be estimated in terms of $\|A^{1/2}T\|_\infty$ and $\|A^{1/2}Y_i\|_\infty$, both of which are bounded by virtue of (2.7) and (2.8). Thus from (2.48) we see that $\|\nabla u_t(\cdot, t)\|_\infty$ is uniformly bounded for all $t \geq 0$. From this uniform bound, from (2.47), and from Hölder’s inequality we thus obtain that
\begin{equation}
\lim_{t \to \infty} \|\nabla u(\cdot, t)\|_p = 0
\end{equation}
(2.49)
for all $p \geq 1$.

Let $\gamma_1$ be the first positive eigenvalue of the operator $-d_u\Delta$ under the conditions (1.5); then by eigenfunction expansion we see that
\begin{equation}
\gamma_1\|u(\cdot, t) - \bar{u}(t)\|_2 \leq \|\nabla u(\cdot, t)\|_2^2
\end{equation}
(2.50)
and hence
\begin{equation}
\lim_{t \to \infty} \|u(\cdot, t) - \bar{u}(t)\|_2 = 0.
\end{equation}
(2.51)
Since $\|u(\cdot, t)\|_\infty$ is uniformly bounded by virtue of (2.7) and (2.8), we then have from (2.51) and Hölder’s inequality that
\begin{equation}
\lim_{t \to \infty} \|u(\cdot, t) - \bar{u}(t)\|_p = 0
\end{equation}
(2.52)
for all $p \geq 1$. Selecting $p > 3$, we have, again from the Sobolev inequalities, that there exists a constant $K_p$ such that
\begin{equation}
\|u(\cdot, t) - \bar{u}(t)\|_\infty \leq K_p\|u(\cdot, t) - \bar{u}(t)\|_p + \|\nabla u(\cdot, t)\|_p,
\end{equation}
(2.53)
where we note that $\nabla \bar{u}(t) = 0$. Thus from (2.49), (2.52), and (2.53) we obtain that
\begin{equation}
\lim_{t \to \infty} \|u(\cdot, t) - \bar{u}(t)\|_\infty = 0,
\end{equation}
(2.54)
which proves the lemma.

This last lemma is one of the main tools we use in the next section to exploit the identities (2.3) and (2.5) in proving Theorem 1.2. The proof we employed here for Lemma 2.4 is only a slight modification of the proof of [10, Lemma 2.5]. Again, one of the main goals in this section was actually to obtain Proposition 2.1 so as to make the bound (2.48) possible.

3. Proof of Theorem 1.2

We first show that, under the conditions of Theorem 1.1, there exist constants $\alpha > 0$ and $t_1 \geq 0$ such that $T(x, t) \geq \alpha$ for all $x \in \Omega$ and all $t \geq t_1$. The presence of nonzero $v$ in (1.4) makes this somewhat less trivial to prove than was the case in [4]. We begin with the case of boundary conditions (1.5).

Under these conditions, consider the (time-dependent) operator $A_v = \Delta - v \cdot \nabla$, and let $u$ solve the initial-value problem
\begin{align}
\frac{\partial u}{\partial t} &= A_v u, \\
u(x, 0) &= u_0,
\end{align}
(3.1a)
(3.1b)
where \( u_0 \in C(\bar{\Omega}) \). Invoking Lemma 2.4 applied to (1.4a) in the case \( Q = 0 \), we see that

\[
\lim_{t \to \infty} \|u(\cdot, t) - \bar{u}(t)\|_\infty = 0
\]

where, as before, \( \bar{u} \) is the spatial average of \( u \). But, by integrating both sides of (3.1a) over \( \Omega \), we see that

\[
\bar{u}(t) = (u_0)_{AV}
\]

as a special case of (2.5). Thus let \( V(t, s) \) be the fundamental solution generated by \( A_v \) so that \( u(t) = V(t, 0)u_0 \); then from (3.2) and (3.3) we see that

\[
\lim_{t \to \infty} V(t, 0)u_0 = (u_0)_{AV}.
\]

We note that \( T \) satisfies the integral equation

\[
T(t) = V(t, 0)T_0 + Q \int_0^t V(t, s)\omega(s) \, ds
\]

where we have suppressed the dependence on \( x \). From the maximum principle \( V(t, s) \) is positivity-preserving; since \( \omega(s) \geq 0 \) we thus have from (3.5) that

\[
T(x, t) \geq (V(t, 0)T_0)(x)
\]

for all \( x \) in \( \Omega \) and all \( t \geq 0 \). Applying (3.4) with \( T_0 = u_0 \), we see from (3.6) that, for \( \alpha = (T_0)_{AV} - \varepsilon \) for any \( \varepsilon \) with \( 0 < \varepsilon < (T_0)_{AV} \), we have that there exists a \( t_1 \) so that \( T(x, t) \geq \alpha \) for all \( t \geq t_1 \) as desired; note that \( (T_0)_{AV} > 0 \) since \( T_0 \) is not identically zero.

We now consider (3.1) under the boundary conditions (1.6). Let \( \lambda_1 \) be the first eigenvalue of \( -\Delta \); then, multiplying both sides of (3.1a) by \( u \) and integrating over \( \Omega \), we have that

\[
\frac{d}{dt} \frac{1}{2} \|u\|_2^2 = (\Delta u, u) + ((v \cdot \nabla)u, u)
\]

\[
= (\Delta u, u) + (\text{div} \, v)u, u)
\]

\[
= (\Delta u, u) \leq -\lambda_1 \|u\|_2^2.
\]

Thus from (3.7) we see that, for \( \beta_1 = \sqrt{2}\lambda_1 \),

\[
\|V(t, 0)u_0\|_2 \leq \|u_0\|_2 e^{-\beta_1 t}
\]

for all \( t \geq 0 \).

But from the Sobolev inequalities we see that there exists a constant \( C_3 \) such that

\[
\|u\|_\infty \leq C_3 \|D^3u\|_2^{1/2} \|u\|_2^{1/2}.
\]

But \( \|D^3u\|_2 \) is uniformly bounded by (2.37) in the special case \( Q = 0 \). Hence from (3.8) and (3.9) we see that there is a constant \( C_3^u \) such that

\[
\|V(t, 0)u_0\|_\infty \leq C_3^u \|u_0\|_\infty e^{-\beta_1 t}
\]

\[
\leq |\Omega|^{1/2} C_3^u \|u_0\|_\infty \leq e^{-\beta_1 t}
\]

\[
\equiv K_3^u \|u_0\|_\infty e^{-\beta_1 t}
\]

for all \( t \geq 0 \).
Let $w$ be as in (1.10); then $T$ satisfies the integral equation
\begin{equation}
T(t) = V(t,0)(T_0 - w) + w + Q \int_0^t V(t,s)\omega(s) \, ds.
\end{equation}
Again, $V(t,s)$ is positivity-preserving; thus from (3.11) we see that
\begin{equation}
T(x,t) \geq (V(t,0)(T_0 - w))(x) + w(x)
\end{equation}
for all $x \in \Omega$ and all $t \geq 0$. Since $\partial \Omega$ is compact there exists an $x_0 \in \partial \Omega$ such that $g(x) \geq g(x_0) > 0$ for all $x \in \partial \Omega$. By the maximum principle we thus have that $w(x) \geq g(x_0)$ for all $x \in \Omega$. Substituting $T_0 - w$ for $u_0$ in (3.10), we see that the first term on the right-hand side of (3.12) converges to zero uniformly as $t \to \infty$; thus again we have $T(x,t)$ eventually uniformly bounded below by a positive constant $\alpha$. We summarize the above observations under both sets of boundary conditions as a formal result:

**Proposition 3.1.** Under the conditions of Theorem 1.1 we have that there exist constants $\alpha > 0$ and $t_1 \geq 0$ such that $T(x,t) \geq \alpha$ for all $x \in \Omega$ and all $t \geq t_1$.

The rest of the proof of Theorem 1.2 closely resembles the proof in the case $v = 0$ found in [4] since we note that the same basic comparison principles hold for (1.4).

Let $(Z_{i0})_{AV}$ be as in Theorem 1.2; then $(Z_{i0})_{AV} \geq 0$. Taking into account the possible “critical” cases $(Z_{i0})_{AV} = 0$—by relabeling, if necessary—we can assume that $(Z_{i0})_{AV} = 0$, $i = 2, \ldots, M_0$, for some $M_0$ with $2 \leq M_0 \leq M$, and that $(Z_{i0})_{AV} > 0$, $i = M_0 + 1, \ldots, M$. Combining (2.3) and (2.45), we have that
\begin{equation}
\lim_{t \to \infty} \|Y_i(\cdot,t) - (\alpha_i/\alpha_1)Y_1(\cdot,t)\|_\infty = 0, \quad 2 \leq i \leq M_0.
\end{equation}
Thus given $\varepsilon > 0$ there exists a constant $t_1 \geq 0$ such that
\begin{equation}
Y_i(x,t) \geq (\alpha_i/\alpha_1)(Y_1(x,t) - \varepsilon), \quad 2 \leq i \leq M_0,
\end{equation}
for all $x \in \Omega$ and all $t \geq t_1$. For the other $Y_i$ we first note that from (2.3) we have that
\begin{equation}
\bar{Y}_i(x,t) = (\alpha_i/\alpha_1)\bar{Y}_1(x,t) + (z_{i0})_{AV} \geq (z_{i0})_{AV} > 0, \quad M_0 + 1 \leq i \leq M,
\end{equation}
for all $x \in \Omega$ and all $t \geq 0$. Thus from (3.15) and (2.45) we see that there exist constants $b_i > 0$ and $t_i, M_0 + 1 \leq i \leq M$, such that
\begin{equation}
Y_i(x,t) \geq \bar{b}_i
\end{equation}
for all $x$ in $\Omega$ and all $t \geq t_i$. Let $t_1$ and $\alpha$ be as in Proposition 3.1, and set $t_0 = \max\{t_1, t_2, \ldots, t_M\}$, $d = \min\{\alpha_2/\alpha_1, \ldots, \alpha_M/\alpha_1\}$, $\nu_0 = \nu_2 + \cdots + \nu_M$, and $c = \alpha_1 \prod_{k=M_0+1}^{M} b_i^{\nu_i}$. Then since the maximum principle still holds for (1.4b), so do standard comparison principles, and they now assert that if $u = u(t)$ solves the ODE initial-value problem
\begin{align}
(3.17a) \quad & \dot{u} = -c u^{\alpha_1} (u - \varepsilon)^{\nu_0}, \\
(3.17b) \quad & u(0) = ||Y_{10}||_\infty,
\end{align}
then for $t \geq t_0$ $u$ is a supersolution of (1.4b) with $i = 1$ (note $A_x u = 0$); i.e. for all $x$ in $\Omega$ and all $t \geq t_0$ we have that
\begin{equation}
0 \leq Y_i(x,t) \leq u(t - t_0).
\end{equation}
Setting \( u_\varepsilon(t) = u(t) - \varepsilon \), we can rewrite (3.17a) as
\[
(3.19) \quad \dot{u}_\varepsilon = -c(u_\varepsilon + \varepsilon)^\nu(u_\varepsilon)^\nu.
\]
Then \( u_\varepsilon(t) \leq \bar{u}_\varepsilon(t) \) where \( \bar{u}_\varepsilon \) solves the ODE initial-value problem
\[
(3.20a) \quad \dot{u}_\varepsilon = -c(\bar{u}_\varepsilon)^\nu, \\
(3.20b) \quad \bar{u}_\varepsilon(0) = ||Y_10||_\infty - \varepsilon
\]
where \( \nu = \nu_1 + \nu_0. \) Since \( \nu_1 \geq 1, 1 \leq i \leq M, \) we have that \( \nu > 1, \) in which case \( \bar{u}_\varepsilon(t) = (at + b)^{-\gamma} \) with \( \gamma = 1/(\nu - 1), \) \( a = c/(\nu - 1), \) and \( b = (||Y_10||_\infty - \varepsilon)^{1-\nu}. \)

Since \( u(t) = u_\varepsilon(t) + \varepsilon \leq \bar{u}_\varepsilon(t) + \varepsilon, \) we have from (3.18) that for all \( x \) in \( \Omega \) and all \( t \geq t_0 \)
\[
(3.21) \quad 0 \leq Y_1(x, t) \leq (a(t - t_0) + b)^{-\nu} + \varepsilon.
\]
Since \( \varepsilon \) is arbitrary we can conclude from (3.21) that
\[
(3.22) \quad \lim_{t \to \infty} Y_1(x, t) = 0
\]
uniformly in \( x. \) Thus \( Y_1(x, t) \to 0 \) uniformly, \( 2 \leq i \leq M_0, \) by (3.13), while (1.12) and (1.13) follow from (2.3), (2.5), (2.45), (2.46), (3.22), and the bounded convergence theorem. For the boundary conditions (1.6a) we use (3.11); we already have that \( V(t, 0)(T_0 - w) \to 0 \) uniformly as \( t \to \infty, \) so it remains to show that the same holds for the integral term on the right-hand side of (3.11). But from (3.10) we have that
\[
(3.23) \quad 0 \leq \int_0^t V(t, s)\omega(s) \, ds \leq (K_1^T) \int_0^t e^{-\beta_2(t-s)}\|\omega(s)\|_\infty^{1/2} \, ds
\]
where \( \beta_2 = \beta_1/2. \) Note that \( \|\omega(s)\|_\infty^{1/2} \to 0 \) as \( t \to \infty \) since \( Y_1^{\nu} \to 0 \) and \( f(T) \) and the other \( Y_i^{\nu} \) are uniformly bounded. Thus the right-hand side of (3.23) converges to zero uniformly as \( t \to \infty \) by [5, Lemma 1.3]; the latter result is a simple consequence of the dominated convergence theorem.

Combining the above remarks, we see that all time-dependent terms in (3.11) converge to zero uniformly as \( t \to \infty, \) from which we obtain (1.14); this completes the proof of the theorem.

4. Remarks

We have mentioned earlier that the steady-state convergence results obtained in [3], [5], [10] for multiple-step chemical reactions with \( v = 0 \) can probably be reestablished for nontrivial \( v \) using the techniques developed here. This can be accomplished on a case-by-case basis by proving appropriate versions of (2.3), (2.5), (2.9), (2.12), and (2.21) adapted to fit the particular reaction-convection-diffusion system modeling each reaction. Thenceforth the establishment of the key inequality (2.37) would be a straightforward generalization of the calculations done in Section 2 above.

Setting \( a = 0 \) in (2.7), we obtain a uniform bound on \( T. \) Obtaining such a bound in a general class of reaction-diffusion equations that includes (1.4) with \( v = 0 \) is a problem that has attracted a substantial amount of activity beginning with [1]; also see [10] for further references and remarks. Here we have had to create a more general iterative process that allows us to handle nontrivial convection terms.

We note again that the main thrust of Theorem 1.2 is that the asymptotic behavior of the system (1.4) is unchanged when convection terms are added, no matter what the convection terms provide in terms of inhibitive or enhancing effects.
on mixing over intermediate time scales. It would be interesting to investigate, even by an informal asymptotic analysis, what significant intermediate effects are in fact possible due to the convection terms.
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