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Abstract. We study boundary value problems, in the sense of Dahlberg, for second order constant coefficient strongly elliptic systems. In this class are systems without a variational formulation, viz. the nonsymmetric systems. Various similarities and differences between this subclass and the symmetric systems are examined in nonsmooth domains.

1. Introduction

After B. E. J. Dahlberg proved the mutual absolute continuity of harmonic measure with respect to surface (Lebesgue) measure on the boundary of Lipschitz domains [Dah77] and Coifman-McIntosh-Meyer [CMM82] completed the singular integral theory of [Cal77] on Lipschitz curves, one of the projects that received some considerable attention was that of establishing related dilation invariant estimates for real constant coefficients operators, including systems, other than the Laplacian. Recently the first author and J. Pipher [PV95a] showed, in particular, that such estimates are valid for the Dirichlet problem for the single homogeneous equation \( Lu = 0 \) with data in \( L^2 \) with respect to surface measure \( d\sigma \) of the boundary \( \partial \Omega \) of a Lipschitz domain \( \Omega \) in \( n \)-dimensional Euclidean space. There \( L \) could be of any order with the only conditions imposed being that \( L \) be elliptic and consist of only a principal part. In [Ver96] it was shown that this could be extended to systems of equations \( Lu = \sum_{i=1}^{N} L^{kl} u_i = 0, k = 1, \ldots, N, \) of all orders with ellipticity defined in the sense of Legendre-Hadamard and the only new condition imposed on \( L \) being that of symmetry,
\[
L^{kl} = L^{lk}.
\]
Any weaker ellipticity than Legendre-Hadamard leads to nonuniqueness of solutions even in smooth domains (see §2), and nonsymmetry plays no role for constant coefficient single equations. The question then arises as to the necessity of symmetry conditions for elliptic systems when attempting to solve boundary value problems in the sense of Dahlberg, i.e. in the sense of nontangential limits a.e. (\( d\sigma \)) on the boundaries of Lipschitz domains. We find some answers to this question in this
paper by considering the case of real second order Legendre-Hadamard systems of two equations in two unknowns in plane domains.

The most striking distinction between symmetric and nonsymmetric systems is that the $L^2(\partial \Omega)$ Dirichlet problem, which is always solvable in the symmetric case, fails to be solvable for some nonsymmetric systems in domains with just a single corner. Furthermore, the corner can be convex (rather than reentrant as with $p < 2$ counterexamples for Laplace's equation [Dah77]) and have small Lipschitz constant. Also, failure of the solvability of the Dirichlet problem with $L^p(\partial \Omega)$ data can be demonstrated for any $p < \infty$. All of this follows by choosing nonsymmetric systems with canonical ellipticity $0 < k < 1$ (see §2) away from that for the Laplacian $k = 1$. This may be demonstrated as in §8 by utilizing examples originally due to Kozlov on the spectrum of certain operator pencils in plane corners [Koz90]. By restricting attention to the nonsymmetric systems that are skewsymmetric (see §2) we also find in §8 that for these systems there is an interval of canonical ellipticity $0 < k_0 < k \leq 1$ for which no $L^2(\partial \Omega)$ counterexamples exist in domains with a finite number of corners. This follows variously from [CD93], which demonstrates that all singular solutions in corners must be those of §8, or from the positive results of §6 below on $C^1$ polygons. Thus there is a collection of nonsymmetric Legendre-Hadamard systems for which, as of this writing, there are for the class of Lipschitz domains neither counterexamples to nor proof of $L^2(\partial \Omega)$ solvability.

The failure to obtain positive $L^2(\partial \Omega)$ results in Lipschitz domains for this collection is a result of the nonavailability of certain boundary energy estimates that have become known in recent years as Rellich formulas. These formulas are available in any Lipschitz domain for any of the symmetrizable systems considered here (see [PV95a], [Ver96] and Remark 8 in §6 below).

As a consequence of the lack of dilation invariant energy estimates in some cases and $L^p(\partial \Omega)$, $p \geq 2$, counterexamples in some others, we study in §6 the Dirichlet problem in $C^1$ polygons with data in $L^p(\partial \Omega)$, $p < \infty$ large enough. As in [DL92], where the symmetrizable and triangular (§2) Legendre-Hadamard systems are studied, we use the analysis of the spectrum of the double layer potentials in $L^p(\partial \Omega)$, $1 < p < \infty$, given in [LP80] and [LP83]. This is carried out in §5, to account for the rotational dependence of the spectrum, which ends with the observation in Lemma 5.1 that the double layer potential is Fredholm with zero index for any $p$ large enough, depending on the system under consideration. We also observe that the spectral analysis of §5 and the exponents on the power solutions which provide the counterexamples of §8 come from precisely the same computations (see (40) and (64)).

In §6, given any one of our systems, we demonstrate the solutions to three boundary value problems on $C^1$ polygons, viz. the Dirichlet problem for $p < \infty$ large enough and the Neumann and regularity problems for $p > 1$ small enough. These results are then used in §7 to obtain the $L^1(\partial \Omega)$ estimate on the nontangential maximal function for solutions to the Neumann and regularity problems with data in the atomic Hardy space $H^1(\partial \Omega)$. This then leads as in [DK90] and [PV93] to the weak maximum principle on $C^1$ polygons for the Dirichlet problem. We carry out this project in detail because there are no dilation invariant estimates for solutions available for use when dealing with nonsymmetric systems while attempting to prove Hardy space estimates. This is in contrast to, for example, [FK81] or the $C^1$ domain estimates of [PV93], where in the background is the $L^2(\partial \Omega)$ dilation invariant theory of [Dah79] or [DKV86].
Solutions to the systems studied here are also known in the literature as \textit{biantalytic functions}. The monograph \cite{KWCQ85}, which we found through \cite{DL92}, contains a great many useful facts about these functions. Particularly helpful is the notion of canonical form, which describes all elliptic systems \textup{(7)} with just two parameters, clarifying the interaction between ellipticity and symmetry. See also \cite{BG93}.

We end the introduction with two open problems. First, since the weak maximum principle holds on \(C^1\) polygons for any strongly elliptic system while for any \(p < \infty\) a strongly elliptic system can be found for which the \(L^p(\partial\Omega)\) Dirichlet problem is not solvable, it is possible that on general Lipschitz domains the \(L^\infty(\partial\Omega)\) Dirichlet problem will always be uniquely solvable, i.e., given any strongly elliptic system and bounded Dirichlet data, will a unique \textit{bounded} solution exist that takes on the data? Second, again confining our attention to the class of skew-symmetric systems 0 < \(k < 1\), we find below that for a given \(k\) solutions are necessarily of the form \(f((1 + k)z - (1 - k)\overline{z}) + g(z) = f \circ A(z) + g(z)\), where \(g\) is holomorphic on \(\Omega\), \(g(\zeta_0) = 0\) for some fixed \(\zeta_0 \in \Omega\) and \(f\) is holomorphic on the image of \(\Omega\) under the linear transformation \(A(z) = (1 + k)z - (1 - k)\overline{z}\) (see (50)). Therefore, we would have counterexamples to unique solvability of the Dirichlet problem in \(L^2\) when there is a nonzero holomorphic function \(f\) and a holomorphic function \(g\), \(g(\zeta_0) = 0\), each with \(L^2\) boundary values, such that \(f \circ A = -\overline{g}\) on \(\partial\Omega\).

More generally, letting \(\mathcal{F} = \{ f \circ A \mid f \in H(A(\Omega)) \text{ and } \|f \circ A\|_{L^2(\partial\Omega)} \leq 1\}\) and \(\mathcal{G} = \{ g \mid \overline{g} \in H(\Omega), g(\zeta_0) = 0 \text{ and } \|g\|_{L^2(\partial\Omega)} \leq 1\}\), we may ask, in the case when \(\Omega\) is a Lipschitz domain, are the \(L^2(\partial\Omega)\) closures of \(\mathcal{F}\) and \(\mathcal{G}\) at a positive angle, i.e.

\[
\sup_{f \in \mathcal{F}, g \in \mathcal{G}} \left| \frac{1}{\partial \Omega} \int_{\partial \Omega} f \circ A \overline{g} \, d\sigma \right| < 1?\]

When \(k = 1\) the answer, provided by the Helson-Szegö Theorem (see \cite{Gar81} and \cite[p. 135]{Ken80}), is yes. When \(0 < k \leq k_0\) the counterexamples of §8 show that the answer is no even in domains with just a single corner. But is there some Helson-Szegö type result when \(k_0 < k < 1\)?
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\section{The systems, ellipticity, and symmetry}

Let \(A\), \(B\), and \(C\) be real, constant \(2 \times 2\) matrices. The general system we are concerned with has the form

\[
(1) \quad \begin{pmatrix} A \frac{\partial^2}{\partial x^2} + 2B \frac{\partial^2}{\partial x \partial y} + C \frac{\partial^2}{\partial y^2} \end{pmatrix} \begin{pmatrix} u(x, y) \\ v(x, y) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

Following \cite{KWCQ85}, the \textit{characteristic matrix} of this system is

\[
(2) \quad A\xi_1^2 + 2B\xi_1\xi_2 + C\xi_2^2.
\]

The \textit{biquadratic characteristic form} of the system is the determinant of the characteristic matrix,

\[
(3) \quad F(\tilde{\xi}) = \det(A\xi_1^2 + 2B\xi_1\xi_2 + C\xi_2^2).
\]

The system is said to be elliptic if the biquadratic characteristic form is not zero for all \(\tilde{\xi} = \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} \in \mathbb{R}^2 \setminus \{0\}\). This is the standard definition of ellipticity \cite{ADN64}.

When \(A = C = I\) and \(B = 0\) system \textup{(1)} reduces to the two equations \(\Delta u = 0\) and
\[ \Delta v = 0, \text{ and the biquadratic characteristic form is } F(\xi) = (\xi_1^2 + \xi_2^2)^2. \]  
System (1) may also be presented in the form

\[ (4) \quad \frac{\partial}{\partial x_i} \left( a^\alpha_{ij} \frac{\partial u^\beta}{\partial x_j} \right) = 0 \text{ for } \alpha = 1, 2, \]

where \( u = u^1, v = u^2 \) and \( i, j, \beta \) are summed from 1 to 2. Here \( A_{ij} = a^\alpha_{ij}, B_{ij} = a^\alpha_{ij} = a^\alpha_{21} \) and \( C_{ij} = a^\alpha_{ij} \) for \( \alpha, \beta = 1, 2. \) The ellipticity of system (4),

\[ (5) \quad \det \begin{pmatrix} \xi^T a^{11} \xi & \xi^T a^{12} \xi \\ \xi^T a^{21} \xi & \xi^T a^{22} \xi \end{pmatrix} \neq 0 \text{ for } \xi \in \mathbb{R}^2 \setminus \{(0, 0)\}, \]

is the same as the ellipticity of system (1) defined above.

We will use three types of transformations on the systems (1): (i) nonsingular linear combination of equations, (ii) nonsingular linear combination of dependent variables, and (iii) nonsingular linear combination of independent variables. Transformations of types (i) and (ii) are achieved by multiplying \( A, B, \) and \( C \) in system (1) on the left and right respectively by a nonsingular 2×2 matrix. If after performing a finite number of these transformations at least one of the equations is uncoupled, the system is said to be reducible. Solving such a system amounts to solving two equations successively, so we will generally consider nonreducible systems.

Using one coordinate transformation (type (iii)), every nonreducible elliptic system (1) may be transformed [KWCQ85, Chapter 1, section 3] into a system whose biquadratic characteristic form is

\[ (6) \quad (\xi_1^2 + \xi_2^2)(\xi_1^2 + k^2\xi_2^2) \text{ with } 0 < k \leq 1. \]

We will call \( k \) the canonical ellipticity of the system. The idea behind the transformation is to find a real linear fractional transformation in the complex plane that sends the complex conjugate pairs of roots of the system’s biquadratic characteristic form to \( \pm i, \pm ik. \) By applying several more transformations, all of type (i) or (ii), any nonreducible elliptic system may put in the canonical form

\[ (7) \quad \begin{pmatrix} 1 & 0 \\ 0 & \frac{\lambda}{k^2} \end{pmatrix} \frac{\partial^2}{\partial x^2} + \begin{pmatrix} 0 & \lambda k^2 \lambda \frac{\lambda k^2}{k} \\ \lambda k \lambda k \frac{\lambda k}{k} & 0 \end{pmatrix} \frac{\partial^2}{\partial x \partial y} + \begin{pmatrix} \lambda & 0 \\ 0 & 1 \end{pmatrix} \frac{\partial^2}{\partial y^2} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \]

where \( \lambda \neq 0, 1 \) and \( 0 < k \leq 1 \) [KWCQ85, Chapter 1, section 4]. Note that when \( \lambda = 1 \) or \( k^2 \) the system is reducible. We shall also call a system (7) with \( \lambda = 1 \) or \( k^2 \) triangular.

It is easily checked that all elliptic systems (7) satisfy the supplementary condition in [ADN64]. Further, except for \( \lambda = -k \) they also satisfy the complementing boundary condition (Lopatinskiĭ–Šapiro condition) in [ADN64]. Bitsadze [Bit48] has an example for the case \( \lambda = -k \) showing the nonuniqueness of solutions to the Dirichlet problem in a ball. Let \( A = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \) and \( C = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}. \) With these choices system (1) is elliptic. Now \( u = v = 1 - x^2 - y^2 \) solves system (1) in the unit ball with zero boundary values. Furthermore, the estimates up to the boundary of [ADN64] must fail for such systems.

Remark 1. For \( \lambda < 0 \) but \( \lambda \neq -k \) the systems (7) are elliptic and do satisfy the complementing boundary condition, so that the estimates of [ADN64] are valid in smooth domains. Nevertheless, there are polynomial examples of nonuniqueness.
for the Dirichlet problem in ellipses for such systems [KWCQ85, Chapter 1, section 7].

To overcome these difficulties [KWCQ85] introduce the notion of strong ellipticity due to [SK+60]. System (1) is strongly elliptic if

$$\det (A + 2\beta B + \gamma C) \neq 0 \text{ for all } \beta^2 \leq \gamma.$$  

(8)

Strong ellipticity is necessary and sufficient for the uniqueness of classical solutions to the Dirichlet problem for system (1) in arbitrary bounded smooth domains in the plane [KWCQ85, Chapter 1, section 7]. The question then arises as to how strong ellipticity compares to the Legendre-Hadamard condition for system (1) or (4), viz.

$$\begin{align*}
\alpha_{ij}^\beta \eta^\alpha \xi^\beta &= \tilde{\xi}^T \begin{pmatrix} \tilde{\eta}^T A \tilde{\eta} & \tilde{\eta}^T B \tilde{\eta} & \tilde{\eta}^T C \tilde{\eta} \end{pmatrix} \tilde{\xi} \geq c|\tilde{\eta}|^2|\tilde{\xi}|^2
\end{align*}$$

(9)

for all $\tilde{\eta}, \tilde{\xi} \in \mathbb{R}^2$ and some positive constant $c$. [KWCQ85] shows that

**Proposition 1.** The condition of strong ellipticity is equivalent to the existence of transformations (of types (i) and (ii) above) that allow the system to be put in a form satisfying the Legendre-Hadamard condition.

**Remark 2.** [KWCQ85] also shows that (7) is strongly elliptic if and only if $\lambda > 0$. That (7) is not strongly elliptic for $\lambda < 0$ is easily seen by choosing $\beta = 0$ and $\gamma = -1/\lambda$ or $-\lambda/k^2$. We note that strong ellipticity is invariant under all three types of transformations listed above, while the Legendre-Hadamard condition is not invariant under transformations of types (i) and (ii).

To see that every strongly elliptic system may be transformed into a system which satisfies the Legendre-Hadamard condition (9), simply multiply the canonical form (7) on the left by the matrix

$$\begin{pmatrix}
\frac{k}{\lambda-k^2} & 0 \\
0 & \frac{k}{\lambda-1}
\end{pmatrix}$$

and calculate (9). The effect of this transformation is to make the coefficient matrix of the mixed partial derivatives in (7) either $(0 \pm 1 \pm 1 0)$ or $(0 \pm 1 0)$. The former case is obtained when $\lambda > 1$ or $\lambda < k^2$ and the system has been transformed into a symmetric Legendre-Hadamard system (see (4)). These systems are well understood [DKV88], [DK90] [DL92], [Ver96]. In the latter case, $k^2 < \lambda < 1$ and we are left with a system which is skewsymmetric. These are the nonsymmetric systems that are the focus of this paper. On the boundary between these two types of systems, $\lambda = 1$ or $k^2$, lie the triangular systems. We will call the systems with $\lambda = k$ the skewsymmetric systems.

**Remark 3.** Using the coordinate transformation $(0 1 k 0)$, system (7) generates a new canonical form with $\tilde{\lambda} = k^2/\lambda$ replacing $\lambda$ in (7). This transformation reflects the values of $\lambda > 0$ in the point $k$ to obtain the values of $\tilde{\lambda}$. For example, the values of $\lambda$ in $(0, k^2)$ are reflected to the values of $\tilde{\lambda}$ in $(1, \infty)$. Thus in studying strongly elliptic systems it suffices to consider $\lambda \geq k$. The parameter $\lambda$ may be considered a measure of symmetry.
It will be convenient to work with the system in yet a different form, in which many of the algebraic manipulations of matrices are reduced to multiplication of complex numbers. Multiplying the second equation in system (7) by \( k \), setting \( w = u + iv \), and using the complex derivatives \( \partial = \frac{1}{2} ( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} ) \) and \( \overline{\partial} = \frac{1}{2} ( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} ) \), we obtain the single complex equation

\[
(10) \quad \partial M(\lambda, k) \overline{\partial} k w = 0,
\]

where \( M(\lambda, k) = (1 + \frac{\lambda}{k}) + (1 - \frac{\lambda}{k}) C \), \( \overline{\partial} k = (1 + k) \overline{\partial} + (1 - k) \partial \), and \( C \) is the conjugation operator. We denote the operator in (10) by \( L = L(\lambda, k) = \partial M(\lambda, k) \overline{\partial} k = \partial M \overline{\partial} k \).

Setting \( \tilde{M} = M(\lambda, k) = (1 + \frac{\lambda}{k}) - (1 - \frac{\lambda}{k}) C \), we also write (10) with the derivatives gathered as

\[
(11) \quad (\partial \overline{\partial}(M + k\tilde{M}) + \partial^2 (M - k\tilde{M})) w = 0.
\]

**Remark 4** (The operators \( M \)). For all complex numbers \( a, b \) the operator \( a + bC \) is defined by \((a + bC)(w) = aw + bw\). It has norm \(|a| + |b|\) as an operator from \( \mathbb{C} \) to \( \mathbb{C} \) and inverse \( \frac{\overline{a} - bC}{|a|^2 - |b|^2} \) as long as its determinant \(|a|^2 - |b|^2 \neq 0\). This notation is just a convenient method of writing real 2 \( \times \) 2 matrices. Let \( w = u + iv \), \( a = x + iy \) and \( b = r + is \) with \( u, v, x, y, r, s \) real. Then the result \((a + bC)(w)\), thought of as vector in \( \mathbb{R}^2 \), is the same as \( \begin{pmatrix} x + r & y + s \\ y - s & x - r \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} \). With this in mind it is easy to see that the transpose may be defined and is given by \((a + bC)^T = \overline{a} + bC\).

The conjugate transpose \( a + bC^T = a + \overline{b}C \) arises naturally in expressions such as \( \Re[z(a + bC)w] = \Re[w(a + \overline{b}C)z] \), where \( z, w \) are any complex numbers and \( \Re \) denotes the real part operator. We shouldn’t but we will call the operator *Hermitian* if and only if \( b \) is real, since then \( a + bC^T = a + bC \). Further, thinking of complex numbers as representing column vectors, the first column of \( a + bC \) is \( a + b \) and the second is \( i(a - b) \). Sometimes we will write \( a^{-1}C = \overline{C}a^{-1} \) as \( \frac{C}{a} \).

The regular solutions of (10) (see, for example, (50) and the comments following, or [KWCQ85, chaps. 2,3]) have an especially nice form. If \( f \) and \( g \) are holomorphic functions, we have

\[
\overline{\partial} k f((1 + k)z - (1 - k)\overline{z}) = 0
\]

and

\[
\overline{\partial} k \left( \frac{1 + \lambda}{1 + k} g(z) - \frac{1 - \lambda}{1 - k} g(z) \right) = \tilde{M} g'(z).
\]

Since \( M \) and \( \tilde{M} \) are almost inverses of each other, in fact \( M\tilde{M} = 4\frac{\lambda}{k} \), we have for \( k \neq 1 \) the general form for regular solutions

\[
(12) \quad w(z) = f((1 + k)z - (1 - k)\overline{z}) + \left( \frac{1 + \lambda}{1 + k} - \frac{1 - \lambda}{1 - k} C \right) g(z)
\]

\[
= f((1 + k)z - (1 - k)\overline{z}) + \frac{1 + \lambda}{1 + k} g(z) - \frac{1 - \lambda}{1 - k} g(z).
\]
When \( k = 1 \) the form is slightly different (it can be obtained by taking the limit as \( k \rightarrow 1 \)):

\[
    w(z) = f(z) + \frac{1 + \lambda}{2}g(z) - \frac{1 - \lambda}{2}zg'(z). \tag{13}
\]

Summarizing some of the above, we will discuss in this paper strongly elliptic (Legendre-Hadamard) systems \( L(\lambda, k) \) given by (10) with \( 0 < k \leq 1 \) and \( k \leq \lambda \) of the following types:

(i) \( L(\lambda, k) \), \( k \leq \lambda < 1 \), the nonsymmetric systems,
(ii) \( L(k, k) = 2\partial^2 \) \( k < 1 \), the skewsymmetric systems,
(iii) \( L(1, k) \), the triangular systems,
(iv) \( L(\lambda, k) \), \( 1 < \lambda \), the symmetrizable systems.

Special cases of the symmetrizable systems are \( L(\lambda, 1) \) systems of the first kind (elastostatics systems) and \( L(1, 1) = 4\partial^2 = \Delta \).

3. Fundamental solution and Conormal derivative

In this section we construct the fundamental solution operator and use it to define an appropriate conormal derivative for solutions. With \( \xi = \xi_1 + i\xi_2 \) and \( |\xi| = 1 \) the symbol of (10) is

\[
    L(\xi) = \frac{k + \lambda}{4k}(1 + k) + (1 - k)\xi^2 + \frac{k - \lambda}{4k}(1 - k) + (1 + k)\xi^2 \mathcal{C}. \tag{14}
\]

To construct the fundamental solution we need the inverse operator (see Remark 4)

\[
    L^{-1}(\xi) = \frac{(1 + k/\lambda)\xi^2 + (1 - k/\lambda)\mathcal{C}}{(1 + k)\xi^2 + (1 - k)}. \tag{15}
\]

The fundamental solution operator may be obtained by computing the integral [Joh55, page 76]

\[
    I(w) = \frac{1}{8\pi^2}4\partial \int_{|\xi|=1} (\mathcal{R}(w\xi))^2 \log |\mathcal{R}(w\xi)| L^{-1}(\xi) d\sigma(\xi) ,
\]

where \( \xi = \left( \frac{\xi_1}{\xi_2} \right) \), \( \xi = \xi_1 + i\xi_2 \), \( d\sigma \) denotes Lebesgue measure on the unit circle and \( w \) is the complex notation for \( \vec{y} - \vec{x} \). Taking the derivatives inside the integral, we have

\[
    I(w) = \frac{1}{4\pi^2} \int_{|\xi|=1} (\log |\mathcal{R}(w\xi)| + 3/2) L^{-1}(\xi) d\sigma(\xi) \]

\[
    = \frac{1}{4\pi^2} \int_{|\xi|=1} \frac{d\xi}{\xi} (\log |\mathcal{R}(w\xi)| + 3/2) L^{-1}(\xi)
\]
in complex notation. Derivatives of $I(w)$ may now be computed by

$$
\partial I(w) = \frac{1}{2\pi} \partial_w \left[ \frac{1}{2\pi i} \int_{|\xi|=1} \frac{d\xi}{\xi} \log |R(w\xi)| \left( L^{-1}(\xi) - L^{-1}\left(\frac{iw}{|w|}\right) \right) \right. \\
+ \left. \left( \log |w| + \frac{1}{2\pi i} \int_{|\xi|=1} \frac{d\xi}{\xi} \log |R(w\xi)| \right) L^{-1}\left(\frac{iw}{|w|}\right) \right] \\
= \frac{1}{4\pi} \left[ \frac{1}{2\pi i} \int_{|\xi|=1} \frac{d\xi}{\xi} \left( L^{-1}(\xi) - L^{-1}\left(\frac{iw}{|w|}\right) \right) \right] + \frac{1}{4\pi} \frac{1}{w} L^{-1}\left(\frac{iw}{|w|}\right)
$$

and the residue theorem applied, rewriting $2R(w\xi) = w/\xi + \pi\xi$, to obtain

$$
\partial I(w) = \frac{1}{4\pi w} L^{-1}\left(\frac{iw}{|w|}\right).
$$

Similarly,

$$
\overline{\partial I(w)} = \frac{1 + k/\lambda}{2\pi(1 + k)w} - \frac{1}{4\pi w} L^{-1}\left(\frac{iw}{|w|}\right).
$$

We remark that a useful form of $L^{-1}\left(\frac{iw}{|w|}\right)$ for calculation is

$$
L^{-1}\left(\frac{iw}{|w|}\right) = \frac{(1 + k/\lambda)w - \pi(1 - k/\lambda)\xi}{(1 + k)w - (1 - k)\xi}.
$$

The fundamental solution can now be obtained by integrating either (16) or (17).

For $k \neq 1$

$$
\Gamma(\zeta) = \frac{1}{4\pi} \left( \log \left( \frac{1 + k}{2\zeta} - \frac{1 - k}{2}\zeta \right) \left[ \frac{1 + k}{1 + k} - \frac{1 - k}{1 - k} \right] + \left[ \frac{1 + k}{1 + k} + \frac{1 - k}{1 - k} \right] \log \zeta \right) \\
= \frac{1}{4\pi} \left( \frac{1 + k}{1 + k} \log |\zeta|^2 + \log \left( \frac{1 + k}{2} - \frac{1 - k}{2} \right) \left[ \frac{1 + \zeta}{1 + k} - \frac{1 - \zeta}{1 - k} \right] \right),
$$

using the principal branch of the logarithm. For $k = 1$

$$
\Gamma(\zeta) = \frac{1}{8\pi} \left( (1 + \frac{1}{\lambda}) \log |\zeta|^2 + (1 - \frac{1}{\lambda}) \zeta \right).
$$

In either case $L\Gamma(\zeta) = \delta_0(\zeta)$, the Dirac $\delta$-operator at the origin.

Remark 5. If $f$ and $g$ are holomorphic functions, a solution operator of the same form, up to multiplication by constants, as $\Gamma$ may be defined by

$$
f((1 + k)\zeta - (1 - k)\bar{\zeta}) \left[ M - kM \right] + \left[ \overline{M} - kM \right] g(\zeta).
$$

Compare with the solution function given by (12).

Our next task is to define an appropriate conormal derivative. Let $\Omega$ be any bounded Lipschitz domain in the plane, i.e. for any point $P \in \partial \Omega$ there is a neighborhood $U$ of $P$, a Lipschitz function $\phi : \mathbb{R} \to \mathbb{R}$ and a rectangular coordinate system $(s,t)$ so that $U \cap \Omega = U \cap \{(s,t) \mid t > \phi(s)\}$. Here $\phi$ being Lipschitz means $|\phi(s_1) - \phi(s_2)| \leq b|s_1 - s_2|$ for all $s_1, s_2$ and some $b < \infty$. The outer unit normal vector $\vec{N}_P = \vec{N} = \left( \begin{array}{c} N_1 \\ N_2 \end{array} \right)$ is defined a.e. with respect to surface measure $d\sigma(P)$ on
∂Ω. Let \( N = N_1 + iN_2 \). For each operator \( L = \partial M \bar{\partial}_k \) we define the conormal derivative at the boundary by

\[
\frac{\partial}{\partial \nu} = \frac{N}{2} M(k, \lambda) \bar{\partial}_k - i \frac{\partial}{\partial \tau},
\]

where the tangential derivative \( \partial / \partial \tau \) is defined by

\[
\frac{\partial}{\partial \tau} = -i \frac{1}{1 + \frac{k}{\lambda}} (N \partial - N \bar{\partial}).
\]

The conormal derivatives (21) are those of [DL92, p. 659]. The tangential derivatives appear in (21) for the same reason as in [DKV88, p. 812]. On a flat boundary the trace of \( \frac{\partial \Gamma}{\partial \nu} \) will have no tangential operators, i.e. Hilbert transforms, and will therefore be precisely \( \frac{1}{2} \delta_0 \). Consequently, on a boundary of class \( C^1 \) or better, \( \frac{\partial \Gamma}{\partial \nu} \) will have the trace \( \frac{1}{2} \delta_0 \) plus compact operators, just as in [FJR78]. To determine the constant \( \frac{1}{1 + \frac{k}{\lambda}} \) in (22), consider a piece of flat boundary containing both the origin and \( \zeta \). The normal at \( \zeta \) is then in the direction of \( i\zeta \). Now apply the operator \( \frac{N}{2} M \bar{\partial}_k \) to \( \Gamma(\zeta - 0) \) at the boundary point \( \zeta \) and subtract off \( (N \partial - N \bar{\partial}) \) derivatives in order to get \( \frac{\partial}{\partial \nu} \Gamma(\zeta) = 0 \) (see (28)).

4. Potential theory

We develop Green’s formulas and then define double and single layer potentials. First we need an integration by parts formula. Recall the operators \( M \) and \( \tilde{M} \) and the representation \( L = \partial \bar{\partial}(M + k\tilde{M}) + \partial^2(M - k\tilde{M}) \) from (11). We note that \( M(iu) = iM_u \), and when considering products of functions operated upon by \( M \) we also note that \( \Re(vM_u) = \Re(M u v) \) and \( \Im(vM_u) = \Im(M u v) \).

**Theorem 4.1** (Integration by parts). Given sufficiently smooth functions \( u, v \) and boundary \( \partial \Omega \) for a bounded domain \( \Omega \),

\[
\Re \int_{\Omega} Lu(M - k\tilde{M})v - (M - k\tilde{M})u Lv \, dx \, dy
\]

\[
= \Re \int_{\partial \Omega} \frac{\partial u}{\partial \nu} (M - k\tilde{M})v - (M - k\tilde{M})u \frac{\partial v}{\partial \nu} \, d\sigma.
\]

**Proof.** The left side of (23) equals

\[
\Re \int_{\partial \Omega} \frac{N}{2} M \bar{\partial}_k u (M - k\tilde{M})v - (M - k\tilde{M})u \frac{N}{2} M \bar{\partial}_k v \, d\sigma
\]

\[- \Re \int_{\Omega} \bar{\sigma}(M + k\tilde{M}) u \partial(M - k\tilde{M})v - \partial(M - k\tilde{M})u \bar{\sigma}(M + k\tilde{M})v \, dx \, dy.
\]
Writing out the solid integral, we get
\[
\Re \int_\Omega \left( (1 + k)(1 + \frac{\lambda}{k}) + (1 - k)(1 - \frac{\lambda}{k}) \mathcal{C} \right) u \times \partial \left( (1 - k)(1 + \frac{\lambda}{k}) + (1 + k)(1 - \frac{\lambda}{k}) \mathcal{C} \right) v \\
- \partial \left( (1 - k)(1 + \frac{\lambda}{k}) + (1 + k)(1 - \frac{\lambda}{k}) \mathcal{C} \right) u \times \partial \left( (1 + k)(1 + \frac{\lambda}{k}) + (1 - k)(1 - \frac{\lambda}{k}) \mathcal{C} \right) v \, dxdy
\]
\[
= \Re (1 - k^2) \int_\Omega (1 + \frac{\lambda}{k})^2 (\mathcal{D} u \partial v - \partial u \mathcal{D} v) + (1 - \frac{\lambda}{k})^2 (\mathcal{D} \mathcal{D} \partial \mathcal{D} u - \partial \mathcal{D} \mathcal{D} \mathcal{D} v) \, dxdy.
\]
Continuing:
\[
= \Re 4 \frac{\lambda}{k} (1 - k^2) \int_\Omega \mathcal{D} u \partial v - \partial \mathcal{D} v \, dxdy
\]
\[
= \Re \frac{\lambda}{k} (1 - k^2) \int_{\partial \Omega} (\mathcal{N} \partial - N \partial) u \, v - u (\mathcal{N} \partial - N \partial) v \, d\sigma
\]
\[
= \Re \frac{1 + k}{\lambda + 1} \int_{\partial \Omega} (\mathcal{N} \partial - N \partial) u \, (1 - k)(1 + \frac{\lambda}{k}) v - (1 - k)(1 + \frac{\lambda}{k}) u (\mathcal{N} \partial - N \partial) v \, d\sigma
\]
\[
= \Re \frac{1 + k}{\lambda + 1} \int_{\partial \Omega} (\mathcal{N} \partial - N \partial) u \, (M - \tilde{M}) v - (M - \tilde{M}) u (\mathcal{N} \partial - N \partial) v \, d\sigma.
\]
Subtracting from the boundary integral in (24) yields the formula.

Thinking of the fundamental solution operators (19) and (20) above as matrices, one may, by Remark 4, form functions from the columns. For (19)
\[
(25) \quad \Gamma_1(\zeta) = \frac{1}{4\pi} \left\{ \frac{1 + \frac{k}{\lambda}}{1 + k} \log |\zeta|^2 + \left[ \frac{1 + \frac{k}{\lambda}}{1 + k} - \frac{1 - \frac{k}{\lambda}}{1 - k} \right] \log \left( \frac{1 + k}{2} - \frac{1 - k}{2} \frac{\zeta}{\zeta} \right) \right\}
\]
and
\[
(26) \quad \Gamma_2(\zeta) = \frac{i}{4\pi} \left\{ \frac{1 + \frac{k}{\lambda}}{1 + k} \log |\zeta|^2 + \left[ \frac{1 + \frac{k}{\lambda}}{1 + k} + \frac{1 - \frac{k}{\lambda}}{1 - k} \right] \log \left( \frac{1 + k}{2} - \frac{1 - k}{2} \frac{\zeta}{\zeta} \right) \right\}.
\]
For (20)
\[
(27) \quad \Gamma_1(\zeta) = \frac{1}{8\pi} \left\{ (1 + \frac{1}{\lambda}) \log |\zeta|^2 + (1 - \frac{1}{\lambda}) \frac{\zeta}{\zeta} \right\}
\]
and
\[
(27) \quad \Gamma_2(\zeta) = \frac{i}{8\pi} \left\{ (1 + \frac{1}{\lambda}) \log |\zeta|^2 - (1 - \frac{1}{\lambda}) \frac{\zeta}{\zeta} \right\}.
\]
In either case we have
\[
(27) \quad L \Gamma = \delta_0, \quad L \Gamma_1 = \delta_0 \quad \text{and} \quad L \Gamma_2 = i\delta_0
\]
where the first Dirac \( \delta \) is an operator (matrix) while the second and third are thought of as “functions”.

Using the conormal derivative (21) we also have
\[ \frac{\partial}{\partial \nu} \Gamma(\zeta) = \frac{1}{4\pi} \frac{1 + k}{\frac{1}{k} + 1} \left( \frac{N}{\zeta} + \frac{N}{\zeta} \right) L^{-1} \left( \frac{i\zeta}{|\zeta|} \right) \]
where \( L^{-1} \left( \frac{i\zeta}{|\zeta|} \right) \) is as in (18).

The first and second columns are
\[ \left( \frac{\partial}{\partial \nu} \Gamma \right)_1(\zeta) = \frac{1}{4\pi} \frac{1 + k}{\frac{1}{k} + 1} \left( \frac{N}{\zeta} + \frac{N}{\zeta} \right) \left( \frac{k}{1 + k} \right) \zeta + \left( \frac{k}{1 + k} - 1 \right) \zeta \]
\( \frac{1}{\zeta} \left( 1 + \frac{k}{1 + k} \right) \zeta \) - \( \frac{1}{\zeta} \left( 1 - \frac{k}{1 + k} \right) \zeta \).

Another convenient form for the conormal of \( \Gamma \) is
\[ \frac{\partial}{\partial \nu} \Gamma(\zeta) = \frac{1}{4\pi(1 - k)(\frac{1}{k} + 1)} \times \left\{ \left( \frac{1 + k}{\zeta} \right) N + \left( \frac{1}{1 + k - \zeta} \right) (M - k\tilde{M}) + (\tilde{M} - kM) \right\} \]

Compare with (19) and Remark 5. Next we note that \( M - k\tilde{M} \) is invertible as long as \( \lambda \neq 1 \), i.e., for all but triangular systems. Furthermore,
\[ (M - k\tilde{M})^{-1} = \frac{1}{(\frac{1}{k} - k)(1 - \lambda)} (\tilde{M} - kM). \]

**Theorem 4.2** (Green’s formula). For \( v \) and \( \Omega \) as in Theorem 4.1, suppose \(Lv = w\). Then

(i)
\[ \Re(M - k\tilde{M})v(\xi) = \Re \int_{\partial\Omega} \frac{\partial}{\partial \nu} \Gamma_1(\zeta - \xi) (M - k\tilde{M})v(\zeta) - \Gamma_1(\zeta - \xi) (M - k\tilde{M}) \frac{\partial v}{\partial \nu}(\zeta) d\sigma(\zeta) \]
\[ + \Re \int_{\Omega} \Gamma_1(\zeta - \xi) (M - k\tilde{M})w(\xi) dxdy, \]

(ii)
\[ \Im(M - k\tilde{M})v(\xi) = -\Re \int_{\partial\Omega} \frac{\partial}{\partial \nu} \Gamma_2(\zeta - \xi) (M - k\tilde{M})v(\zeta) - \Gamma_2(\zeta - \xi) (M - k\tilde{M}) \frac{\partial v}{\partial \nu}(\zeta) d\sigma(\zeta) \]
\[ - \Re \int_{\Omega} \Gamma_2(\zeta - \xi) (M - k\tilde{M})w(\xi) dxdy, \]

(iii)
\[ (M - k\tilde{M})v(\xi) = \int_{\partial\Omega} \frac{\partial}{\partial \nu} \Gamma(\zeta - \xi) (M - k\tilde{M})v(\zeta) - \Gamma(\zeta - \xi) (M - k\tilde{M}) \frac{\partial v}{\partial \nu}(\zeta) d\sigma(\zeta) \]
\[ + \int_{\Omega} \Gamma(\zeta - \xi) (M - k\tilde{M})w(\xi) dxdy, \]
(iv) 
\[ v(\xi) = \int_{\partial\Omega} \frac{\partial\Gamma}{\partial\nu}(\zeta - \xi)v(\zeta) - \Gamma(\zeta - \xi)\frac{\partial v}{\partial\nu}(\zeta)d\sigma(\zeta) + \int_{\Omega} \Gamma(\zeta - \xi)\omega(\zeta)\,dxdy. \]

Proof. Parts (i) and (ii) follow by the integration by parts formula (23) with \( u = \Gamma_1 \) or \(-\Gamma_2 \) together with (27). Part (iii) combines (i) and (ii) in an operator or matrix version, where \( T \) stands for transposition of matrices. See Remark 4.

Part (iv) follows from (29) and the formulas \( (\tilde{M} - kM)^T \frac{\partial\Gamma}{\partial\nu} = \frac{\partial\Gamma}{\partial\nu} (\tilde{M} - kM) \)
and \( (\tilde{M} - kM)\Gamma^T = \Gamma(\tilde{M} - kM) \). These follow from the Hermitian formulas (see Remark 4)
\[ (30) \quad \frac{\partial\Gamma}{\partial\nu}(\tilde{M} - kM)^T = \frac{\partial\Gamma}{\partial\nu} (\tilde{M} - kM) \]
and \( \Gamma(\tilde{M} - kM)^T = \Gamma(\tilde{M} - kM) \).

To see (30) we note that if \( a \) and \( b \) are real and \( G \) is any complex valued function, then \( (a + b\mathcal{C})G(a + b\mathcal{C}) \) is Hermitian. Because \( M - k\tilde{M} \) and \( \tilde{M} - kM \) are almost inverses of one another \( \mathcal{C} \), it follows that anything of the form
\[ [F(M - k\tilde{M}) + (\tilde{M} - kM)G](\tilde{M} - kM) \]
is Hermitian. Therefore (30) follows by Remark 5 and (28). \qed

Part (iv) of Theorem 4.4 suggests that we may define for any \( 1 < p < \infty \) and complex valued \( f \in L^p(\partial\Omega) \) the double layer potential
\[ (31) \quad \mathcal{K}f(\xi) = \int_{\partial\Omega} \frac{\partial\Gamma}{\partial\nu}(\zeta - \xi)f(\zeta)\,d\sigma(\zeta), \quad \xi \in \mathbb{C} \setminus \partial\Omega, \]
and the single layer potential
\[ (32) \quad \mathcal{S}f(\xi) = \int_{\partial\Omega} \Gamma(\zeta - \xi)f(\zeta)\,d\sigma(\zeta), \quad \xi \in \mathbb{C}. \]

(27) shows that both \( \mathcal{K}f \) and \( \mathcal{S}f \) will be solutions to \( Lu = 0 \).

The definitions of \( \mathcal{K} \) and \( \mathcal{S} \) and their traces on the boundary make sense even on Lipschitz domains. This follows by well known arguments based on [Cal77], [CMM82] and [FJR78]. Recall the nontangential maximal function \( \mathcal{N}(u) \) of a function \( u \) defined in a Lipschitz domain \( \Omega \). If \( P \in \partial\Omega \),
\[ \mathcal{N}(u)(P) = \sup_{\zeta} |u(\zeta)|, \]
where the supremum is taken over the nontangential approach region
\[ (33) \quad \{\zeta \in \Omega : |\zeta - P| \leq (1 + \alpha)\text{dist}(\zeta, \partial\Omega)\}, \]
where \( \alpha > 0 \) is independent of \( P \) but dependent on the Lipschitz nature of \( \Omega \). The nontangential limit will be written \( u(\zeta) \overset{\text{n.t.}}{\rightarrow} u(P) \) and is \( \lim_{\zeta \rightarrow P} u(\zeta) \), where for each \( P \) the \( \zeta \) are taken in the region (33). A similar region may be constructed for \( \bar{\Omega}^c \) and both \( \mathcal{N}(u) \) and \( \overset{\text{n.t.}}{\rightarrow} \) defined. We have by [CMM82] and [FJR78]

**Theorem 4.3.** Let \( \Omega \subset \mathbb{C} \) be a Lipschitz domain. Let \( 1 < p < \infty \) and \( f \in L^p(\partial\Omega) \). Then
\[ (i) \quad \|\mathcal{N}(\mathcal{K}f)\|_{L^p(\partial\Omega)} \leq C_p \|f\|_{L^p(\partial\Omega)}, \]
\[ (ii) \quad \mathcal{K}f(\zeta) \overset{\text{n.t.}}{\rightarrow} \left(\frac{1}{2}I + K\right)f(P) \quad \text{a.e. (}d\sigma\text{), } \zeta \in \Omega, \]
(iii) $Kf(\zeta) = \frac{1}{2}(-\frac{1}{2}I + K)f(P)$ a.e. $(d\sigma)$, $\zeta \in \Gamma$, where $I$ is the identity operator, and

(iv) $Kf(P) = \text{p.v.} \int_{\partial \Omega} \frac{\partial}{\partial \nu}(\zeta - P)f(\zeta) d\sigma(\zeta)$ is bounded from $L^p(\partial \Omega)$ to $L^p(\partial \Omega)$

and $\frac{\partial}{\partial \nu}$ is defined by (21) with the outer unit normals $N(\zeta)$ to $\partial \Omega$.

We define an adjoint to $K$ by

$$K^* f(P) = \text{p.v.} \int_{\partial \Omega} \frac{\partial}{\partial \nu_P}(P - \zeta)f(\zeta) d\sigma(\zeta),$$

where $\frac{\partial}{\partial \nu_P}$ is defined by (21) with the outer normals $N(P)$ to $\partial \Omega$.

We obtain by the observations (30) (see Remark 4) and (29)

$$\Re \int_{\partial \Omega} (M - k\widetilde{M})g \ Kf \ d\sigma = \Re \int_{\partial \Omega} (M - k\widetilde{M})f \ K^* g \ d\sigma$$

and

**Theorem 4.4.** With the same hypotheses as in Theorem 4.3

(i) $\|N(|\partial Sf| + |\overline{Sf}|)\|_{L^p(\partial \Omega)} \leq C_p \|f\|_{L^p(\partial \Omega)}$,

(ii) $\frac{\partial}{\partial \nu_P} Sf(\zeta) \underset{\Omega}{\overset{n+1}{\overset{n+1}{\sim}}} (-\frac{1}{2}I + K^*)f(P)$ a.e. $(d\sigma)$, $\zeta \in \Omega$,

(iii) $\frac{\partial}{\partial \nu_P} Sf(\zeta) \underset{\Omega}{\overset{n+1}{\overset{n+1}{\sim}}} (-\frac{1}{2}I + K^*)f(P)$ a.e. $(d\sigma)$, $\zeta \in \Omega$,

(iv) $K^*$ is bounded from $L^p(\partial \Omega)$ to $L^p(\partial \Omega)$.

**Remark 6.** One of our goals is to show on Lipschitz boundaries that $\frac{1}{2}I + K^*$ is injective from $L^p$ to $L^p$, where $p > 1$ is chosen small enough, depending on the canonical ellipticity $k$. By duality this implies that $\frac{1}{2}I + K$ has dense range in $L^p$.

As is apparent, our operators are not linear over complex $L^p$ spaces. For example, (34) is not true when $\Re$ replaces $\Im$, so that $(M - k\widetilde{M})K^*$ is not the adjoint of $(M - k\widetilde{M})K$ over complex $L^p$. The algebraic convenience of our notation seems to cause an analytic difficulty. However, if our operators are rewritten as acting on two copies of real $L^p$, one sees that they then are linear and, for example, $(M - k\widetilde{M})K^*$ is the adjoint to $(M - k\widetilde{M})K$. In this way standard functional analytic arguments can be seen to be valid.

5. **Spectral analysis**

As in [DL92], determining that the trace of the double layer potential on the boundary of a $C^1$ polygon is a Fredholm operator can be reduced to analyzing the spectrum of the trace in unbounded plane sectors. However, in general it is not enough to match the sectors’ angles with the angles of the polygon. In addition the orientation of the angles must also match. For canonical ellipticity $k < 1$ the spectrum of the trace of the double layer potential is not rotation invariant. Thus we will give a brief derivation of the symbol associated with the trace that takes this view into account.
Let \( \alpha, \beta \in \mathbb{C} \) have norm 1 and be distinct. Define the sector
\[
\Omega_{\alpha, \beta} = \{ \zeta \mid \arg \alpha < \arg \zeta < \arg \beta \}.
\]

Let \( s, t \) be positive reals. Using the definition of the double layer potential \( \mathcal{K} \), (31), and letting \( \zeta \in \Omega_{\alpha, \beta} \) approach \( t \beta \) as in (ii) of Theorem 4.3, we obtain the trace
\[
\left( \frac{1}{2} I + K \right) f(t \beta) = \frac{1}{2} f(t \beta) + \int_{0}^{\infty} \frac{\partial \mathcal{G}}{\partial \nu}(s \alpha - t \beta) f(s \alpha) ds.
\]

Here \( N = -i \alpha \) in (21) and, putting \( 2 A = (1 + k) \alpha - (1 - k) \overline{\alpha} \) and \( 2 B = (1 + k) \beta - (1 - k) \overline{\beta} \), the kernel of the integral operator becomes the Hardy kernel [LP80]
\[
K_{\alpha}(s, t) = \frac{1}{4 \pi i (1 - k)(\frac{2}{k} + 1)} \left\{ \frac{A}{A - \frac{i}{s} B} (M - k \overline{M}) - (M - k \overline{M}) \frac{\pi}{\alpha - \frac{k}{s} \beta} \right\} \frac{1}{s}.
\]

Now define \( \beta/\alpha = e^{\iota \theta} \); then \( 0 < \theta < 2 \pi \) represents the interior angle of the sector \( \Omega_{\alpha, \beta} \). Define \( \arg(B/A) = \psi \), \( 0 < \psi < 2 \pi \). Then \( \psi \) varies as the orientation \( (\arg \alpha + \arg \beta)/2 \) varies. \( B \) and \( A \) are the horizontal projection of \( \beta \) and \( \alpha \) onto the ellipse \( x^2/k^2 + y^2 = 1 \). When \( k = 1, \psi = \theta \), but when \( k < 1 \) and \( \theta \) is fixed \( \psi \) varies as a function of orientation since it is the angle between the projections of \( \alpha \) and \( \beta \) onto the ellipse.

Using (1.2) and (1.6) of [LP80], we obtain via the Mellin transform the symbol for \( K_{\alpha} \) (see 5.27 of [LP83]):
\[
\tilde{k}_{\alpha}(z) = \frac{1}{4 \pi i (1 - k)(\frac{2}{k} + 1)} \left\{ \frac{|A|}{B} e^{-i \psi} \frac{e^{i \pi z}}{\sin \pi z} (M - k \overline{M}) - (M - k \overline{M}) e^{i \theta z} \frac{e^{-i \pi z}}{\sin \pi z} \right\}
\]
\[
= \frac{1}{4 \pi i \sin \pi z} \left\{ \frac{|B|}{A} e^{\pi(z - \psi)} [1 + \Lambda C] - [1 + \Lambda C] e^{-i \pi(z - \theta)} \right\},
\]
where \( 0 < \Re z < 1 \) and \( \Lambda = \frac{(1 + k)(1 - \frac{1}{k})}{(1 - k)(1 + \frac{1}{k})} \).

Remark 7. For the time being, however, \( z \) should be thought of as an indeterminate rather than as a complex number. The conjugation operators in \( M \) and the other complex algebraic operations we use do not affect \( z \). Our use of the algebra of complex numbers is to facilitate algebraic manipulations of our real systems and their solutions. With \( z \) we have introduced a separate complex structure. For example, \( Cz = z \) and \( Ce^{i z} = e^{-i z} \).

Similarly we let \( \zeta \in \Omega_{\alpha, \beta} \) approach \( t \alpha \), obtaining
\[
\left( \frac{1}{2} I + K \right) f(t \alpha) = \frac{1}{2} f(t \alpha) + \int_{0}^{\infty} K_{\beta}(s, t) f(s \beta) ds,
\]
and find that the symbol of the Hardy kernel \( K_{\beta} \) satisfies \( \tilde{k}_{\beta}(z) = \tilde{k}_{\alpha}(-z) \). Writing \( f_{\alpha}(s) = f(s \alpha) \) and \( f_{\beta}(s) = f(s \beta) \), the problem of inverting the trace of the double layer potential on \( \partial \Omega_{\alpha, \beta} \) is the same as solving the system
\[
\left( \frac{1}{2} I + K \right) f = \begin{pmatrix} \frac{1}{2} I & K_{\beta} \\ K_{\alpha} & \frac{1}{2} I \end{pmatrix} \begin{pmatrix} f_{\alpha} \\ f_{\beta} \end{pmatrix} = \begin{pmatrix} g_{\alpha} \\ g_{\beta} \end{pmatrix},
\]
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where the complex valued functions \( f_\alpha, f_\beta, g_\alpha, g_\beta \in L^p(\mathbb{R}_+) \). This can be done as in [DL92] by studying the matrix of symbols

\[
\begin{pmatrix}
\frac{1}{2} & \tilde{k}_\alpha(-z) \\
\tilde{k}_\alpha(z) & \frac{1}{2}
\end{pmatrix}
\]

and in particular its “determinant” symbols

\[
4\tilde{k}_\alpha(z)\tilde{k}_\alpha(-z) - 1 \quad \text{and} \quad 4\tilde{k}_\alpha(-z)\tilde{k}_\alpha(z) - 1.
\]

The first symbol of (39) factors as

\[
4\tilde{k}_\alpha(z)\tilde{k}_\alpha(-z) - 1
= \frac{1}{\sin^2 \pi z} \left[ \sin \left( \frac{z}{2} (4\pi - \theta - \psi + i \log \left| \frac{B}{A} \right|) \right) + \Lambda \epsilon \left( 2\pi - \psi \right) \sin \left( \frac{z}{2} \left( \theta - \psi + i \log \left| \frac{B}{A} \right| \right) \right) \right] 
\]

and similarly for the second. The case \( k = 1 \) is obtained in the limit, viz.

\[
4\tilde{k}_\alpha(z)\tilde{k}_\alpha(-z) - 1
= \frac{1}{\sin^2 \pi z} \left[ \sin \left( 2\pi - \theta \right) + \frac{1 - \lambda}{1 + \lambda} \frac{\beta^2 - \alpha^2}{2} \epsilon \left( 2\pi - \theta \right) \right] 
\]

Finally the determinant of (38) as a \( 4 \times 4 \) matrix follows from the determinant (see Remark 4) of the symbols (39) in the \( k < 1 \) case (recall that \( z \) is not treated as a complex number in this calculation) as

\[
\frac{1}{\sin^2 \pi z} \left[ \sin \left( \frac{z}{2} (4\pi - \theta - \psi + i \log \left| \frac{B}{A} \right|) \right)^2 - \Lambda^2 \sin \left( \frac{z}{2} \left( \theta - \psi + i \log \left| \frac{B}{A} \right| \right) \right)^2 \right] 
\]

and in the \( k = 1 \) case as

\[
\frac{1}{\sin^2 \pi z} \left[ \sin^2 \left( 2\pi - \theta \right) - \left( \frac{1 - \lambda}{1 + \lambda} \right) \sin^2 \theta \right] 
\]

The formulas (40) and (41) are, in fact, Theorem 4.1 of [DL92, pp. 662-663]. When \( 1 < p < \infty \) the operator \( \frac{1}{2} I + K \) (37) is invertible on \( L^p(\partial \Omega_{\alpha,\beta}) \) as long as there is no \( z = \frac{1}{2} + i \xi \) for \( \xi \in \mathbb{R} \) for which the determinant (40) vanishes. By Theorem 4.3 of [DL92] the symmetrizable \( (\lambda > 1) \) systems have double layer potentials that
fail to be invertible for some sector only when $1 < p < 2$. This is consistent with the existence of Rellich formulas ([PV95a], [Ver96], and Remark 8 below) for such systems, thus insuring $L^2$ results and the $L^p$ results for $p > 2$. Further, the zeros of (40) are always of the form $z = \frac{1}{p}$, i.e. real, and at most two in number (when an angle $\theta$ and orientation are fixed).

In the case of nonsymmetric systems $k \leq \lambda < 1$ (40) begins to have nonreal zeros in the strip $0 < \Re z < 1$, and they begin to have the form $z = \frac{1}{p} + i\xi$, $p \geq 2$. This is most readily seen in the skewsymmetric case $\lambda = k < 1$. In this case $\Lambda = 0$, and, for example, a zero may satisfy $
abla \Re z = \frac{1}{p} = \frac{n}{2} \frac{\theta + \psi}{4\pi} + \frac{1}{4\pi} \log \frac{|B|}{|A|}^2$

$\begin{equation} n = 1, 2, \ldots; 0 < \theta, \psi < 2\pi. \end{equation}$

Then an example of $p = 2$ noninvertibility (see §8) is obtained by taking $n = 1$, $\alpha = 1$, and $\beta = i$ (so $\theta = \psi = \pi/2$) and $k = e^{-\pi\sqrt{3}}$ (since now $\log \frac{|B|}{|A|} = \log(1/k)$).

In fact by choosing $k$ small and thus allowing $\log \frac{|B|}{|A|}$ to be as large as $\log(1/k)$ it is clear from (42) that noninvertibility may occur for angles $\theta$ in the vicinity of $\pi/2$ and orientation in the vicinity of $\pi/4$ for as large a (finite) number of values of $p$ as we wish. Further, invertibility may be made to fail for any $p < \infty$ by choosing $k$ small enough.

As with the Laplacian [FJL77], failure of the double layer potential to be invertible does not necessarily imply inability to solve the Dirichlet problem. As is apparent, however, the zeros of the second factor of (40) correspond exactly to the counterexamples in §8. Thus other observations from §8 apply here. The first factor of (40) allows additional noninvertibility results even when the Dirichlet problem is solvable. See §6 below.

We close with an observation on systems of the first kind ($k = 1$) and a lemma which lays the foundation for the positive results in $C^1$ polygons of §§6 and 7.

**Theorem 5.1.** The noninvertibility of the trace of the double layer potential from $L^p(\partial \Omega)$ to $L^p(\partial \Omega)$, $1 < p < \infty$, when $\Omega$ is a sector (35) is invariant under rotations of the sector when $k = 1$.

When $k < 1$ invertibility fails on nontrivial closed intervals of $p$’s for a fixed interior angle $\theta$ as the sector is rotated.

The proof follows immediately from formulas (41) and (40) and the symbol calculus of [LP80].

In the lemma, strong ellipticity, $\lambda > 0$, is used for the first time. See Remarks 1 and 2.

**Lemma 5.1.** Given a strongly elliptic system with $k$ and $\lambda$, there is a $p_0' < \infty$ so that on every sector $\Omega_{\alpha, \beta}$ (35) the trace of the double layer potential (37) is invertible on $L^p(\partial \Omega_{\alpha, \beta})$ for all $p_0' \leq p < \infty$.

**Proof.** When $\lambda \geq 1$ [DL92] shows that we may take $p_0' = 2$. We need only consider the nonsymmetric case $k \leq \lambda < 1$. In this case $0 \leq \Lambda^2 < 1$, where $\Lambda$ is as in (36).
Let \( z = x + iy \) and let \( \rho = \log \left| \frac{B}{A} \right| \). We will call \( \sin^{4} \pi z \) the denominator of (40); then the negative of the real part of the second factor in the numerator of (40) may be written as

\[
(1 - \Lambda^2) \left[ \cos x(\theta + \psi) \cosh y(\theta + \psi) - \cos y \rho \cosh x \rho \right] \\
+ \Lambda^2 \left[ \cos x(\theta + \psi) \cosh y(\theta + \psi) - \cos x(\theta - \psi) \cosh y(\theta - \psi) \right].
\]

We will first show that (43) never vanishes for any \( 0 < \theta < 2\pi \) whenever

\[
z \in \{ x + iy \mid 0 \leq x \leq 2^{-4} \text{ and } |y| > \frac{1}{k} \}.
\]

It is always true that \( |\rho| \leq \log \left( 1 + \frac{|B - A|}{k} \right) \leq \frac{\theta}{k} \) and \( 0 \leq \theta + \psi \leq 4\pi \). Thus, setting \( t = \theta + \psi \), the first bracket of (43) is bounded below by

\[
f(t) = \cos xt \cosh yt - \cosh \frac{x}{k} t.
\]

By examining \( f''(t) \) it is not hard to see, with \( x \) and \( y \) as in (44), that \( f(t) \) is an increasing function of \( t \), \( 0 \leq t \leq 4\pi \). Thus the first bracket of (43) is positive for \( 0 < \theta < 2\pi \), and so is the second since \( f(t) + \cosh \frac{x}{k} t \) is also increasing and \( \theta + \psi > |\theta - \psi| \). Thus the second factor in the numerator of (40) has no zeros in the half-strips (44). A similar analysis holds for the first factor in the numerator of (40) when \( 0 < \theta < 2\pi \), since \( \rho \leq \frac{2\pi - \theta}{k} \) and \( 4\pi - \theta - \psi > |\theta - \psi| \). Now we need only show that (40) has no zeros in a bounded rectangular region around the origin.

First the value of (40) at the origin is

\[
(2\pi)^{-4} \left[ (4\pi - \theta - \psi)^2 + \rho^2 - \Lambda^2((\theta - \psi)^2 + \rho^2) \right] \\
\times \left[ (\theta + \psi)^2 + \rho^2 - \Lambda^2((\theta - \psi)^2 + \rho^2) \right],
\]

which is positive for all \( 0 < \theta + \psi < 4\pi \). Next, analyze the factors in the numerator. The negative of the second factor for \( z = iy \) is \( \cosh y(\theta + \psi) - \cos y \rho - \Lambda^2(\cosh y(\theta - \psi) - \cos y \rho) \), which is positive whenever \( y \neq 0 \) and \( 0 < \theta + \psi \leq 4\pi \). A similar statement is true for the first factor. By continuity and compactness we need only exclude the possibility that zeros can come arbitrarily close to the \( y \)-axis in a bounded region about the origin when \( \theta \downarrow 0 \) or \( \theta \uparrow 2\pi \). Hence, let \( |z| < b < \infty \).

By the series expansion for the sine, (40) for any \( |z| < b \) is equal to the origin value (46) with \( +O(|4\pi - \theta - \psi|^4) \) as \( \theta \downarrow 2\pi \) and \( +O(|\theta + \psi|^4) \) as \( \theta \uparrow 0 \) inserted in the first and second brackets respectively, with these asymptotic expressions controlled by a constant that depends only on \( b \) and \( k \). Thus for \( \theta \) close enough to 0 the second factor in the numerator of (40) can have no zeros \( z \) with \( |z| < b \), and similarly for \( \theta \) close enough to \( 2\pi \) for the first factor, which suffices to prove the lemma.

6. \( L^p \) boundary value problems

We turn our attention to the solution of boundary value problems with \( L^p \) data in \( C^1 \) polygons. These domains are a subset of the set of bounded Lipschitz domains with connected boundary consisting of a finite union of \( C^1 \) curves. We combine the method of layer potentials based on Lemma 5.1 above with the coercivity result of Theorem 6.1 to solve the Neumann problem. A rotation invariant Cauchy-Riemann system is devised (Theorem 6.6) in order to deduce results for the regularity problem.
from the Neummann problem. The section ends with the study of the Green operator for \( L \) and its application to the Dirichlet problem.

To begin we need another integration by parts formula. Again, one sees the need for strong ellipticity, \( \lambda > 0 \).

**Theorem 6.1.** (Analytic integration by parts [KWCQ85, pp. 25-27]) With the hypotheses of Theorem 4.1 and \( L \) as in (11) and writing \( u = v + iw \) for \( v, w \) real valued,

\[
\mathcal{R} \int_{\partial \Omega} \frac{\partial u}{\partial \nu} (M - k \tilde{M}) \nu d\sigma - \mathcal{R} \int_{\Omega} Lu (M - k \tilde{M}) u dx dy = 2 \int_{\Omega} (1 - \lambda) v_x^2 + \lambda(1 - \lambda) v_y^2 + \frac{\lambda}{k^2} (\lambda - k^2) w_x^2 + (\lambda - k^2) w_y^2 dx dy \tag{47}
\]

and

\[
- \mathcal{R} \int_{\partial \Omega} \frac{\partial u}{\partial \nu} (M - k \tilde{M}) u d\sigma + \mathcal{R} \int_{\Omega} Lu (M - k \tilde{M}) u dx dy = 2 \int_{\Omega} (\lambda - 1) v_x^2 + \lambda(\lambda - 1) v_y^2 + \frac{\lambda}{k^2} (\lambda - k^2) w_x^2 + (\lambda - k^2) w_y^2 + (\lambda - 1) \frac{k - \lambda}{k + 1} v_x w_y + (\lambda - 1) \frac{k - \lambda}{k + 1} v_y w_x dx dy. \tag{48}
\]

**Proof.** The proof follows by the Gauss divergence theorem, writing everything in terms of real and imaginary parts and collecting terms.

**Remark 8.** (Rellich Identities) Fixing \( N = N_0 \) in (22), we obtain a fixed directional derivative \( \frac{\partial}{\partial \tau} \) in the \( iN_0 \) direction. By defining \( \Omega \) as the region above the graph of a Lipschitz function with respect to the direction \( iN_0 \) we mean precisely that \( \mathcal{R}(iN_0 N) \) is positive and uniformly bounded away from zero a.e.\((d\sigma)\), where here \( N \) is the outer unit normal vector to \( \Omega \). When we parametrize the subdomains of \( \Omega \) that are obtained as translations of \( \Omega \) in the \( iN \) direction and then differentiate (48) with respect to the parameter, the coarea formula yields

\[
\mathcal{R} \int_{\partial \Omega} \frac{\partial}{\partial \nu} \left( \frac{\partial}{\partial \tau} u \right) (M - k \tilde{M}) u + \frac{\partial}{\partial \nu} u (M - k \tilde{M}) \frac{\partial}{\partial \tau} u d\sigma = 2 \int_{\partial \Omega} \left( (\lambda - 1) v_x^2 + \lambda(\lambda - 1) v_y^2 + \frac{\lambda}{k^2} (\lambda - k^2) w_x^2 + (\lambda - k^2) w_y^2 + (\lambda - 1) \frac{k - \lambda}{k + 1} v_x w_y + (\lambda - 1) \frac{k - \lambda}{k + 1} v_y w_x \right) \frac{1 + k}{1 + \frac{\lambda}{k}} \mathcal{R}(iN_0 N) d\sigma
\]

whenever \( Lu = 0 \). A Rellich identity for solutions is then obtained by observing that \( \frac{\partial u}{\partial \tau} \) is also a solution, so that integration by parts (Theorem 4.1) may be used to convert the first term on the left into another second term.

For symmetrizable systems, i.e. \( \lambda > 1 \), the identity yields \( L^2(\partial \Omega) \) control of all first derivatives of a solution in terms of either the conormal derivative or the transverse derivative \( \frac{\partial u}{\partial \tau} \), thus yielding \( L^2(\partial \Omega) \) results for the Neumann and Dirichlet problems on Lipschitz domains (see [JK81], [PV95a] and others). When \( k \leq \lambda < 1 \) the right side of the identity fails to control the \( L^2(\partial \Omega) \) norm of the derivatives, and
thus one considers deriving a similar identity using (47). But \( \pi \) is not a solution, so the integration by parts fails to yield a useful identity except in the case where \( \lambda > k \) and the Lipschitz constant for \( \partial \Omega \) is so small that the extra terms deriving from \( L\pi \) may be hidden. When \( \lambda = k \), a Rellich identity, simply obtained as here by using the divergence theorem, appears to be impossible even in the flat boundary case.

**Theorem 6.2** (Uniqueness for the Neumann problem). Let \( \Omega \subset \mathbb{C} \) be a bounded Lipschitz domain. Let \( 1 \leq p \leq \infty \) and suppose \( Lu = 0 \) in \( \Omega \) with

\[
N(|\partial u| + |\bar{\partial} u|) \in L^p(\partial \Omega).
\]

(49)

Then \( \frac{\partial u}{\partial \nu} = 0 \) a.e. \((d\sigma)\) implies that \( u \) is constant.

**Proof.** When \( \lambda = 1 \), we have the triangular systems. Writing \( u = v + iw \), we have that \( w \) satisfies a single elliptic homogeneous equation with conormal derivative equal to zero. Thus by the theory of single elliptic equations in Lipschitz domains \( w \) is constant, whence \( v \) too satisfies the same type of equation and boundary conditions, and the proof is complete by the single equation theory.

When \( k \leq \lambda < 1 \) we use the equation of (47) on domains approximating \( \Omega \) from the inside, noting that (49) implies that \( |u| \) is a uniformly bounded function in \( \Omega \).

Thus, by (47), \( \frac{\partial u}{\partial \nu} = 0 \), and by the Lebesgue dominated convergence theorem the left side of (47) is in the limit zero. Thus \( u \) is a constant.

When \( \lambda > 1 \) we have symmetric systems, and the result follows from (48) and Young’s inequality to take care of the cross terms.

By Theorem 4.1 we see that, if \( Lu = 0 \) in \( \Omega \), then \( \int_{\partial \Omega} \frac{\partial u}{\partial \nu} d\sigma = 0 \). Denote the space of \( L^p(\partial \Omega) \) functions with mean value zero by \( L^p_0(\partial \Omega) \).

**Theorem 6.3.** Let \( \Omega \subset \mathbb{C} \) be a \( C^1 \) polygon. Given \( L \), let \( p_0 = p_{k,\lambda} \) be as in Lemma 5.1 and \( \frac{1}{p'_0} + \frac{1}{p_0} = 1 \). Then for all \( 1 < p < p_0 \)

(i) \(-\frac{1}{2}I + K^* : L^p_0(\partial \Omega) \rightarrow L^p_0(\partial \Omega) \) is invertible and

(ii) \( \frac{1}{2}I + K^* : L^p(\partial \Omega) \rightarrow L^p(\partial \Omega) \) is invertible.

**Proof.** By the same arguments used in [LP83] or [DL92] the operator \( K \) may be written as system of Hardy kernel operators on a finite interval together with compact operators. Further, as in these papers the index of the system together with \( \pm \frac{1}{2}I \) will be zero when \( \infty > p' > p_0 \). Thus by the Riesz-Schauder theory we need only establish that the range of \( \pm \frac{1}{2}I + K \) is dense in \( L^p \), i.e., that \( \pm \frac{1}{2}I + K^* \) is injective in \( L^p \) or \( L^p_0 \). But this follows now by potential theoretic arguments as in [FJR78] (see also [Ver84] for two dimensional arguments in the exterior domain \( \Omega^c \)), since we have Theorems 6.1 and 6.2. In particular, both \( \pm \frac{1}{2}I + K^* \) are seen to be invertible on \( L^p_0 \). Further, if \( (\frac{1}{2}I + K^*)f = 0 \) it follows, since \( \frac{1}{2}I + K^* \) maps \( L^p \) onto \( L^p_0 \), that \( f \in L^p_0 \). Thus neither \( (\frac{1}{2}I + K^*)(1) \) nor \( (\frac{1}{2}I + K^*)(i) \) vanish and together with \( L^p_0 \) span all of \( L^p \), thus establishing (ii).
By Green’s formula, $\frac{1}{2}I + K$ maps any constant to itself. Let $L^p(\partial\Omega)/\langle e^{i\theta}\rangle$ denote the quotient space with respect to the constant functions. The next theorem follows by duality.

**Theorem 6.4.** With the same hypotheses as Theorem 6.3 by duality.

(iii) $\frac{1}{2}I + K : L^p(\partial\Omega)/\langle e^{i\theta}\rangle \rightarrow L^p(\partial\Omega)/\langle e^{i\theta}\rangle$ is invertible and

(ii) $\frac{1}{2}I + K : L^p(\partial\Omega) \rightarrow L^p(\partial\Omega)$ is invertible whenever $p_0 < p' < \infty$.

**Theorem 6.5** (Neumann Problem). Let $\Omega$ be a $C^1$ polygon, and let $p_0$ be as in Theorem 6.3. Let $1 < p < p_0$ and $g \in L^p_0(\partial\Omega)$ be given.

(i) There exists a unique solution $u$ in $\Omega$ to

(a) $Lu = 0$,
(b) $N(|\partial u| + |\overline{\partial u}|) \in L^p(\partial\Omega)$,
(c) $\int_{\partial\Omega} u \, d\sigma = 0$,
(d) $\frac{\partial u}{\partial \nu} = g$ a.e. ($d\sigma$);

(ii) there exists a unique solution $u$ in $\mathbb{C} \setminus \overline{\Omega}$ to

(a) $Lu = 0$,
(b) $N(|\partial u| + |\overline{\partial u}|) \in L^p(\partial\Omega)$,
(c) $u(\zeta) = O(|\zeta|^{-1})$ as $|\zeta| \rightarrow \infty$,
(d) $\frac{\partial u}{\partial \nu} = g$ a.e. ($d\sigma$).

Furthermore, in both cases we have the estimate

(iii) $\|N(|\partial u| + |\overline{\partial u}|)\|_{L^p(\partial\Omega)} \leq C_{p,\Omega} \|g\|_{L^p(\partial\Omega)} < \infty$.

**Proof.** Existence, uniqueness and estimate (iii) follow from Theorems 4.4, 6.2 and 6.3. 

Since (iii) depends on the invertibility of operators from Theorem 6.3 and therefore the theory of compact operators, the quantitative dependence of $C_{p,\Omega}$ on the $C^1$ domains $\Omega$ is obscure. We also note that although $\frac{1}{2}I + K^*$ is invertible on all of $L^p(\partial\Omega)$, $S(1)(\zeta)$ and $S(i)(\zeta) \neq O(|\zeta|^{-1})$ as $|\zeta| \rightarrow \infty$.

To get a uniqueness result for the Dirichlet problem we need to produce a Green operator with the appropriate estimates. To do this we first solve the regularity problem, to which we now turn our attention.

Basing arguments on the same type of spectral analysis of [LP83] that was used in Theorem 6.3, we could show that the single layer potential $S$ is invertible from $L^p(\partial\Omega)$ to $L^p_1(\partial\Omega)$ (the Sobolev space of $L^p$ functions with first derivatives in $L^p$) by studying $\frac{\partial}{\partial \tau} Sf(P)$, $P \in \partial\Omega$. However, in this case we would not obtain the identity operator plus Hardy kernels plus compact operators. Instead we would get, in addition to the Hardy kernels, operators that were essentially Hilbert transforms. Though this is not a serious problem, we will instead use some potential theoretic techniques, the analogues of [Ver84, §4].

Let $f$ and $g$ denote holomorphic functions. Recall the regular solutions to $Lu = 0$ of (12):

$$u(\zeta) = f((1 + k)\zeta - (1 - k)\overline{\zeta}) + \frac{1 + k}{1 + k} g(\zeta) + \frac{1 - k}{1 - k} g(\zeta).$$

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
The columns of $\Gamma$ given by (25) and (26) are also seen to be of this form. Thus Theorem 6.5 shows that every solution in a $C^{1}$ polygon is of the form (50). Further, by requiring, as we may, that $g(\zeta_0) = 0$ for some fixed $\zeta_0$ in the domain, we see that $f$ and $g$ are uniquely determined. We shall assume this normalization in the following.

**Definition 1.** Given $u$ as in (50) with $g$ normalized, define the *conjugate solution* to $u$ by

$$\tilde{u}(\zeta) = -if((1 + k)\zeta - (1 - k)\bar{\zeta}) + i\frac{1 + k}{1 + k}g(\zeta) - i\frac{1 - k}{1 - k}g(\zeta).$$

For $k = 1$ we have $u(\zeta) = f(\zeta) + (1 + \frac{1}{\lambda})g(\zeta) + (1 - \frac{1}{\lambda})\bar{\zeta}g'(\zeta)$ and

$$\tilde{u}(\zeta) = -if(\zeta) + i(1 + \frac{1}{\lambda})\bar{g}(\zeta) - i(1 - \frac{1}{\lambda})\bar{\zeta}g'(\zeta).$$

We note that $\tilde{\tilde{u}} = -u$. One reason for this choice of definition is that we arrive at a rotation-invariant Cauchy-Riemann system, which we state without proof.

**Theorem 6.6.** Given a solution $u$ and any direction $N \in \mathbb{C}$ with conormal and tangential derivatives defined by (21) and (22), we have

$$\frac{\partial}{\partial \nu} u = \frac{\partial}{\partial \tau} \tilde{u}$$

and

$$\frac{\partial}{\partial \tau} u = -\frac{\partial}{\partial \nu} \tilde{u}.$$ 

In addition, for $N$ fixed, the conjugate of $\frac{\partial}{\partial \tau} u$ is $\frac{\partial}{\partial \nu} u$, i.e., both are solutions and

$$\frac{\partial}{\partial \nu} u = \frac{\partial}{\partial \tau} u.$$ 

Given a solution $u$, Theorem 6.6 provides the standard local algorithm for arriving at $\tilde{u}$, viz. integrating $\frac{\partial}{\partial \nu} u$ in the $\tau$ direction. In light of Theorems 4.4, 6.3 and 6.5 Theorem 6.6 suggests another method that is global in nature. Define the potential

$$(S \frac{\partial}{\partial \tau}) f(\xi) = \int_{\partial \Omega} \frac{\partial \Gamma}{\partial \tau_\xi} (\zeta - \xi) f(\zeta) d\sigma(\zeta).$$

Like Theorem 4.3, the next theorem is standard.

**Theorem 6.7.** With the same hypothesis as Theorem 4.3

(i) $\|N((S \frac{\partial}{\partial \tau}) f)\|_{L^p(\partial \Omega)} \leq C_p \|f\|_{L^p(\partial \Omega)}$,

(ii) $(S \frac{\partial}{\partial \tau}) f(\xi) \overset{n.t.}{\rightarrow} p.v. \int_{\partial \Omega} \frac{\partial \Gamma}{\partial \tau_\xi} (\zeta - P) f(\zeta) d\sigma(\zeta)$ a.e. $d\sigma(P)$, $\xi \in \mathbb{C} \setminus \partial \Omega$ and

(iii) the singular integral in (ii) is bounded from $L^p$ to $L^p$, $1 < p < \infty$.

By Theorem 6.6 the conjugate of $(S \frac{\partial}{\partial \tau}) f$ is the double layer potential $K f$. This and Green’s formula ((iv) of Theorem 4.2) lead to the next result. Denote the Sobolev space of $L^p_1(\partial \Omega)$ functions with mean value zero by $L^p_{1,\delta}(\partial \Omega)$. 
**Theorem 6.8.** With the same hypothesis as Theorem 6.3 let \( \Omega \subset \mathbb{C} \) be a \( C^1 \) polygon. Then for all \( 1 < p < p_0 \)

(i) \( \frac{\partial}{\partial \nu} K : L^p_{1,0}(\partial \Omega) \to L^p_0(\partial \Omega) \) is invertible, and

(ii) \( \frac{\partial}{\partial \tau} S : L^p_0(\partial \Omega) \to L^p_0(\partial \Omega) \) is invertible.

**Proof.** To prove (i) let \( u \) be any solution to the Neumann problem. By Theorem 6.5 \( u \in L^p_{1}(\partial \Omega) \), and by Green’s formula

\[
\partial \Omega \frac{\partial}{\partial \nu} u = K u - S \frac{\partial u}{\partial \nu} \text{ in } \Omega.
\]

When we take the conormal derivative in \( \Omega \), Green’s formula becomes

\[
\left( \frac{1}{2} I + K^* \right) \frac{\partial u}{\partial \nu} = \frac{\partial}{\partial \nu} K u.
\]

By (i) and (ii) of Theorem 6.3 \( \frac{1}{2} I + K^* \) is invertible on \( L^p_0 \), whence \( \frac{\partial}{\partial \nu} K \) is onto \( L^p_0 \). If \( \frac{\partial}{\partial \nu} K u = 0 \) a.e. \( (d\sigma) \), then, by uniqueness for the Neumann problem, \( K u = \text{constant in } \Omega \). Since \( u \in L^p(\partial \Omega) \) also, (ii) of Theorem 6.4 shows that \( u = \text{constant on } \partial \Omega \). This proves (i).

To prove (ii) let \( f \) be any \( L^p_{1,0} \) function. By the Cauchy-Riemann equations

\[
\partial \Omega \frac{\partial}{\partial \nu} f = \frac{\partial}{\partial \nu} (S \frac{\partial}{\partial \tau} f) = -\frac{\partial}{\partial \tau} (S \frac{\partial}{\partial \tau} f) = \frac{\partial}{\partial \tau} S \left( \frac{\partial}{\partial \tau} f \right).
\]

By (i) therefore \( \frac{\partial}{\partial \tau} S \) maps \( L^p_{1,0} \) 1-1 onto \( L^p_0 \).

The next theorem is proven in a way similar to Theorem 6.5.

**Theorem 6.9** (Regularity Problem). Let \( \Omega \) be a \( C^1 \) polygon, and let \( p_0 \) be as in Theorem 6.3. Given \( 1 < p < p_0 \) and \( g \in L^p_1(\partial \Omega) \), there exists a unique solution \( u \) to

(i) (a) \( Lu = 0 \) in \( \Omega \),

(b) \( u \xrightarrow{n.t.} g \) a.e. \( (d\sigma) \),

(c) \( N(|\partial u| + |\overline{\partial} u|) \in L^p(\partial \Omega) \),

and

(ii) (a) \( Lu = 0 \) in \( \mathbb{C} \setminus \Omega \),

(b) \( u \xrightarrow{n.t.} g \) a.e. \( (d\sigma) \),

(c) \( N(|\partial u| + |\overline{\partial} u|) \in L^p(\partial \Omega) \),

(d) \( |\partial u| + |\overline{\partial} u|)(\zeta) = O(|\zeta|^{-2}) \) as \( |\zeta| \to \infty \).

In addition, in both cases we have the estimate

(iii) \( \|N(|\partial u| + |\overline{\partial} u|)\|_{L^p(\partial \Omega)} \leq C_{p,\Omega} \|\frac{\partial}{\partial \tau} g\|_{L^p(\partial \Omega)} \).

**Proof.** By (ii) of Theorem 6.8 there is an \( f \in L^p_0 \) so that \( \frac{\partial}{\partial \tau} S f = \frac{\partial g}{\partial \tau} \) a.e. \( (d\sigma) \). Thus \( u \) may be taken to be \( S f \) plus a constant solution. The rest follows in a manner similar to Theorem 6.5.

**Definition 2.** Let \( H^\xi(\zeta) \) denote an operator with columns \( H^\xi_1(\zeta), H^\xi_2(\zeta) \) that are solutions in \( \zeta \) with the same boundary values as \( \Gamma_1(\zeta - \xi) \) and \( \Gamma_2(\zeta - \xi) \) respectively.
Then
\begin{equation}
\Gamma(\zeta - \xi) - H^\xi(\zeta) = G^\xi(\zeta)
\end{equation}
is the Green operator for $L$.

With an eye toward the study of the Poisson kernel in the next section, we now define tents $T_\delta(\xi)$ of slope $\delta$ for $\xi \in \Omega$ close enough to the boundary. The following definition is necessitated because of the technical difficulties encountered on $C^1$ domains when estimates such as (iii) from the last theorem are not dilation invariant, the $C_{p,\Omega}$ depending as it does on the non-dilation-invariant properties of $C^1$ curves. Let $B_R$ denote a ball of radius $R$ centered at the origin. By the definition of Lipschitz domains we may consider a finite number of sets $B_{2R} \cap \Omega = \{\xi = x + iy \mid y > \phi(x)\} \cap B_{2R}$, where $\phi : \mathbb{R} \to \mathbb{R}$ is Lipschitz, and consider points $x_0 + iy_0 = \xi_0 \in B_R \cap \Omega$. Let $\chi(x) = 0$ for $|x| > 1$ and $\chi(x) = |1 - x|$ for $|x| < 1$. Let $\delta > 0$ denote a slope and $t > 0$ a scale. Then we define the tent for $\xi_0$ with slope $\delta$ by
\[
T_\delta(\xi_0) = \{x + iy \in \Omega \mid \phi(x) < y < \phi(x) + t\delta \chi(x) = x_0 + iy_0\}.
\]
Let $\text{dist}(\xi)$ denote the distance from $\xi$ to $\partial \Omega$. If $\|\phi'\|_\infty \leq M$, then, for all $\xi$ close enough to $\partial \Omega$,
\[
|\partial T_\delta(\xi)| \leq C_{M,\delta} \text{dist}(\xi),
\]
and locally $\partial(\Omega \setminus T_\delta(\xi))$ is given by the graph of a Lipschitz function $\phi_{\xi,\delta}(x)$ so that
\begin{equation}
\|\phi' - \phi_{\xi,\delta}'\| \leq \delta.
\end{equation}

Let $\int_E$ denote the integral average with respect to Lebesgue measure, i.e. $\frac{1}{|E|} \int_E$. By the last theorem and the explicit boundary values from $\Gamma$ we have the following estimates.

**Theorem 6.10.** Let $\Omega$ be a $C^1$ polygon, let $p_0$ be as in Theorem 6.3, and let $G^\xi(\zeta) = \Gamma(\zeta - \xi) - H^\xi(\zeta)$ be the Green function for $\Omega$ as defined above. Then, for $\xi$ close enough to the boundary and any $1 < p < p_0$ and any $1 < q \leq \infty$,
\[
\begin{align*}
(i) \quad & \left( \int_{\partial \Omega} |\partial H^\xi|^p + |\overline{H}H^\xi|^p \, d\sigma \right)^{1/p} \leq C_{p,\Omega} \text{dist}(\xi)^{-1/p'}, \\
(ii) \quad & \left( \int_{\partial T_\delta(\xi) \cap \Omega} |\partial G^\xi|^p + |\overline{G}G^\xi|^p \, d\sigma \right)^{1/p} \leq C_{\delta,p,\Omega} \frac{1}{\text{dist}(\xi)}, \\
(iii) \quad & \left( \int_{\partial T_\delta(\xi) \cap \Omega} |G^\xi|^q \, d\sigma \right)^{1/q} \leq C_{\delta,p,\Omega}.
\end{align*}
\]
Here $C_{\delta,p,\Omega} < \infty$ depends on $p$, $\delta$, the angles of $\Omega$ and the Riesz-Schauder theory of $\Omega$.

**Theorem 6.11** (Dirichlet problem in $\Omega$). Let $\Omega$ be a $C^1$ polygon, and let $p_0$ be as in Theorem 6.3. Given $p_0' < p' < \infty$ and $g \in L^{p'}$, there exists a unique solution $u$ in $\Omega$ to
\[
\begin{align*}
(a) \quad & Lu = 0, \\
(b) \quad & \mathcal{N}(u) \in L^{p'}(\partial \Omega), \\
(c) \quad & u \overset{n.t.}{\to} g \text{ a.e. } (d\sigma).
\end{align*}
\]
Furthermore,
\[(d) \|N(u)\|_{L^p(\partial \Omega)} \leq C_{p,\Omega} \|g\|_{L^p(\partial \Omega)} < \infty\]

Proof. Existence follows from Theorems 4.3 and 6.4.
To prove uniqueness, (i) of Theorem 6.10 allows one to argue exactly as in [FJR78]

7. A weak maximum principle for nonsymmetric systems

A weak maximum principle for solutions to symmetric systems and higher order operators in Lipschitz domains in dimensions 2 and 3 has been obtained recently in [DK90], [PV93], [PV95b], [PV95a], [Ver96] and [DK96]. An important ingredient in the basic proof is the existence of $L^2(\partial \Omega)$ estimates, i.e., solvability of the $L^2$ Dirichlet and regularity problems in Lipschitz domains. Even when a weak maximum principle or its relatives, Hardy space atomic estimates and BMO estimates, are obtained in $C^1$ domains, the $L^2$ Lipschitz domain estimates have played a role. See [FK81], [PV93]. The reason for this is that within a given domain subdomains of all scales are constructed for these arguments, and therefore certain estimates must be shown to be scale (dilation) invariant.

For nonsymmetric systems there is as yet no Lipschitz domain theory leading to solvability of boundary value problems. In fact, as demonstrated in §8, such an $L^2$ theory is false for a certain interval of canonical ellipticity $k$. Thus in our setting of $C^1$ polygons we encounter two new problems: the lack of $L^2$ estimates and the lack of dilation invariant estimates for the $L^p$ estimates we do have. As is made clear below, the first problem poses no difficulty, mainly because Sobolev embedding is rather impressive on a 1-dimensional boundary. For the second we make careful use of any dilation invariant estimates we do possess, distinguishing them from the estimates of Theorems 6.11, 6.10 and 6.9. This to end $C$ will denote a constant that depends at most on the Lipschitz nature of $\Omega$ and $1 < p < \infty$. $C_{\Omega}$ will denote a constant that depends on less quantifiable properties of $\Omega$, e.g., the action of the compact operators connected with our potentials. In effect $C$ will indicate the use of the dilation invariant theory of Calderón-Zygmund singular integrals [CMM82] while $C_{\Omega}$ will indicate the use of the inverse operators to C-Z singular integrals from Theorems 6.3, 6.4 or 6.8.

The first lemma allows us to pass from the nontangential maximal function to functions defined on the boundary in a dilation invariant manner.

**Lemma 7.1.** Let $\Omega \subset \subset C$ be a bounded Lipschitz domain, $1 < p < \infty$, $Lu = 0$ in $\Omega$ with $N(|\partial u| + |\bar{\partial} u|) \in L^p(\partial \Omega)$, and let $K$ and $S$ be defined with respect to $\Omega$. Let $\frac{\partial}{\partial \tau_0}$ denote any fixed directional derivative as in (22) and let $\frac{\partial}{\partial \nu_0}$ denote its fixed conormal (21). Then

1. $\frac{\partial}{\partial \tau_0} u(\zeta) = K \left( \frac{\partial}{\partial \tau_0} u \right)(\zeta) + (S \frac{\partial}{\partial \tau_0} u) \left( \frac{\partial}{\partial \nu_0} u \right)(\zeta)$ for all $\zeta \in \Omega$

and

2. $\|N(|\partial u| + |\bar{\partial} u|)\|_{L^p(\partial \Omega)} \leq C\|\partial u\| + \|\bar{\partial} u\|_{L^p(\partial \Omega)}$.

Proof. Part (i) follows from Green’s formula and the Cauchy-Riemann results of Theorem 6.6. Part (ii) follows from (i) and Theorems 4.3, 6.7. □
Let $B_R$ denote a ball of radius $R$. By $\Gamma(w)(\xi) = \int_{\Omega} \Gamma(\xi - \zeta)w(\zeta) \, dx \, dy$ we denote the Newtonian potential of $w$.

**Lemma 7.2.** Let $\Omega \subset \mathbb{C}$ be a bounded Lipschitz domain, $1 < p < \infty$, $k < 1$ and $k \leq \lambda < 1$. Suppose $w$ is supported in $\Omega \cap B_R$. Then
\[ \left\| \frac{\partial}{\partial \nu} \Gamma(w) \right\|_{L^p(\partial \Omega)} \leq C \frac{\lambda - k}{1 - \lambda} R^{\frac{2}{p}} \|w\|_{L^p(\Omega)} \]

**Proof.** The left side is equal to
\[
\sup \mathcal{R} \int_{\partial \Omega} (M - k \tilde{M}) f \frac{\partial}{\partial \nu} \Gamma(w) \, d\sigma \\
= \sup \mathcal{R} \int_{\partial \Omega} (M - k \tilde{M}) Kf \, w \, dx \, dy \\
\leq \sup \mathcal{R} \int_{\partial \Omega} (M - k \tilde{M}) Kf \, w \, dx \, dy \\
\leq \sup \mathcal{R} \int_{\partial \Omega} (M - k \tilde{M}) Kf \, w \, dx \, dy \\
\leq \frac{\lambda - k}{1 - \lambda} R^{\frac{2}{p}} C \|w\|_{L^p(\Omega)}.
\]
Here the equality is Fubini combined with the Hermitian property of $(M - k \tilde{M})K$ as in (34), and the second inequality from the end is (i) of Theorem 4.3. \qed

**Lemma 7.3.** Let $\Omega \subset \mathbb{C}$ be a $C^1$ polygon; $L$ and $p_0$ as in Theorem 6.3. Suppose $1 < p < p_0$ and $Lu = w$ in $\Omega$ with $\mathcal{N}(|\partial v| + |\bar{\partial} v|) \in L^p(\partial \Omega)$, $v = 0 \, a.e. \, (d\sigma)$ on $\partial \Omega$ and $v$ supported in $\Omega \cap B_R$. Then
\[
\left( \int_{B_R \cap \Omega} \left| \frac{\partial v}{\partial \nu} \right|^p \, d\sigma \right)^{\frac{1}{p}} \leq RC_{\Omega} \left( \int_{B_R \cap \Omega} |w|^p \, dx \, dy \right)^{\frac{1}{p}}.
\]

**Proof.** By Green’s formula $v = -\Delta \frac{\partial v}{\partial \nu} + \Gamma(w)$, whence by (ii) of Theorem 4.4
\[
\frac{1}{2} I + K^* \frac{\partial v}{\partial \nu} = \frac{\partial}{\partial \nu} \Gamma(w). \quad \text{By Theorem 6.3 the left side of (53) is bounded by} \quad C_{\Omega} R^{-\frac{2}{p}} \left( \int_{\partial \Omega} \left| \frac{\partial}{\partial \nu} \Gamma(w) \right|^p \, d\sigma \right)^{\frac{1}{p}}. \quad \text{For nonsymmetric systems (53) follows by Lemma 7.2.} \quad \Box
\]

For convenience we will use the notation $|\nabla u|$ in place of $|\partial u| + |\bar{\partial} u|$.

**Lemma 7.4.** With the hypotheses of Lemma 7.3 suppose $u$ is defined in $\Omega$ with $\mathcal{N}(\nabla u) \in L^p(\partial \Omega)$, $Lu = 0$ in $B_{4R} \cap \Omega$ and $u = 0 \, a.e. \, (d\sigma)$ on $B_{4R} \cap \partial \Omega$. Define the truncated maximal function $N_1(\nabla u)(P) = \sup_{\xi} |\nabla u(\xi)|$, where the sup is taken over the nontangential approach region (33) intersected with $B_R$. Then
\[
\left( \int_{B_R \cap \partial \Omega} \mathcal{N}_1(\nabla u)^p \, d\sigma \right)^{\frac{1}{p}} \leq CC_{\Omega} \left( \int_{B_{4R}} |\nabla u|^p \, dx \, dy \right)^{\frac{1}{p}}.
\]
Proof. By Lemma 7.1 the left side is bounded by \( C(\int_{\partial(B_{2R} \cap \Omega)} |\nabla u|^p \, d\sigma)^{\frac{1}{p}} \). Let \( \chi \) be a smooth real-valued cut-off function identically equal to 1 on \( B_{2R} \) and supported in \( B_{3R} \), so that first and second derivatives of \( \chi \) are no larger than \( CR^{-1} \) and \( CR^{-2} \) respectively. Let \( v = \chi u \). Then \( |Lv| \leq CR^{-1} |\nabla u| + CR^{-2} |u| \). Since \( u \) vanishes on \( B_{2R} \cap \partial \Omega \), Lemma 7.3 implies
\[
(\int_{B_{2R} \cap \partial \Omega} |
abla u|^p \, d\sigma)^{\frac{1}{p}} \leq C_{\Omega}(\int_{B_{3R} \cap \Omega} |
abla u|^p \, dx \, dy)^{\frac{1}{p}} + R^{-1} C_{\Omega}(\int_{B_{3R} \cap \Omega} |u|^p \, dx \, dy)^{\frac{1}{p}}.
\]

The Poincaré inequality may be used to control the last term. The resulting inequality may be established for \( R \) replaced by \( \tilde{R} \), where \( R \leq \tilde{R} \leq \frac{4}{3} R \), and the resulting inequalities averaged in \( \tilde{R} \) so that the \((\int_{\Omega \cap \partial B_{2R}} |
abla u|^p \, d\sigma)^{\frac{1}{p}} \) terms may also be replaced with the solid integral on the right of (54).

With the last lemma we are set to exploit the argument of Dahlberg and Kenig [DK90] for solutions to the regularity problem with atomic data on \( \partial \Omega \). Since the Green operator vanishes on \( \partial \Omega \), (ii) of Theorem 6.10 shows that \( \frac{\partial}{\partial \tau} C^g(P) \) for \( P \in \partial(\Omega \setminus T(\xi)) \) is a 1-p-atom [CW77], \( 1 < p < p_0 \), on the boundary of the \( C^1 \) polygons \( \Omega \setminus T_\delta(\xi) \). Our intention, as in [PV93] and [DK90], is to obtain the regularity atomic estimate for the Green function on these domains and thus establish the proper estimates on the Poisson kernel for the operators \( L \) in \( \Omega \), from which the weak maximum principle will follow. But to do this, once given a \( C^1 \) polygon \( \Omega \), we need to be sure that the regularity and Dirichlet estimates of Theorems 6.9 and 6.11 may be applied uniformly over all the domains \( \Omega \setminus T_\delta(\xi) \) for some fixed \( \delta > 0 \) with a constant \( C_{\Omega} < \infty \) independent of \( \xi \). Thus the need for the property (52) of our tents \( T_k \).

**Lemma 7.5.** Let \( \Omega \subset \mathbb{C} \) be a \( C^1 \) polygon, and let \( p_0 \) be as in Theorem 6.3. For dist(\( \xi \)) small enough let \( \Omega_{\xi, \delta} = \Omega \setminus T_\delta(\xi) \). Then there exist a \( \delta > 0 \) and a constant \( C_{\Omega} = C_{\Omega, p, \delta} < \infty \) independent of \( \xi \) so that if \( u \) is a solution to \( Lu = 0 \) in \( \Omega_{\xi, \delta} \), then,

(i) \( \|N(u)\|_{L^p(\partial \Omega_{\xi, \delta})} \leq C_{\Omega} \|u\|_{L^p(\partial \Omega_{\xi, \delta})} \) if \( N(u) \in L^p(\partial \Omega_{\xi, \delta}) \),

and

(ii) \( \|N(\nabla u)\|_{L^p(\partial \Omega_{\xi, \delta})} \leq C_{\Omega} \frac{\partial}{\partial \tau} \|u\|_{L^p(\partial \Omega_{\xi, \delta})} \) if \( N(\nabla u) \in L^p(\partial \Omega_{\xi, \delta}) \).

**Proof.** The estimates of Theorems 6.9 and 6.11 come from the boundedness of the operators inverse to the singular integral operators of Theorems 6.4 and 6.8. Since the set of bounded linear operators with bounded inverses is open in the operator topology, it suffices to have the singular integrals on the \( \partial \Omega_{\xi, \delta} \) close enough in operator norm to those of \( \partial \Omega \) for the norms of the inverses to be uniformly controlled. By [CMM82], particularly Theorem XI, and other arguments in [FJR78] (see [Ver87, pp 872-873] for an example of the type of argument used), our singular integral operators are a continuous (but nonlinear) mapping from the space of Lipschitz functions under uniform convergence of the gradient to the bounded linear
operators. Thus the existence of the constant \( C_\Omega < \infty \) follows by taking \( \delta > 0 \) small enough in (52).

**Theorem 7.1** (Regularity atomic estimate). Let \( \Omega \subset \mathbb{C} \) be a \( C^1 \) polygon, and let \( p_0 \) be as in Theorem 6.3. Let \( 1 < p < p_0 \), and suppose \( u \) is a solution in \( \Omega \) to the regularity problem (Theorem 6.9) with \( L^p(\partial\Omega) \) data \( g \). Suppose \( g \) is supported in \( \Delta_r = B_r \cap \partial\Omega \) with \( B_r \), centered at a boundary point, which we may take to be the origin in \( \mathbb{C} \). Then if \( \left( \int_{\Delta_r} |\partial g|^p d\sigma \right)^{\frac{1}{p}} = \frac{1}{|\Delta_r|} \) it follows that

\[
\|N(\nabla u)\|_{L^1(\partial\Omega)} \leq C_{\Omega, p},
\]

where the constant is independent of \( r \) and \( g \).

**Proof.** By rescaling we take \( r = 1 \), while the regularity and Dirichlet estimates of Theorems 6.9 and 6.11 remain unchanged. As usual, the local estimate

\[
\int_{\Delta_{10}} N(\nabla u) d\sigma \leq C_{\Omega, p}
\]

follows by Hölder’s inequality and the \( L^p \) estimate of Theorem 6.9.

Next let \( \alpha \) be the parameter in the nontangential approach regions (33) for \( \Omega \) and define

\[
\Omega_2 = \bigcup_{P \in \Delta_0} \{ \zeta \in \Omega : |\zeta - P| \leq (1 + 10\alpha) \text{dist}(\zeta) \}.
\]

For each \( P \in \partial\Omega \setminus \Delta_{10} \) define an interior maximal function

\[
N_2(\nabla u)(P) = \sup\{ |\nabla u(\zeta)| : \zeta \in \Omega_2 \cap \{ |\zeta - P| \leq (1 + \alpha) \text{dist}(\zeta) \} \}
\]

and the truncated nontangential maximal function \( N_1(\nabla u)(P) \) as in (55) with \( \Omega_2 \) replaced by \( \Omega \setminus \Omega_2 \).

\( N_2(\nabla u)(P) \) is easily controlled for \( P \in \partial\Omega \setminus \Delta_{10} \) by observing that for any \( \zeta \) in the regions (55), \( \text{dist}(\zeta) \geq C_{\alpha}|P| \). By interior estimates (e.g., [Joh55] or (i) of Lemma 7.1 may be used to produce mean value theorems) \( |\nabla u(\zeta)| \leq C \frac{1}{|P|} \left( \int_{\partial\Omega} |N(u) d\sigma| \right) \), where the average is over a surface ball of radius comparable to \( |P| \). By Hölder’s inequality and the \( L^q \)-Dirichlet estimate of Theorem 6.11, \( p_0' < q < \infty \), we get

\[
N_2(\nabla u)(P) \leq C|P|^{-1 - \frac{1}{q}} \left( \int_{\partial\Omega} |g|^q d\sigma \right)^{\frac{1}{q}} \leq C|P|^{-1 - \frac{1}{q}}
\]

and \( N_2(\nabla u) \in L^1(\partial\Omega) \). For \( N_1(\nabla u) \) we consider portions of the boundary \( B_R \cap \partial\Omega \) as in Lemma 7.4 so that the distance of \( B_R \cap \partial\Omega \) to the origin is comparable to \( R \), and carry out the idea of [DK90] as follows. By Hölder’s inequality and Lemma 7.4

\[
\int_{B_R \cap \partial\Omega} N_1(\nabla u) d\sigma \leq RC_\Omega \left( \int_{B_{\frac{3}{2}}B_R \cap \partial\Omega} |\nabla u|^p d\sigma \right)^{\frac{1}{p}} \leq RC_\Omega \left( \int_{B_{\frac{3}{2}}B_R \cap \partial\Omega} |\nabla u|^2 \right)^{\frac{1}{2}}.
\]

For nonsymmetric systems the last integral may be dominated by the quadratic form on the right side of (47) of Theorem 6.1. Now Theorem 6.1 is applied to \( u \)
times a smooth cut-off function with $\Omega$ replaced by $B_{5R}\cap\Omega$ to obtain the Cacciopoli estimate
\[
\left(\int_{B_{4R}\cap\Omega} |\nabla u|^2 \right)^{\frac{1}{2}} \leq CR^{-\frac{1}{2}}\left(\int_{B_{3R}\cap\Omega} |u||\nabla u|\right)^{\frac{1}{2}}
\]
\[\leq CR^{-\frac{1}{2}}\left(\int_{B_{3R}\cap\Omega} |u|^p\right)^{\frac{1}{p}} \left(\int_{B_{3R}\cap\Omega} |\nabla u|^p\right)^{\frac{1}{p}}
\]
\[\leq CR^{-\frac{1}{2}}\left(\int_{B_{3R}\cap\partial\Omega} \mathcal{N}(u)|u|\,d\sigma\right)^{\frac{1}{p}} \left(\int_{B_{3R}\cap\Omega} |\nabla u|^p\right)^{\frac{1}{p}}
\]
\[\leq C\Omega R^{-\frac{1}{2}}\left(\int_{B_{3R}\cap\Omega} |\nabla u|^p\right)^{\frac{1}{p}},
\]
where Theorem 6.11 is used in the last inequality. Thus by (56)
\[
(57) \quad R\int_{B_{4R}\cap\Omega} |\nabla u|^p \leq C\Omega R^{-\frac{1}{2p}} \sqrt{R\int_{B_{3R}\cap\Omega} |\nabla u|^p}.
\]

Now let $R = R_n = (1 + \beta)^n$ for some $\beta > 0$ and $n = 0, 1, 2, \ldots$. Then $\Omega \setminus \Delta_{10}$ may be covered by the union of the $B_{R_n} \cap \partial\Omega$ and, summing (57) over $n$, each of the square roots may be hidden by a finite number of the terms on the left (see [PV93], for example). Thus $\sum R_n \left(\int_{B_{4R_n}\cap\Omega} |\nabla u|^p \right)^{\frac{1}{p}} \leq C\Omega \sum R_n \frac{1}{p}$ and, by (56),
\[
\int_{\partial\Omega \setminus \Delta_{10}} \mathcal{N}(\nabla u)\,d\sigma \leq C\Omega \sum R_n \frac{1}{p} \leq C\Omega,p.
\]

**Corollary 1** (Neumann atomic estimate). If $u$ is a solution to the Neumann problem in $\Omega$ with $L^p_0(\partial\Omega)$ data $g$ and $g$ is supported in $\Delta_r$ with \( \int_{\Delta_r} |g|^p \,d\sigma = \frac{1}{|\Delta_r|} \), then
\[
\|\mathcal{N}(\nabla u)\|_{L^1(\partial\Omega)} \leq C\Omega,p.
\]

**Proof.** The proof follows by applying Theorem 6.6 (the Cauchy-Riemann equations) to the last theorem.

We note that for solutions in $\Omega$, $\frac{\partial u}{\partial \tau}$ and $\frac{\partial u}{\partial \nu}$ always have the mean value zero property required by the definition of $H^1$ Hardy space atoms. Recall that the atomic Hardy space $H^1_{at}(\partial\Omega)$ is a Banach space under the norm $\|f\|_{H^1_{at}} = \inf \{ \sum j |\lambda_j| : f = \sum j \lambda_j a_j; \text{the } a_j \text{ are atoms} \}$.

**Theorem 7.2** (Regularity and Neumann in $\Omega$). With the hypothesis of Theorem 7.1, and $g \in H^1_{at}(\partial\Omega)$ there exists a unique solution $u$ in $\Omega$ to
(a) $Lu = 0$,
(b) $\mathcal{N}(\nabla u) \in L^1(\partial\Omega)$,
(c) $\int_{\partial\Omega} u\,d\sigma = 0$,
and
(i) $\frac{\partial u}{\partial \tau} = g$ a.e. ($d\sigma$) (regularity)
or
(ii) $\frac{\partial u}{\partial \nu} = g$ a.e. $(d\sigma)$ (Neumann).

Furthermore, in each case we have the estimate

$$\|N(\nabla u)\|_{L^1(\partial\Omega)} \leq C_{\Omega} \|g\|_{H^{1/2}_a(\partial\Omega)}.$$  

(58)

Proof. Existence and uniqueness follow from Theorem 7.1, Theorem 6.2 and Theorem 6.6.

Remark 9. Atomic estimates for solutions in the exterior of $\Omega$ may also be done. Only minor modifications of the proofs of Lemmas 7.3, 7.4 and Theorem 7.1 are needed. For example, in Lemma 7.3 we would obtain $\left(\frac{1}{2}I - K^*\right)\frac{\partial v}{\partial \nu} = -\frac{\partial}{\partial \nu} \Gamma(w)$, and the mean value $\int_{\partial\Omega} \frac{\partial v}{\partial \nu} d\sigma$ would have to be subtracted from $\frac{\partial v}{\partial \nu}$ in order to use the invertibility of Theorem 6.3. But by the Gauss divergence theorem $\int_{\partial\Omega} \frac{\partial v}{\partial \nu} d\sigma = \frac{1}{|\partial\Omega|} \int_{B_R \cap \Omega} w dx dy$, which, when it occurs, gives us the right side of (53) since $1 < R < |\partial\Omega|$. Consequently Theorem 7.2 is valid for $C \setminus \overline{\Omega}$ replacing $\Omega$ and the condition

$$(c') |\nabla u(\zeta)| = O(|\zeta|^{-2}) \text{ as } |\zeta| \to \infty$$

replacing (c).

As in [DK90] and [PV93], we now want the estimates of Theorem 7.2 to apply to the gradient of the Green operator (51) and thus yield estimates on the Poisson kernel for nonsymmetric systems that will yield a weak maximum principle ($L^\infty$ estimates). To do this we will use Lemma 7.5.

Let $\Omega$ be a $C^1$ polygon and $u$ a solution to the Dirichlet problem of Theorem 6.11 in $\Omega$ for some $q, p_0 < q < \infty$. By integration by parts (Theorem 4.1) and (i), (ii) and (iii) of Theorem 4.2 (Green’s formula) we obtain for nonsymmetric systems

$$u(\xi) = \frac{1}{(\lambda - k)(1-\lambda)(M-kM)} \int_{\partial\Omega} \frac{\partial}{\partial \nu} G^T(\zeta) (M-kM)u(\zeta) d\sigma(\zeta).$$

(59)

Unfortunately it is not clear that a formula like (30) is true for $\frac{\partial}{\partial \nu} G$, so we will be content with (59) for our Poisson representation.

**Theorem 7.3** (Weak maximum principle). Let $\Omega \subset \mathbb{C}$ be a $C^1$ polygon. Let $Lu = 0$ in $\Omega$ and let $p_0$ be as in Theorem 6.3. Then if

(i) $N(u) \in L^q(\partial\Omega)$ for some $p_0 < q < \infty$

and

(ii) $u \overset{\text{n.t.}}{\rightharpoonup} g \in L^\infty(\partial\Omega)$ a.e. $(d\sigma)$,

it follows that

$$\sup_{\zeta \in \Omega} |u(\zeta)| \leq C_{\Omega} \|g\|_{L^\infty(\partial\Omega)},$$

(60)

where $C_{\Omega}$ is independent of $g$ and $q$. 
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Proof. We will prove (60) for nonsymmetric systems. For dist(ξ) small enough let $T_k(ξ)$ be the tents of Lemma 7.5 (i.e., $δ$ is fixed). Then the integration in the Poisson representation (59) splits into a piece over $I = ∂T_k(ξ) \cap ∂Ω$ and one over $II = ∂Ω \setminus ∂T_k(ξ)$. By Hölder’s inequality, (i) of Theorem 6.10 and the explicit formula for $\frac{∂T}{∂ν}$

$$| \int_I \frac{∂}{∂ν}G^k (M - k\tilde{M})u dσ | \leq C_{p,Ω}(M - k\tilde{M})u\|L^\infty(∂Ω)$$

$$\leq (\frac{λ}{k} - k)C_{p,Ω}\|u\|L^\infty(∂Ω)$$

for any $1 < p < p_0$.

Next, each column of $G^k$ is a solution in the domain $Ω_{ξ,δ}$ to the regularity problem with data $\frac{∂}{∂ν}G^k$ supported on $∂T_k(ξ) \cap Ω$ with the estimate (ii) of Theorem 6.10. Thus by the atomic estimate (Theorem 7.1)

$$| \int_{II} \frac{∂}{∂ν}G^k (M - k\tilde{M})u dσ | \leq C_{Ω,δ}(\frac{λ}{k} - k)\|u\|L^\infty(∂Ω).$$

But by Lemma 7.5 applied to the proof of Theorem 7.1 we have that the constant in (61) is in fact independent of $ξ$. Thus, for dist($ξ$) small enough,

$$|u(ξ)| \leq C_{ξ,δ} | \frac{λ}{k} - k| C_{Ω}\|u\|L^\infty(∂Ω).$$

Suppose now that (60) has been established for all $ξ$ such that $0 < \text{dist}(ξ) \leq γ$. One can easily construct a $C^\infty$ domain $Ω'$ so that $∂Ω' \subset Ω$ and dist($∂Ω', δΩ$) $\leq γ/2$. With respect to $Ω'$, $N(u)$ is in every $L^p(∂Ω')$. So for dist($ξ$) $> γ$, using the geometry of nontangential approach regions,

$$|u(ξ)| \leq C \frac{1}{\text{dist}(ξ)^{\frac{1}{p}}} (\int_{∂Ω'} N(u)^p dσ') \frac{1}{p}$$

$$\leq C \frac{1}{γ^p} (\int_{∂Ω'} |u|^p dσ') \frac{1}{p} \leq C \frac{λ}{γ^p} \frac{1}{1 - λ} C_{Ω}\|u\|L^\infty(∂Ω)$$

by (62).

Remark 10. Because Rellich formulas are true for symmetrizable systems ($λ > 1$), a dilation invariant $L^2(∂Ω)$ theory is true for them. Consequently Theorem 7.3 is true in Lipschitz domains for such systems. See [PV95a], [Var96], [DK].

Remark 11. From Theorem 7.3 the solvability of the Dirichlet problem with continuous data also follows. See [PV93], [PV95b]. Thus we have

**Theorem 7.4.** With the hypothesis of Theorem 7.3, given $g \in C(∂Ω)$ there exists a unique solution $u \in C(Ω)$ to $Lu = 0$ in $Ω$ so that $u = g$ on $∂Ω$.

Remark 12. The opposite inequality to (58) may also be established for solutions to our systems in $C^1$ polygons by extending the theorem of Varopoulos [Var77] exactly as in [FK81]. As in the latter paper and [DK87, p. 463], this then leads to invertibility on $H^1_b(∂Ω)$ of $\frac{1}{2}I - K^*$ and invertibility on $BMO(∂Ω)$ of $\frac{1}{2}I + K$.

Further consequences, such as that $|∇u(x, y)|^2 \text{dist}(x, y) dxdy$ is a Carleson measure on $C^1$ polygons when $u$ is a solution to the Dirichlet problem with $BMO$ data, then easily follow by exploiting the potential representations.
8. Examples in corners

We show that counterexample functions may be constructed for any of our systems if the equation (64) below holds. For the skewsymmetric systems \((\lambda = k)\) we show that there are counterexamples for any \(p, 1 \leq p < \infty\), to the unique solvability of the Dirichlet problem in bounded Lipschitz domains (in fact in a truncated sector). The method is from [CD93]. We point out that the calculations here arrive at some of the same conclusions as the symbol calculation of \(\S 5\). We also show that for the skewsymmetric systems we have no \(L^2\) counterexamples in any sector if we choose \(k\) with \(1 > k > k_0\), where \(k_0\) is positive and not larger than .519.

Recall the sectors \(\Omega_{\alpha,\beta}\) from \(\S 5\). Following [CD93] we write the system as a matrix of second order operators

\[
\begin{pmatrix}
\frac{\partial^2}{\partial x^2} + \lambda \frac{\partial^2}{\partial y^2} \\
(\lambda - 1) \frac{\partial^2}{\partial y^2}
\end{pmatrix}
\]

and consider solutions (in the variable \(\zeta\)) in a sector \(\Omega_{\alpha,\beta}\) of the form

\[
(\mu \zeta + \overline{\zeta}) \begin{bmatrix} q_1 \\ q_2 \end{bmatrix}
\]

for \(q_1, q_2 \in \mathbb{C}\). For \(k \neq 1, \lambda \neq k^2\) we find the four solutions

\[
\begin{pmatrix} i \\ \alpha \zeta \end{pmatrix}, \begin{pmatrix} -i \\ \alpha \zeta \end{pmatrix}, \begin{pmatrix} (1 + k)\zeta - (1 - k)\overline{\zeta} \\ 1 \end{pmatrix}, \begin{pmatrix} (1 + k)\zeta - (1 - k)\overline{\zeta} \\ 1 \end{pmatrix}
\]

with \(\alpha = \frac{k(1 - \lambda)}{\lambda - k^2}\).

Set \(\gamma = e^{-2\pi iz}\) and \(w = w(\zeta) = (1 + k)\zeta - (1 - k)\overline{\zeta}\). Recall that \(\beta/\alpha = e^{i\theta}\) and that \(2B = \psi(\beta), 2A = \psi(\alpha)\) (see \(\S 5\)). Using the branch of the logarithm with \(0 \leq \arg < 2\pi\) and the four solutions above, we form two solutions which are 0 as \(\arg(\zeta) = \arg(\alpha)\):

\[
\begin{pmatrix} \gamma \left(\frac{\overline{\alpha}}{\alpha}\right)^z - \left(\frac{\overline{\alpha}}{\alpha}\right)^z \end{pmatrix}
\]

and

\[
\begin{pmatrix} \gamma \left(\frac{\overline{\alpha}}{\alpha}\right)^z + \left(\frac{\overline{\alpha}}{\alpha}\right)^z \end{pmatrix}
\]

To obtain a solution which is also 0 on \(\zeta = r\beta, r > 0\), we need the determinant of the matrix formed from these two solutions to be 0,

\[
a \left(\begin{bmatrix} B \\ A \end{bmatrix}^z + 1\right) + \left|\begin{bmatrix} B \\ A \end{bmatrix}^z\right| ((1 + a^2) \sin \theta \sin z\psi - 2a \cos z\theta \cos z\psi) = 0,
\]

where \(\psi = \arg\left(\begin{bmatrix} B \\ A \end{bmatrix}\right)\). Recall that \(\Lambda = \frac{(1 + k)(k - \lambda)}{(1 - k)(k + \lambda)}\). Using trigonometric identities the previous equation simplifies to

\[
(\Lambda^2 - 1) \left(\begin{bmatrix} B \\ A \end{bmatrix}^z + \left|\begin{bmatrix} B \\ A \end{bmatrix}^z\right|\right) + 2 \cos z(\theta + \psi) - 2\Lambda^2 \cos z(\theta - \psi) = 0.
\]
Considering $z$ as an indeterminate, not affected by conjugation, we obtain one of the factors in (40) of the symbol calculation:

\[
\Lambda^2 \left| \sin \frac{z}{2} \left( \theta + i \log \left( \frac{B}{A} \right) \right) \right|^2 - \left| \sin \frac{z}{2} \left( \theta - i \log \left( \frac{B}{A} \right) \right) \right|^2 = 0.
\]

We point out this is also the first factor of equation 4.8 in [DL92, Theorem 4.1] and that the left hand side is an analytic function of $z$.

For the skewsymmetric examples let $\lambda = k < 1$, so that $\Lambda = 0$, and let $\alpha = 1$ and $\beta = i$, so that $\theta = \psi = \pi/2$ and $\left| \frac{B}{A} \right| = 1/k$. As in the symbol calculation, we find the real part of a zero to be

\[
\Re z = \frac{n\pi \theta + \psi}{2} + \frac{1}{2} \log \left| \frac{B}{A} \right|^2.
\]

Set $n = -1$. For any $p_0 > 1$ choose $\lambda = k = e^{-\pi \sqrt{2p_0 - 1}}$. Then, from the discussion above, there is a solution $u(\zeta)$ in the first quadrant with zero boundary values. The power is given by $z_{p_0} = -\frac{1}{p_0} - i\sqrt{2p_0 - 1}$. The behavior of $u$ near the origin is of the order $|\zeta|^{-1}$. The nontangential maximal function of $u$ is not in $L^{p_0}(\partial \Omega_{\alpha,\beta})$; however, $N(u) \in L^p(\partial \Omega_{\alpha,\beta})$ for all $p < p_0$. Let $D$ be the quarter of the unit disk in the first quadrant and $q$ be large enough (see Theorem 4.15) so that we may uniquely solve the equation in $D$ with boundary values $u$. Let this solution be $w(\zeta)$; then $w - u$ is a nonzero solution with zero boundary values and $N(w - u) \in L^p(\partial D)$ for all $p < p_0$. We have proven

**Theorem 8.1.** For any $1 \leq p < \infty$ there is a strongly elliptic system and a bounded Lipschitz domain for which uniqueness of the solution to the Dirichlet problem fails.

**Remark 13.** When nonuniqueness occurs in the corners of polygonal domains for $p$ below the critical $p_0$ it is possible to recover uniqueness and estimates in $L^p(\partial \Omega)$ by modifying the $L^q(\partial \Omega)$ solutions, $p_0 < q$, through the device of adding on a certain multiple of the $p_0$ counterexample function. (This is in analogue to the change in the inverse operators to the double layer potential across the critical $p_0$ observed in [FJL76].) It is then easy to show that estimates and existence fail for an infinite dimensional set of $L^{p_0}$ data. Thus the Dirichlet problem is in fact not Fredholm at the critical $p_0$, and is Fredholm both above and below $p_0$. Compare with Remark 1.

We now turn our attention to showing

**Theorem 8.2.** For skewsymmetric systems there is a range of canonical ellipticity, $k_0 < k < 1$, for which there are no $L^2$ counterexamples to the unique solvability of the Dirichlet problem in $C^1$ polygons.

**Remark 14.** Thus we have a collection of systems for which we are unable to prove or disprove the uniqueness of solutions to the $L^2$ Dirichlet problem in Lipschitz domains.

**Proof.** We shall prove the positive result: For skewsymmetric systems the $L^2$ Dirichlet problem has a unique solution in $C^1$ polygons for $k$ near 1. The idea is to prove
a suitable replacement of Lemma 5.1 and then apply the analysis in §6 to obtain uniqueness. We need only show that \(|\Re z| > 1/2\) (see (40) and (42)) for \(k\) near 1. By completing the square in (65) we get the desired inequality:

\[
4\theta(2\pi - \theta) + 2(\psi - \theta)(2\pi - \theta) - 2(\psi - \theta)\theta > (\psi - \theta)^2 + \left(\log \left|\frac{B}{A}\right|\right)^2 = \left|\log \left(\frac{B}{A}\right)\right|^2,
\]

where log is now the principal branch. We point out that (66) is clearly true when \(\theta = \pi\). We will consider the cases \(0 < \theta < \pi\) and \(\pi < \theta < 2\pi\). Using

\[
\frac{B}{A} = 1 + \frac{1 - k}{\alpha\beta} (\alpha^2 - \beta^2)\]

and the fact that for \(k\) close to 1 these points are close to 1, we find that

\[
\left|\log \left(\frac{B}{A}\right)\right|^2 \leq \left(\frac{1 - k}{k}\sin \theta\right)^2.
\]

For \(0 < \theta < \pi\) we apply (67) and bound the left hand side of (66) from below by

\[
|\sin \theta| \left(\left(4 - \frac{2(1 - k)}{k}\right)2\pi - 4\theta\right),
\]

and for \(\pi < \theta < 2\pi\) we bound the left hand side of (66) from below by

\[
|\sin \theta| \left(4\theta - 4\pi \frac{1 - k}{k}\right).
\]

Combining these two estimates with (67) will give (66) if

\[
4\pi - 4\pi \frac{1 - k}{k} > \left(\frac{1 - k}{k}\right)^2.
\]

This may be solved using the quadratic formula, and we find that

\[
k > \frac{1}{2(\sqrt{\pi^2 + \pi - \pi} + 1)} \approx .518
\]

will work. This is a crude estimate, and the precise value of \(k_0\) is probably much less than .518.

\[\square\]
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