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Abstract. In this paper the positive and strictly contractive extension problems for almost periodic matrix functions are treated. We present necessary and sufficient conditions for the existence of extensions in terms of Toeplitz and Hankel operators on Besicovitch spaces and Lebesgue spaces. Furthermore, when a solution exists a special extension (the band extension) is constructed which enjoys a maximum entropy property. A linear fractional parameterization of the set of all extensions is also provided. The techniques used in the proofs include factorizations of matrix valued almost periodic functions and a general algebraic scheme called the band method.

1. Introduction

We let \((AP)\) denote the algebra of complex valued almost periodic functions on the real line, i.e., the closed subalgebra of \(L^\infty(\mathbb{R})\) generated by the functions \(e^{i\lambda t}, \lambda \in \mathbb{R}\).

Recall that for any \(f(t) \in (AP)\) the Fourier series is defined by the formal sum

\[
\sum_{\lambda} f_{\lambda} e^{i\lambda t},
\]

where

\[
f_{\lambda} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} e^{-i\lambda t} f(t) dt, \quad \lambda \in \mathbb{R},
\]

and the sum in (1.1) is taken over the set \(\sigma(f) = \{\lambda \in \mathbb{R} : f_{\lambda} \neq 0\}\), called the spectrum of \(f(t)\). The spectrum of every \(f \in (AP)\) is at most a countable set. The Wiener algebra \((APW)\) is defined as the set of all \(f(t) \in (AP)\) such that the Fourier series of \(f(t)\) converges absolutely. For the general theory of almost periodic functions we refer the reader to the books [31, 32, 6]. In the next section, we present some basic properties of the algebras \((AP)\) and \((APW)\).

Denote by \((APW)^{m \times n}\) the set (algebra if \(m = n\)) of \(m \times n\) matrices with entries in \((APW)\). A matrix function \(f \in (APW)^{n \times n}\) is called positive if \(f(t)\) is hermitian.
for every $t \in \mathbb{R}$, and there exists an $\epsilon > 0$ such that $f(t) \geq \epsilon I_n$ for all $t \in \mathbb{R}$, where $I_n$ is the $n \times n$ identity matrix. The inequality $X \geq Y$ between hermitian matrices $X$ and $Y$ means that $X - Y$ is positive semidefinite.

We say that $f \in (APW)^{m \times n}$ is strictly contractive if there exists a $\delta < 1$ such that

$$\|f(t)\| \leq \delta \quad \text{for all } t \in \mathbb{R},$$

where $\|A\|$ denotes the largest singular value of the matrix $A$.

In this paper we consider the Carathéodory-Toeplitz and Nehari problems for almost periodic matrix functions in the Wiener class. That is, we consider the following questions:

**C-T**: Let $\mu \in (0, \infty)$ and $f \in (APW)^{n \times n}$ be such that $\sigma(f) \subseteq [-\mu, \mu]$. What is the condition on $f$ such that there exists a positive extension $h$ of $f$? In other words, when does there exist an $h \in (APW)^{n \times n}$ such that

1. $h$ is positive;
2. $f_\lambda = h_\lambda$, $\lambda \in [-\mu, \mu]$?

In addition, if a positive extension exists, how do we construct one/all?

The C-T problem is also known as the positive extension problem. In the scalar periodic case, namely, when $f$ and $h$ are scalar functions and $\sigma(f), \sigma(h) \subseteq \mathbb{Z}$, this is a classical problem which (in other formulations) goes back to [5, 39]. The scalar almost periodic case has been treated before in [38].

**N**: Given is an $f \in (APW)^{m \times n}$ such that $\sigma(f) \subseteq (-\infty, 0]$. When does there exist a strictly contractive extension $h \in (APW)^{m \times n}$ of $f$, i.e., an $h$ such that

1. $h$ is strictly contractive;
2. $h_\lambda = f_\lambda$, $\lambda \leq 0$?

If such an $h$ exists, how do we construct one/all?

This problem is also known as a contractive extension problem. In the scalar periodic case ($f$ and $h$ are scalar functions and $\sigma(f), \sigma(h) \subseteq \mathbb{Z}$) this is the classical Nehari problem (see [35]).

There is an extensive literature on the Carathéodory-Toeplitz and Nehari type problems, for various classes of matrix and operator functions (mainly for the periodic case), and their numerous applications, notably in signal processing and control theory. We mention here the books [13, 2, 24, 17], in which various aspects of positive and contractive extension problems and their applications are studied. Of particular relevance to the present paper are: the solutions of the periodic Nehari problem for matrix and scalar functions obtained in [1]; the maximum entropy principles which originated in [4] and have been developed in [9, 11]; and the band method (including the maximum entropy principles) which was initiated in [12, 10] and further developed in [18]–[22], [40].

Often the Nehari problem appears as the distance problem:

**Distance problem.** Given $f \in (APW)^{m \times n}$, find the distance from $f$ to the set $(APW)^{m \times n}_{(0, \infty)}$ of all functions in $(APW)^{m \times n}$ whose spectrum lies in $(0, \infty)$. In
other words, find
\[ \Delta(f) = \inf_{g \in (APW)^{m \times n}} \sup_{t \in \mathbb{R}} \| f(t) + g(t) \|. \]
Moreover, for every \( \Delta > \Delta(f) \) find all \( g \in (APW)^{m \times n} \) such that
\[ \sup_{t \in \mathbb{R}} \| f(t) + g(t) \| < \Delta. \]

The solution to the distance problem can be obtained by a scaling of the function \( f(t) \) (replacing \( f(t) \) by \( kf(t) \), where \( k \) is a suitable constant), and using the solution of the corresponding Nehari problem.

We obtain complete solutions of the Carathéodory-Toeplitz and Nehari problems as formulated above. Moreover, we prove more detailed results relating the spectrum of \( f(t) \) to the spectrum of its possible positive (or strictly contractive) extensions \( h(t) \). For example, if such an extension exists at all, then an extension \( h(t) \) exists having its spectrum \( \sigma(h) \) in the set of all finite linear combinations with integer coefficients of the numbers in \( \sigma(f) \). This allows us to consider simultaneously many special classes of matrix valued almost periodic functions, for example, the periodic functions. Our main results are stated in Section 3 and 4.

For both C-T and N problems we shall employ the band method, a general algebraic scheme for solving positive and contractive extension problems. The references [20] and Chapter XXXIV in [17] both contain a detailed exposition of the band method. Other ingredients needed in the proofs of our main theorems include certain properties of Riemann and Hankel operators on the Besicovitch space (Section 5), factorization results (Section 6) and results on invertibility of elements in Banach algebras (Section 7). Most of the material in Section 5 is borrowed from [27]. We would like to thank Yu. Karlovich for several useful presentations and discussions concerning these results.

The proofs of our main results are given in Sections 8 and 9. In Section 10 we consider variations of the C-T and N problems in which \( f_{\pm \mu} \) is not given (in the C-T problem) or \( f_0 \) is not given (in the N problem). It turns out that these “point excluding” variations can be studied in much the same manner as the C-T and N problems above. Finally, in Section 11 a joint \( H^\infty/H^2 \) bound is given for the solutions of the Nehari problem.

We use the following notations and conventions throughout the paper. \( \mathbb{R}, \mathbb{C}, \mathbb{Z} \) stand for the real numbers, complex numbers, and integers, respectively. The Banach spaces used here are: \((AP); (APW); (B)\), the Besicovitch space (see Section 3 for the definition); \((H^{2+}); (H^{\infty+})\), the Hardy spaces of analytic functions on the upper halfplane (with the sign +) or the lower halfplane (with the sign −); \((L^p)\) and \((L^\infty)\), Lebesgue spaces. If \( (X) \) is a set (typically a Banach space or an algebra), we denote by \((X)^{m \times n}\) the set of \( m \times n \) matrices with entries in \((X)\). All operators are assumed to be linear and bounded. Scalar products in various Hilbert spaces are denoted by \langle \cdot, \cdot \rangle.

2. Preliminaries on Almost Periodic Functions

We review here some basic facts about almost periodic functions. Many of these facts with full proofs can be found in [31, 32, 6].
A continuous complex valued function \( f(t), t \in \mathbb{R} \), is called almost periodic if for every \( \epsilon > 0 \) there exists \( L > 0 \) such that every interval of length \( L \) contains at least one point \( \tau \in \mathbb{R} \) for which
\[
|f(t + \tau) - f(t)| < \epsilon \quad \text{for all } t \in \mathbb{R}.
\]
(This definition is equivalent to the definition given in the introduction.) Denote by \((AP)\) the class of almost periodic functions. Every almost periodic function is bounded; define \( \|f\| = \sup_{t \in \mathbb{R}} |f(t)|, \ f \in (AP) \).

**Proposition 2.1.** (a) \((AP)\) is a closed subalgebra in \( L^\infty(\mathbb{R}) \); moreover, if \( f \in (AP) \), then \( |f|, f^* \in (AP) \), where \( f^* \) is defined by \( f^*(t) = \overline{f(t)}, t \in \mathbb{R} \); if \( f \in (AP) \) and \( \inf_{t \in \mathbb{R}} |f(t)| > 0 \), then \( \frac{1}{f} \in (AP) \).

(b) For every \( f \in (AP) \) there exists
\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(t) \, dt,
\]
called the mean of \( f \), and denoted \( M\{f\} \).

Using Proposition 2.1 (b), for \( f \in (AP) \) we define
\[
f_\lambda = M \{e^{-i\lambda t}f(t)\}, \ \lambda \in \mathbb{R}.
\]
The set \( \sigma(f) \) of all \( \lambda \in \mathbb{R} \) for which \( f_\lambda \neq 0 \) is called the spectrum of \( f \). The spectrum is at most a countable set. We associate with \( f \) the (formal) Fourier series
\[
f(t) \sim \sum_{\lambda \in \sigma(f)} f_\lambda e^{i\lambda t}.
\]
We have the multiplication formula
\[
(2.1) \quad M \{f(t)g(t)e^{-\lambda t}\} = \sum_{\mu + \nu = \lambda} f_\mu g_\nu, \ \lambda \in \mathbb{R},
\]
where \( f, g \in (AP) \), and the uniqueness theorem: if \( f, g \in (AP) \) have the same Fourier series, then \( f(t) = g(t), t \in \mathbb{R} \).

An almost periodic function \( f \) is said to belong to the Wiener class if \( \sum_{\lambda \in \sigma(f)} |f_\lambda| < \infty \). In this case, \( f \) coincides with the sum of its Fourier series:
\[
f(t) = \sum_{\lambda \in \sigma(f)} f_\lambda e^{i\lambda t}, \ \ t \in \mathbb{R}.
\]
Denote by \((APW)\) the Wiener class of almost periodic functions.

**Proposition 2.2.** (a) \((APW)\) is a Banach *-algebra (with respect to the pointwise addition and multiplication) with the norm
\[
\|f\|_W = \sum_{\lambda \in \sigma(f)} |f_\lambda|.
\]
Note that \( \|f\| \leq \|f\|_W \).

(b) If \( f \in (APW) \), then \( \frac{1}{f} \in (APW) \) if and only if \( \inf_{t \in \mathbb{R}} |f(t)| > 0 \).

(c) Let \( f \in (APW) \), and let \( f(\mathbb{R}) = \{f(t) : t \in \mathbb{R}\} \) be the set of values of \( f \). If \( F(z) \) is an analytic function defined in an open neighborhood of the closure of \( f(\mathbb{R}) \), then \( F(f(t)) \in (APW) \).
Part (c) is Corollary 2, p. 175 in [16], whereas part (b) (which is actually a particular case of part (c)) is Corollary 1, p. 175 in [16].

For matrix functions, Proposition 2.2 (c) leads to the next result. We first observe that a matrix function \( f \in (APW)^{n \times n} \) is invertible in \((APW)^{n \times n}\) if and only if
\[
\inf_{t \in \mathbb{R}} |\det f(t)| > 0.
\]
Indeed, if (2.2) holds, then \( \frac{1}{\det f(t)} \in (APW) \) by Proposition 2.2 (b), and therefore
\[
f^{-1} = \frac{\text{adjoint}(f)}{\det f} \in (APW)^{n \times n}.
\]
Conversely, if \( f^{-1} \in (APW)^{n \times n} \), then clearly \( \det f(t) \neq 0 \) for all \( t \in \mathbb{R} \). Since \( f^{-1} \) is uniformly bounded on the real line, the eigenvalues of \( f^{-1} \) are also uniformly bounded. Hence the eigenvalues of \( f \) are uniformly bounded away from zero, and (2.2) holds.

**Proposition 2.3.** Let \( f \in (APW)^{n \times n} \), and let
\[
\Omega = \{ z \in \mathbb{C} : z \text{ is an eigenvalue of } f(t) \text{ for some } t \in \mathbb{R} \}.
\]
If \( \Psi(z) \) is an analytic function in an open neighborhood of the closure of \( \Omega \), then 
\[
\Psi(f(t)) \in (APW)^{n \times n}.
\]

Here, for every fixed \( t \in \mathbb{R} \), \( \Psi(f(t)) \) is understood as the \( n \times n \) matrix defined by the standard functional calculus.

**Proof.** Since \( f(t) \) is a bounded function, the set \( \Omega \) is also bounded. Let \( z_0 \notin \bar{\Omega} \) (the closure of \( \Omega \)). Then \( z_0 I - f(t) \) has eigenvalues \( z_0 - \lambda_1(t), \ldots, z_0 - \lambda_n(t) \), where \( \lambda_1(t), \ldots, \lambda_n(t) \) are eigenvalues of \( f(t) \), so
\[
|\det (z_0 I - f(t))| = \prod_{j=1}^{n} |z_0 - \lambda_j(t)| \geq \alpha^n,
\]
where \( \alpha \) is the (positive) distance from \( z_0 \) to \( \bar{\Omega} \). By the observation (2.2) the matrix function \( z_0 I - f \) is invertible in \((APW)^{n \times n}\). Thus, \( z_0 \) belongs to the resolvent set of \( f \) as an element of the Banach algebra \((APW)^{n \times n}\). Now we can define \( \Psi(f) \in (APW)^{n \times n} \) using the functional calculus:
\[
\Psi(f) = \frac{1}{2\pi i} \int_{\Gamma} \Psi(z)(zI - f)^{-1}dz
\]
for a suitable contour \( \Gamma \), where the integral converges in the norm of \((APW)^{n \times n}\). Since the convergence in \((APW)^{n \times n}\) implies pointwise convergence, for every \( t \in \mathbb{R} \) we have
\[
(\Psi(f))(t) = \frac{1}{2\pi i} \int_{\Gamma} \Psi(z)(zI - f(t))^{-1}dz.
\]
But the right-hand side of (2.3) is just the definition of \( \Psi(f(t)) \). It follows that \( \Psi(f(t)) \) (defined pointwise for every \( t \in \mathbb{R} \)) is the value of \( \Psi(f) \) at \( t \); since \( \Psi(f) \in (APW)^{n \times n} \), we are done. \( \square \)

We consider next the sets of almost periodic functions and Wiener class functions, which are defined by the spectrum location. Let \( \Delta \) be a non-empty subset of the
real line. Denote

\[(AP)_{\Delta} = \{f \in (AP) : \sigma(f) \subseteq \Delta\},\]
\[(APW)_{\Delta} = \{f \in (APW) : \sigma(f) \subseteq \Delta\}.
\]

**Proposition 2.4.** (a) \((AP)_{\Delta}\) is a closed subspace in the Banach algebra \((AP)\) and \((APW)_{\Delta}\) is a closed subspace in the Banach algebra \((APW)\).

(b) If \(\Delta\) is an additive semigroup (i.e., \(\alpha, \beta \in \Delta \Rightarrow \alpha + \beta \in \Delta\)), then \((AP)_{\Delta}\) (resp. \((APW)_{\Delta}\) is a subalgebra in \((AP)\) (resp. \((APW)\)).

(c) If \(\Delta\) is an additive semigroup such that \(0 \in \Delta\), and \(\{\alpha + \beta = 0 \text{ for } \alpha, \beta \in \Delta \Rightarrow \alpha = \beta = 0\}\), then the mean is multiplicative on \((AP)_{\Delta}\):

\[M\{fg\} = M\{f\} \cdot M\{g\} \text{ for every } f, g \in (AP)_{\Delta}.
\]

**Proof.** Since for every \(\lambda \in \mathbb{R}\), \(f \mapsto f_{\lambda}\) is a linear functional on \((AP)\) and on \((APW)\), the sets \((AP)_{\Delta}\) and \((APW)_{\Delta}\) are clearly linear sets. The inequality

\[|M\{e^{-im}f(t)\} - M\{e^{-im}g(t)\}| \leq \|f - g\|, \quad f, g \in (AP),
\]

shows that \((AP)_{\Delta}\) and \((APW)_{\Delta}\) are closed in \((AP)\) and \((APW)\), respectively. Finally, (2.1) proves (b) and (c) if we take into account that \(M\{f\} = f_{0}\).

We will also need results asserting that compositions of almost periodic functions in \((AP)_{\Delta}\) are again in the same class \((AP)_{\Delta}\) (under certain hypotheses). A very general result along these lines can be stated as follows:

**Proposition 2.5.** Let \(\Sigma \subseteq \mathbb{R}\) be an additive subgroup (in other words, \(\Sigma \neq \emptyset\) and \(x, y \in \Sigma \Rightarrow x - y \in \Sigma\)). Let \(G(z_{1}, \ldots, z_{n})\) be a uniformly continuous function of \((z_{1}, \ldots, z_{n}) \in M\), where \(M \subseteq \mathbb{C}^{n}\). If \(f_{1}, \ldots, f_{n} \in (AP)_{\Sigma}\) are such that \((f_{1}(t), \ldots, f_{n}(t)) \in M\) for every \(t \in \mathbb{R}\), then \(G(f_{1}(t), \ldots, f_{n}(t)) \in (AP)_{\Sigma}\).

The proof follows from Theorem 1.7 in [6] and its proof.

**Corollary 2.6.** Let \(\Sigma \subseteq \mathbb{R}\) be an additive subgroup. If \(f \in (APW)_{\Sigma}\) is real valued and \(\inf_{t \in \mathbb{R}} f(t) > 0\), then \(\log f \in (APW)_{\Sigma}\).

To prove this corollary, combine Propositions 2.2 (c) and 2.5.

For a matrix valued function \(f \in (AP)^{m \times n}\) we define the \(m \times n\) matrix \(M(f)\) by taking the means of the entries of \(f\). The Fourier series \(\sum_{\lambda \in \sigma(f)} f_{\lambda} e^{i\lambda t}\) is also defined entrywise, with

\[\sigma(f) = \{\lambda \in \mathbb{R} : f_{\lambda} \neq 0\},\]

as in the scalar case.

**Corollary 2.7.** Let \(F \in (AP)^{n \times n}\) be invertible in \((AP)^{n \times n}\) and such that \(\sigma(F) \subseteq \Sigma\), where \(\Sigma \subseteq \mathbb{R}\) is an additive subgroup. Then \(\sigma(F^{-1}) \subseteq \Sigma\).

**Proof.** Using the determinants, we reduce the proof to the scalar case. In the scalar case, use Proposition 2.5 with \(M = \{z \in \mathbb{C} : |z| \geq \epsilon\}\) and \(G(z) = z^{-1}\) (for a suitable \(\epsilon > 0\)).

We note that Corollaries 2.6 and 2.7 can also be proved using the following result (Theorem 2.7.1 in [31]).

**Proposition 2.8.** Let \(\Sigma\) be an additive subgroup in \(\mathbb{R}\). Let \(F \in (AP)_{\Sigma}\) be such that \(\inf_{t \in \mathbb{R}} |F(t)| > 0\). Then \(F(t) = e^{ict} \cdot e^{f(t)}\), where \(c \in \Sigma\) is a constant and \(f \in (AP)_{\Sigma}\).
Finally, we need a result on existence of the logarithm of determinants with a given location of the spectrum.

**Proposition 2.9.** Let $\Sigma \subseteq \mathbb{R}$ be an additive subgroup, and let there be given $F \in (AP)_{[0, \infty) \cap \Sigma}^{n \times n}$ (resp. $F \in (APW)_{[0, \infty) \cap \Sigma}^{n \times n}$) such that $\inf_{t \in \mathbb{R}} |\det F(t)| > 0$ and $M\{F\} = I$. Assume, in addition, that $F^{-1} \in (AP)_{[0, \infty)}^{n \times n}$. Then there is a branch $f$ of $\log(\det F)$ which is continuous on $\mathbb{R}$ and such that $f \in (AP)_{[0, \infty) \cap \Sigma}^{n \times n}$ (resp. $f \in (APW)_{[0, \infty) \cap \Sigma}^{n \times n}$) and $M\{f\} = 0$.

**Proof.** We will prove the proposition for the case when $F \in (AP)_{[0, \infty) \cap \Sigma}^{n \times n}$ (the proof for the case when $F \in (APW)_{[0, \infty) \cap \Sigma}^{n \times n}$ is analogous).

Observe first of all that $F^{-1} \in (AP)_{[0, \infty) \cap \Sigma}^{n \times n}$ by Corollary 2.7. Furthermore, $(\det F)^{-1} \in (AP)_{[0, \infty) \cap \Sigma}$, and by the multiplicativity properties of the mean (Proposition 2.4 (c)) $M\{\det F\} = \det M\{F\} = 1$. Therefore, it suffices to consider the case of a scalar function $F$.

Denote by $\Theta$ the set of all scalar functions $F$ for which the statement of Proposition 2.9 holds. In other words,

$$\Theta = \{F = e^g : g \in (AP)_{[0, \infty) \cap \Sigma}, M\{g\} = 0\}.$$  

This set has the following properties:

1. $\Theta$ is a multiplicative group.
   Indeed, if $e^{g_1} \in \Theta$, $e^{g_2} \in \Theta$, then $e^{g_1} \cdot e^{g_2} = e^{g_1 + g_2} \in \Theta$.

2. If $\chi \in (AP)_{[0, \infty) \cap \Sigma}$, $\|\chi\| < 1$, then $1 + \chi \in \Theta$.

To prove (2), one may choose

$$g = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} \chi^n.$$  

It follows from (1) and (2) that

3. $\Theta$ is an open subset of $\{F \in (AP)_{[0, \infty) \cap \Sigma} : M\{F\} = 1\}$.

At the same time,

4. $\Theta$ is a closed subset of

$$X = \{F \in (AP)_{[0, \infty) \cap \Sigma} : F^{-1} \in (AP)_{[0, \infty) \cap \Sigma}; M\{F\} = 1\}.$$  

Indeed, if $F_n \rightarrow F$ and $F^\pm_1 \in (AP)_{[0, \infty) \cap \Sigma}$, then $F_n^{-1} \rightarrow F^{-1}$ in the norm of $(AP)$, so that in the representation $F = F_n(1 + F_n^{-1}(F - F_n))$ the second multiple $1 + F_n^{-1}(F - F_n)$ satisfies (2) for $n$ large enough.

We now prove that the set $X$ is connected. Using small (in the norm of $(AP)$) perturbations, we may restrict ourselves to the case of $(AP)$-polynomials, i.e., functions with finite spectrum. In this case, if $F \in X$ is an $(AP)$-polynomial, then

$$F_\alpha(t) = F\left(t + \frac{\alpha}{1 - \alpha}\right), \quad \alpha \in [0, 1],$$  

is a homotopy connecting $F_0 = F$ with $F_1 = M\{F\} = 1$ without leaving $X$.

Being an open, closed, and non-empty subset of $X$, $\Theta$ has to coincide with $X$.  

Observe that the additional hypotheses that $\sigma(F^{-1}) \subseteq [0, \infty)$ is essential in Proposition 2.9.
3. Positive Extension Problem: The Main Theorems

Our main results in this and the next section will be stated in terms of operators on the vector-valued Besicovitch space. We recall here the definition of this space (more information is found in Section 5). Introduce a scalar product on \((AP)\) by the formula

\[
\langle f, g \rangle = M\{fg^*\}, \quad f, g \in (AP).
\]

The completion of \((AP)\) with respect to this scalar product is called the Besicovitch space and is denoted \((B)\). Thus \((B)\) is a Hilbert space.

For a nonempty set \(\Lambda \subseteq \mathbb{R}\), define the projection

\[
\Pi_\Lambda \left( \sum_{\lambda \in \sigma(f)} f_{\lambda} e^{i\lambda t} \right) = \sum_{\lambda \in \sigma(f) \cap \Lambda} f_{\lambda} e^{i\lambda t},
\]

where \(f \in (APW)\). The projection \(\Pi_\Lambda\) extends by continuity to the orthogonal projection (also denoted \(\Pi_\Lambda\)) on \((B)\). We denote by \((B)\) the range of \(\Pi_\Lambda\), or, equivalently, the completion of \((AP)\) with the respect to the scalar product (3.1).

The vector valued Besicovitch space \((B)^{n \times 1}\) consists of \(n \times 1\) columns with components in \((B)\), with the standard Hilbert space structure. Similarly, \((B)^{n \times 1}_\Lambda\) is the Hilbert space of \(n \times 1\) columns with components in \((B)\).

Recall that a Hilbert space operator \(T : \mathcal{H} \rightarrow \mathcal{H}\) is called positive definite (notation: \(T > 0\)) if there exists an \(\epsilon > 0\) such that

\[
\langle Tf, f \rangle \geq \epsilon \|f\|^2 \quad \text{for all } f \in \mathcal{H}.
\]

Consider first the \(C\times T\) problem (positive extension). In the following theorem and elsewhere in the paper, if \(x = \{x_{ij}(t)\}^{n \times n}_{i,j=1} \in (AP)^{m \times n}\), we denote the adjoint by \(x^* = \{y_{jk}(t)\}^{n \times m}_{j,k=1} \in (AP)^{n \times m}\), where \(y_{jk}(t) = x_{kj}(t)\); for a square invertible \(x \in (AP)^{n \times n}\) we write \(x^{-1}\) for \((x^*)^{-1} = (x^{-1})^*\).

**Theorem 3.1.** Let \(\Sigma \subseteq \mathbb{R}\) be an additive subgroup, and let \(\mu \in \Sigma, \mu > 0\), be given. For a given function \(f \in (APW)^{n \times n}_{[-\mu, \mu] \cap \Sigma}\) the following statements are equivalent:

(i) \(f\) has a positive extension in \((APW)^{\Sigma \times n}_{\Sigma}\), i.e., there exists \(h \in (APW)^{\Sigma \times n}_\Sigma\) such that \(h_\lambda = f_\lambda\) for all \(\lambda \in [-\mu, \mu] \cap \Sigma\) and there is an \(\epsilon > 0\) such that \(h(x) \geq \epsilon 1\) for all \(x \in \mathbb{R}\);

(ii) the generalized Toeplitz operator

\[
T(f)_{[0, \mu] \cap \Sigma} : (B)^{n \times 1}_{[0, \mu] \cap \Sigma} \rightarrow (B)^{n \times 1}_{[0, \mu] \cap \Sigma};
\]

\[
g \mapsto \Pi_{[0, \mu]}(fg), \quad g \in (B)^{n \times 1}_{[0, \mu] \cap \Sigma};
\]

is positive definite;

(iii) the generalized Toeplitz operator

\[
T(f)_{[-\mu, 0] \cap \Sigma} : (B)^{n \times 1}_{[-\mu, 0] \cap \Sigma} \rightarrow (B)^{n \times 1}_{[-\mu, 0] \cap \Sigma};
\]

defined by \(g \mapsto \Pi_{[-\mu, 0]}(fg)\) is positive definite;

(iv) \(f\) has a positive extension in \((APW)^{n \times n}\);
Theorem 3.2. Let \( \mu \) and \( \Sigma \) be as in Theorem 3.1. Let \( f \in (APW)^{n \times n}_{|\Sigma>} \) be such that \( T(f)_{|[0,\mu]\cap\Sigma>} > 0 \) (or equivalently, \( T(f)_{|[-\mu,0]\cap\Sigma>} > 0 \)).

Let \( h_0 \) be defined by (3.3). Then \( h_0 \) is the unique positive extension in \( (APW)^{n \times n}_{\Sigma} \) of \( f \) with property (3.5). Moreover, if \( h \) is a positive extension in \( (APW)^{n \times n}_{\Sigma} \) of \( f \), then

\[
\Delta(h_0) \geq \Delta(h),
\]

with equality if and only if \( h_0 = h \).
In fact, we shall prove a stronger result, stating that if \( D(h) \) is the constant (necessarily positive definite) matrix in the factorization \( h = h_+^* D(h) h_+ \), where \( (h_+)^{\pm 1} \in (APW)_{0,\infty}^{n \times n} \) and \( M(h_+) = I \), then \( D(h_0) \geq D(h) \) for every positive extension of \( f \), with the equality \( D(h_0) = D(h) \) only if \( h = h_0 \). Using subsequently the observation that \( \Delta(h) = \log(\det D(h)) \), one may derive Theorem 3.2 from the latter result.

The third main result in this section concerns a description of all positive extensions in \( (APW)^{n \times n}_{\Sigma} \) using the parameter set

\[
(CAPW)^{n \times n}_{(\mu, \infty)\cap \Sigma} := \left\{ g \in (APW)^{n \times n}_{(\mu, \infty)\cap \Sigma} : \sup_{t \in \mathbb{R}} \|g(t)\| < 1 \right\}.
\]

We denote by \( \|A\| \) the operator norm (= the largest singular value) of a matrix \( A \).

**Theorem 3.3.** Let \( f, x, \) and \( y \) be as in Theorem 3.1, and let

\[
u = xM\{x\}^{-\frac{1}{2}}, \quad v = yM\{y\}^{-\frac{1}{2}}.
\]

Then each positive extension in \( (APW)^{n \times n}_{\Sigma} \) of \( f \) is of the form

\[
T(g) = (u + vg)^{*-1}(I - g^* g)(u + vg)^{-1},
\]

where \( g \in (CAPW)^{n \times n}_{(\mu, \infty)\cap \Sigma} \). Also, the correspondence between \( (CAPW)^{n \times n}_{(\mu, \infty)\cap \Sigma} \) and the set of positive extensions in \( (APW)^{n \times n}_{\Sigma} \) of \( f \) is one-to-one.

The proofs of Theorems 3.1, 3.2, and 3.3 will be given in Section 8.

4. **Contractive Extension Problem: The Main Theorems**

Recall the almost periodic Nehari problem stated in the introduction: Given \( f \in (APW)^{m \times n} \), find if possible \( \tilde{f} \in (APW)^{m \times n}_{(0, \infty)} \) such that

\[
\sup_{t \in \mathbb{R}} \|f(t) + \tilde{f}(t)\| < 1.
\]

As for the Carathéodory-Toeplitz problem (see Section 3), we state and prove our results in a more general framework that takes into account the location of the spectra of \( f \) and of \( \tilde{f} \) in a given additive subgroup.

In the spirit of the classical Nehari problem (the periodic case, see [35]), we shall see that the necessary and sufficient conditions for existence of solutions \( \tilde{f} \) as above are given in terms of Hankel operators.

Let \( \Sigma \subseteq \mathbb{R} \) be an additive subgroup, and let \( f \in (APW)^{m \times n}_{(-\infty, 0] \cap \Sigma} \). We introduce the following generalized Hankel operator:

\[
H(f)_\Sigma : (B)^{n \times 1}_{(0, \infty) \cap \Sigma} \rightarrow (B)^{m \times 1}_{(-\infty, 0] \cap \Sigma}
\]

by

\[
H(f)_\Sigma g = \Pi_{(-\infty, 0]}(fg), \quad g \in (B)^{n \times 1}_{(0, \infty) \cap \Sigma}.
\]

Note that, since \( \Sigma \) is an additive subgroup, \( \sigma(fg) \subseteq \Sigma \) for every \( g \in (B)^{n \times 1}_{(0, \infty) \cap \Sigma} \) (see Proposition 2.4 (b)), and therefore, indeed, \( H(f)_\Sigma g \in (B)^{m \times 1}_{(-\infty, 0] \cap \Sigma} \).

Our main results are the following.

**Theorem 4.1.** Let \( f \in (APW)^{m \times n}_{(-\infty, 0] \cap \Sigma} \) be given, where \( \Sigma \subseteq \mathbb{R} \) is an additive subgroup. The following statements are equivalent:
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(i) \( f \) has a strictly contractive extension in \((APW)^{m \times n}\), i.e., there exists \( g \in (APW)^{m \times n} \) such that \( g_\lambda = f_\lambda \) for all \( \lambda \leq 0 \) and \( \sup_{t \in \mathbb{R}} \| g(t) \| < 1 \);

(ii) the generalized Hankel operator
\[
H(f) : (B)^{n \times 1}_{[0, \infty)} \to (B)^{m \times 1}_{(-\infty, 0]}
\]
defined by \((4.1)\) with \( \Sigma = \mathbb{R} \) is a strict contraction (i.e., \( \| H(f) \| < 1 \));

(iii) \( f \) has a strictly contractive extension in \((APW)^{m \times n}_\Sigma \), i.e., there exists \( g \in (APW)^{m \times n}_\Sigma \) such that \( g_\lambda = f_\lambda \) for all \( \lambda \leq 0 \) and \( \sup_{g \in \mathbb{R}} \| g(t) \| < 1 \);

(iv) the generalized Hankel operator \( H(f)_\Sigma \) is a strict contraction.

When one (and thus all) of (i)–(iv) is satisfied, put
\[
\hat{\alpha}(t) = [I - H(f)_\Sigma (H(f)_\Sigma^*)^{-1} (I_m),
\hat{\beta}(t) = H(f)_\Sigma [I - (H(f)_\Sigma^*) H(f)_\Sigma]^{-1} (I_n),
\hat{\gamma}(t) = (H(f)_\Sigma^*) [I - (H(f)_\Sigma (H(f)_\Sigma^*)^{-1} (I_m),
\hat{\delta}(t) = [I - (H(f)_\Sigma^*) H(f)_\Sigma]^{-1} (I_n),
\]
where \( I_k \) stands for the constant matrix function on \( \mathbb{R} \) with value \( I_k \) for all \( t \in \mathbb{R} \), and \( H(f)_\Sigma \) is seen as an operator acting \((B)^{n \times p}_{[0, \infty] \cap \Sigma} \to (B)^{m \times p}_{(-\infty, 0] \cap \Sigma}\) by applying \( H(f)_\Sigma \) to each column. Further, let
\[
\alpha(t) = \hat{\alpha}(t) M \{ \hat{\alpha} \}^{-\frac{1}{2}}, \quad \beta(t) = \hat{\beta}(t) M \{ \hat{\delta} \}^{-\frac{1}{2}},
\]
\[
\gamma(t) = \hat{\gamma}(t) M \{ \hat{\alpha} \}^{-\frac{1}{2}}, \quad \delta(t) = \hat{\delta}(t) M \{ \hat{\delta} \}^{-\frac{1}{2}}.
\]
Then the function
\[
g_0(t) = \beta(t) \delta(t)^{-1} = [\alpha(t)^*]^{-1} \gamma(t)^*, \quad t \in \mathbb{R},
\]
is a strictly contractive extension in \((APW)^{m \times n}_\Sigma\) of \( f \).

It will be shown in the course of the proof of Theorem 4.1 that \( \hat{\alpha} \) is invertible in \((APW)^{m \times m}_\Sigma\) and \( M \{ \hat{\alpha} \} \) is positive definite. Similarly, it will be shown that \( \hat{\delta} \) is invertible in \((APW)^{n \times n}_\Sigma\) and \( M \{ \hat{\delta} \} > 0 \). Thus, the formulas \((4.2)-(4.4)\) make sense. In fact, we shall show that \( \hat{\alpha}^{-1} \in (APW)^{m \times m}_{(-\infty, 0]} \) and \( \hat{\delta}^{-1} \in (APW)^{n \times n}_{[0, \infty)} \).

Next, we characterize the strictly contractive extension \( g_0 \) given by \((4.4)\).

**Theorem 4.2.** Let \( f \in (APW)^{m \times n}_{(-\infty, 0] \cap \Sigma} \) be such that the conditions (i)–(iv) of Theorem 4.1 are satisfied (as in Theorem 4.1, \( \Sigma \) is an additive subgroup of \( \mathbb{R} \)). Let \( g_0 \) be given by \((4.4)\). Then \( g_0 \) is the unique strictly contractive extension in \((APW)^{m \times n}_\Sigma\) of \( f \) such that
\[
g_0(t) (I_n - g_0(t)^* g_0(t))^{-1} = (I_m - g_0(t) g_0(t)^*)^{-1} g_0(t) \in (APW)^{m \times n}_{(-\infty, 0] \cap \Sigma}.
\]
Moreover, if \( g \) is a strictly contractive extension in \((APW)^{m \times n}\) of \( f \), then
\[
\Delta (I_n - g(t)^* g(t)) \geq \Delta (I_n - g(t)^* g(t)),
\]
with equality if and only if \( g(t) = g_0(t), t \in \mathbb{R} \).
Here $\Delta(f)$ is the entropy (defined by (3.6)).

Finally, a parameterization of the set of all strictly contractive extensions in $(APW)_{\Sigma}^{m \times n}$ of a function $f \in (APW)_{[-\infty,0]\cap \Sigma}^{m \times n}$ will be given. Introduce the parameter set

$$(CAPW)_{(0,\infty)\cap \Sigma}^{m \times n} = \left\{ g \in (APW)_{(0,\infty)\cap \Sigma}^{m \times n} : \sup_{t \in \mathbb{R}} \|g(t)\| < 1 \right\}.$$

**Theorem 4.3.** Let $\Sigma \subseteq \mathbb{R}$ be an additive subgroup, and let $f \in (APW)_{[-\infty,0]\cap \Sigma}^{m \times n}$ be such that $\|H(f)\| < 1$ (equivalently, $\|H(f)\| < 1$). Define $\alpha(t)$, $\beta(t)$, $\gamma(t)$, and $\delta(t)$, as in Theorem 4.1. Then each strictly contractive extension in $(APW)_{\Sigma}^{m \times n}$ of $f$ is of the form

$$(4.5) \quad T(g) = (\alpha g + \beta)(\gamma g + \delta)^{-1},$$

where $g \in (CAPW)_{(0,\infty)\cap \Sigma}^{m \times n}$: Also, this correspondence between $(CAPW)_{(0,\infty)\cap \Sigma}^{m \times n}$ and the set of strictly contractive extensions in $(APW)_{\Sigma}^{m \times n}$ of $f$ is one-to-one.

Theorem 4.3 can be generalized in an obvious way. Namely, if $\Sigma'$ is an additive subgroup of $\mathbb{R}$ that contains $\Sigma$, then the formula (4.7) provides a one-to-one correspondence between $g \in (CAPW)_{(0,\infty)\cap \Sigma}^{m \times n}$ and the set of strictly contractive extensions $T(g)$ in $(APW)_{\Sigma'}^{m \times n}$ of $f$. To obtain this generalization, apply Theorem 4.3 with $\Sigma$ replaced by $\Sigma'$.

Of particular interest in Theorems 4.1–4.3 are the cases when $\Sigma = \mathbb{R}$ and when $\Sigma = \mathbb{Z}$. The former case corresponds to the Nehari problem stated in the introduction; the latter case is essentially the result for periodic matrix functions which dates back to [1].

The proofs of Theorems 4.1–4.3 will be given in Section 9.

5. OPERATORS ON THE BESICOVITCH SPACE

For the reader's convenience, we give in this section an exposition of several results on Besicovitch space operators and their relations to factorizations of almost periodic matrix valued functions.

We start with the definition of multiplication operators on the Besicovitch space. Let $a \in (AP)$. Define the operator $M_a : (B) \rightarrow (B)$ by

$$(5.1) \quad (M_a f)(t) = a(t) f(t), \quad f \in (B).$$

More precisely, we define $M_a f$ for $f \in (AP)$ using (5.1), and then extend $M_a$ by continuity to the whole of $(B)$.

Next, we consider the connection with factorizations of almost periodic matrix functions. Let $G \in (AP)^{n \times n}$. We associate with $G$ two generalized Riemann operators:

$$(R(G) = \Pi_{(0,\infty)} + M_G \Pi_{(-\infty,0]} : (B)^{n \times 1} \rightarrow (B)^{n \times 1},$$

and

$$(5.2) \quad R^{var}(G) = \Pi_{(0,\infty)} + M_G \Pi_{(-\infty,0]} : (B)^{n \times 1} \rightarrow (B)^{n \times 1},$$

where

$$(M_G f)(x) = G(x) f(x), \quad f \in (B)^{n \times 1},$$

is the matrix multiplication operator, which is introduced analogously to the scalar case (see (5.1)).
Theorem 5.1. Assume that $G \in (\mathcal{APW})^{n \times n}$. The following statements are equivalent:

1. $\mathbf{R}(G)$ is an invertible operator on $(B)^{n \times 1}$;
2. $\mathbf{R}^{\text{var}}(G)$ is an invertible operator on $(B)^{n \times 1}$;
3. $G$ admits a factorization

$$G(t) = G_+(t)G_-(t), \quad t \in \mathbb{R},$$

where

$$G_+^\pm \in (\mathcal{AP})^{n \times n}_{[0, \infty)}, \quad G_-^\pm \in (\mathcal{AP})^{n \times n}_{(-\infty, 0]};$$

4. $G$ admits a factorization (5.3), where

$$G_+^\pm \in (\mathcal{APW})^{n \times n}_{[0, \infty)}, \quad G_-^\pm \in (\mathcal{APW})^{n \times n}_{(-\infty, 0]}.$$

The equivalence of (1), (2) and (4) was established in [27]; the equivalence (3) $\Leftrightarrow$ (4) is contained in [37]. The corresponding statements (without proofs) can be found also in [28] (Theorems 3.4 and 3.5) and [30] (Lemma 5.5).

Representations (5.3) are called canonical factorizations of $G$; more about them in the next section.

We now turn our attention to the norms of generalized Hankel operators $\mathbf{H}(f)$ and

$$\widetilde{\mathbf{H}}(f): (B)^{n \times 1}_{[0, \infty)} \rightarrow (B)^{m \times 1}_{(-\infty, 0]}, \quad g \mapsto \Pi_{(-\infty, 0]}(fg),$$

These operators are in some sense analogous to the more traditional Hankel operator

$$\mathbf{H}(f): (H^{2+})^{n \times 1} \rightarrow (H^{2-})^{m \times 1}$$

defined by the formula

$$\mathbf{H}(f)g = \mathbf{P}_-(fg), \quad g \in (H^{2+})^{n \times 1}.$$

Here $\mathbf{P}_-$ is the standard orthoprojection of $L^2(\mathbb{R})$ onto the Hardy space $H^{2-}$ in the lower half-plane. According to [1], for any $f \in (L^\infty)^{m \times n}$

$$\|\mathbf{H}(f)\| = \inf_{f \in (H^{\infty})^{m \times n}} \sup_{t \in \mathbb{R}} \text{ess sup} \|f(t) + \tilde{f}(t)\|.$$

For $f \in (\mathcal{AP})^{m \times n}$ the latter formula can be supplemented by the following statement.

Theorem 5.2. Let $f \in (\mathcal{AP})^{m \times n}$. Then

$$\|\mathbf{H}(f)\| = \inf_{f \in (\mathcal{APW})^{m \times n}_{[0, \infty)}} \sup_{t \in \mathbb{R}} \|f(t) + \tilde{f}(t)\|,$$

$$\|\mathbf{H}(f)\| = \|\mathbf{H}(f)\| = \|\mathbf{H}(f)\| = \inf_{f \in (\mathcal{APW})^{m \times n}_{[0, \infty)}} \sup_{t \in \mathbb{R}} \|f(t) + \tilde{f}(t)\|.$$

Proof. It was shown in [27] (see also Theorem 3.5 in [28]) that

$$\|\Pi_{(-\infty, 0]}\mathbf{M}_t\Pi_{[0, \infty]}\| = \inf_{f \in (\mathcal{APW})^{m \times n}_{[0, \infty)}} \sup_{t \in \mathbb{R}} \|f(t) + \tilde{f}(t)\|$$
and
\begin{equation}
\|\Pi_{[0,\infty)}M_t\Pi_{(-\infty,0]}\| = \inf_{\tilde{h} \in (\text{APW})_{(-\infty,0]}^{n \times n}} \sup_{t \in \mathbb{R}} \|\tilde{h}(t) + \tilde{h}(t)\|.
\end{equation}

The formula for \(\|\tilde{H}(f)\|\) follows directly from (5.8). To compute the norm of \(\tilde{H}(f)\), we make use of the obvious relations \(\Pi_{(-\infty,0]} = \mathcal{C}\Pi_{[0,\infty)}\mathcal{C}, \Pi_{(0,\infty)} = \mathcal{C}\Pi_{(-\infty,0]}\mathcal{C}\) (where \(\mathcal{C}\) is the operator of complex conjugation), and of (5.9). Namely,
\begin{align*}
\|\tilde{H}(f)\| &= \|\Pi_{(-\infty,0]}M_f\Pi_{(0,\infty)}\| = \|\Pi_{[0,\infty)}\mathcal{CM}_f\mathcal{C}\Pi_{(-\infty,0]}\|
\end{align*}
\begin{align*}
&= \|\Pi_{[0,\infty)}M_f\Pi_{(-\infty,0]}\| = \inf_{\tilde{h} \in (\text{APW})_{(-\infty,0]}^{n \times n}} \sup_{t \in \mathbb{R}} \|\tilde{f}(t) + \tilde{h}(t)\|
\end{align*}
\begin{align*}
&= \inf_{f \in (\text{APW})_{[0,\infty)}^{m \times n}} \sup_{t \in \mathbb{R}} \|\tilde{f}(t) + \tilde{g}(t)\|.
\end{align*}

Formula (5.6) can be established along the same lines as (5.8).

Finally, consider the map \(\Psi\) defined by
\begin{align*}
\Psi(P_-) &= \Pi_{(-\infty,0]}, \quad \Psi(M_{L,a}) = M_a, \quad a \in (AP),
\end{align*}
where \(M_{L,a}(f) = af\) is the multiplication operator acting on \((L^2(\mathbb{R}))\). It was shown in [26] that \(\Psi\) can be extended to an isometric \(*\)-isomorphism from the C*-subalgebra of bounded linear operators on \((L^2(\mathbb{R}))\) generated by \(P_-\) and \(M_{L,a}\), \(a \in (AP)\), onto the corresponding C*-subalgebra of bounded linear operators on \((B)\). From here it follows, in particular, that \(\|\tilde{H}(f)\| = \|\tilde{H}(f)\|\).

\textbf{6. Canonical Factorization of Almost Periodic Matrix Functions}

Let \(G \in (AP)^{n \times n}\). A factorization (5.3) satisfying (5.4) is called a \textit{canonical factorization} of \(G\). Such factorizations, their generalizations and applications have been studied in [37, 30, 29], for example. In this section we develop some results concerning canonical factorizations of a matrix function \(G\) in the Wiener class, \(G \in (\text{APW})^{n \times n}\). If the factors \(G_+\), \(G_-\) are also in the Wiener class, that is, satisfy (5.5), we call such canonical factorizations \textit{W-canonical factorizations}.

\textbf{Theorem 6.1.} Assume that \(G \in (\text{APW})^{n \times n}\) admits a \(W\)-canonical factorization. Let \(\Sigma\) be the minimal additive subgroup of \(\mathbb{R}\) that contains \(\sigma(G)\). Then \(G\) admits a \(W\)-canonical factorization (5.3) in which
\begin{align*}
G^\pm_+ \in (\text{APW})_{[0,\infty)\cap \Sigma}^{n \times n},
G^\pm_- \in (\text{APW})_{(-\infty,0]\cap \Sigma}^{n \times n}.
\end{align*}

\textbf{Proof.} Observe first of all that for any matrix function \(F\) invertible in \((AP)^{n \times n}\) and such that \(\sigma(F) \subseteq \Sigma\), also \(\sigma(F^{-1}) \subseteq \Sigma\) (see Corollary 2.7). Therefore, we may suppose that \(\sigma(G^{-1}) \subseteq \Sigma\), and we need to prove only that
\begin{equation}
G_+ \in (\text{APW})_{\Sigma}^{n \times n}.
\end{equation}
The inclusions \(G^\pm_- \in (\text{APW})_{\Sigma}^{n \times n}\) and \(G^\pm_+ = (G^{-1}_+)G^\pm_+ \in (\text{APW})_{\Sigma}^{n \times n}\) then follow automatically (cf. Proposition 2.2 (b)).

The key role in the proof of (6.1) is played by the formula
\begin{equation}
G_+ = (T^+_G)^{-1}(I_n)
\end{equation}
(see [30, Lemma 5.7]), where
\begin{equation}
T^+_G = \Pi_{[0,\infty)}M_{G^{-1}}(B)_{[0,\infty)}^{n \times 1}
\end{equation}
is applied to the identity matrix $I_n$ columnwise. Consider some special cases first.

**Case 1.** Let $G$ be such that

$$
\|I - T_G^+\| < 1.
$$

Then

$$(T_G^+)^{-1} = \sum_{k=0}^{\infty} (I - T_G^+)^k,$$

and so

$$G_+ = \sum_{k=0}^{\infty} (I - T_G^+)^k (I_n).$$

Each term in the latter series belongs to $(APW)^{n \times n}$. Since this series converges in $(B)^{n \times n}$, and its sum $G_+$ a priori lies in $(APW)^{n \times n}_{[0, \infty)}$, we conclude that

$$G_+ \in (B)^{n \times n} \cap (APW)^{n \times n}_{[0, \infty)} = (APW)^{n \times n}_{\Sigma[0, \infty)}.$$

Condition (6.2) is satisfied, in particular, if

$$\|I - G^{-1}\|_{\infty} < 1,$$

where $\|X\|_{\infty}$ stands for $\sup_{t \in \mathbb{R}} \|X(t)\|$. Indeed

$$\|I - T_G^+\| = \left\| \Pi_{[0, \infty)} M_{I-G^{-1}} \| (B)^{n \times n}_{[0, \infty)} \right\| \leq \| M_{I-G^{-1}} \|,$$

and for any $X \in (AP)^{n \times n}$ the norm of the multiplication operator $M_X$ is equal to $\|X\|_{\infty}$.

**Case 2.** $G$ is hermitian positive definite. For such a $G$, consider $F(t) = 2 \|G^{-1}\|_{\infty} G(t)$, which differs from $G$ by a scalar constant multiple. Obviously, it suffices to prove our statement for $F$. Observe that $F$ is hermitian positive definite along with $G$, and, in addition, all the eigenvalues (which in this case are the same as singular numbers) of $F^{-1}$ are located in a certain interval $[\epsilon, 1 - \epsilon]$, $\frac{1}{2} > \epsilon > 0$. Then $\|I - F^{-1}\|_{\infty} < 1$, and Case 1 can be applied.

**Case 3.** $G$ is unitary. Using the orthogonal decomposition

$$(B)^{n \times 1} = (B)^{N \times 1}_{[0, \infty)} \oplus (B)^{n \times 1}_{(-\infty, 0)},$$

write the multiplication operator $M_{G^{-1}} (= M_{G^*})$ as

$$
\begin{bmatrix}
T_G^- & H_G^+ \\
H_G^- & T_G^-
\end{bmatrix},
$$

where, naturally,

$$T_G^- = \Pi_{(-\infty, 0)} M_{G^{-1}} \Pi_{(-\infty, 0)},$$

$$H_G^+ = \Pi_{[0, +\infty)} M_{G^{-1}} \Pi_{(-\infty, 0)},$$

and

$$H_G^- = \Pi_{(-\infty, 0)} M_{G^{-1}} \Pi_{[0, +\infty)}.$$
It is easy to check (see [7], where an abstract Hilbert space version of this statement is considered) that the operator $R^\varphi(G)$ (defined by (5.2)) is invertible if and only if
\begin{equation}
\|H_G^+\| < 1, \quad \|H_G^-\| < 1.
\end{equation}
By Theorem 5.1 we know that inequalities (6.3) are valid. From (6.3) it follows that
\[
\begin{bmatrix}
  T_G^+ & 0 \\
  0 & T_G^-
\end{bmatrix} = M_{G^{-1}} - \begin{bmatrix}
  H_G^- & 0 \\
  0 & H_G^+ 
\end{bmatrix}
\]
\[
= M_{G^{-1}} \left( I - M_G \begin{bmatrix}
  0 & H_G^- \\
  0 & H_G^+ 
\end{bmatrix} \right)
\]
where $\Omega = M_G \begin{bmatrix}
  0 & H_G^- \\
  H_G^+ & 0 
\end{bmatrix}$ is a contraction. Hence,
\[
(T_G^+)^{-1} = \Pi_{[0,\infty)}(I - \Omega)^{-1} M_G |(B)^{n \times 1}_{[0,\infty)}
\]
\[
= \sum_{k=0}^{\infty} \Pi_{[0,\infty)} \Omega^k M_G |(B)^{n \times 1}_{[0,\infty)}
\]
and the same reasoning as in Case 1 implies (6.1).

Finally, consider the general case. If $\sigma(G) \subseteq \Sigma$, then also $\sigma(GG^*) \subseteq \Sigma$. According to [37], an hermitian positive definite matrix $GG^*$ can be represented as $GG^* = AA^*$, where $A^\pm 1 \in (APW)^{n \times n}_{[0,\infty)}$. As was shown in Case 2, in fact $A^\pm 1 \in (APW)^{n \times n}_{[0,\infty) \Sigma}$. Set $F = A^{-1} G$. Then $F = (A^{-1} G_+) G_-$ is a representation (5.3) for $F$. On the other hand,
\[
FF^* = A^{-1} GG^* A^*^{-1} = A^{-1} AA^* A^*^{-1} = I,
\]
so that $F$ is unitary. Since $\sigma(F)$ is contained in $\Sigma$, together with $\sigma(A^{-1})$ and $\sigma(G)$, we may use Case 3 to conclude that $\sigma(A^{-1} G_+) \subseteq \Sigma$. From here it follows that $\sigma(G_+) = \sigma(A \cdot (A^{-1} G_+)) \subseteq \Sigma$. \hfill $\square$

We also need a result on canonical factorization concerning the continuous dependence of the factors $G_+$ and $G_-$ on $G$. To make this notion precise, we normalize a canonical factorization (5.3) so that $G_+(0) = I$; then a canonical factorization, if it exists, is unique.

**Theorem 6.2.** Let $\Sigma$ be an additive subgroup in $\mathbb{R}$, and let $G_\mu \in (APW)^{n \times n}_{\Sigma}$ be a family of matrix functions parameterized by $\mu \in [0,1]$. Assume that for every $\mu \in [0,1]$ there exists a normalized $W$-canonical factorization
\[
G_\mu(t) = G_{\mu+}(t) G_{\mu-}(t), \quad t \in \mathbb{R}.
\]
If $G_\mu$ is continuous as a function of $\mu$ in the Wiener norm
\begin{equation}
\|X\|_W = \sum_{\lambda \in \sigma(X)} \|X_\lambda\|,
\end{equation}
\[
X(t) = \sum_{\lambda \in \sigma(X)} X_\lambda e^{i\lambda t} \in (APW)^{n \times n}_{\Sigma},
\]
then the factors and their inverses $G_{\mu_+}^{\pm 1}$ and $G_{\mu_-}^{\pm 1}$ are also continuous in the same norm.

This result is contained in Theorem 2 in [37]. Observe that in view of Theorem 6.1 we must have (under the hypotheses of Theorem 6.2),

$$G_{\mu_+}^{\pm 1} \in (APW)_{[0, \infty) \cap \Sigma}^{n \times n}, \quad G_{\mu_-}^{\pm 1} \in (APW)_{(-\infty, 0) \cap \Sigma}^{n \times n}.$$ 

We conclude this section with a result on $W$-canonical factorization of an hermitian valued function $G \in (APW)^{n \times n}$. In this case, such a factorization exists in a special form that reflects the hermitian property of $G$:

**Theorem 6.3.** Assume $G \in (APW)^{n \times n}$, and assume that the matrix $G(t)$ is hermitian for every $t \in \mathbb{R}$. If $G$ admits a $W$-canonical factorization, then a $W$-canonical factorization of $G$ exists in the form

$$G(t) = A_+(t) \begin{bmatrix} I_{p_+} & 0 \\ 0 & -I_{p_-} \end{bmatrix} (A_+(t))^*,$$

where $A_+^{\pm 1} \in (APW)_{[0, \infty) \cap \Sigma}^{n \times n}$, and where $\Sigma$ is the minimal additive subgroup of $\mathbb{R}$ that contains $\sigma(G)$. The sizes $p_+$ and $p_-$ are uniquely determined by $p_+ + p_- = n$, $p_+ - p_- = \sigma$ (the signature of $G(t)$, which is constant for $t \in \mathbb{R}$).

Theorem 6.3 (without the property that $\sigma(A_+^{\pm 1}) \subseteq \Sigma$) is proved in [37] (Theorem 3 there). The additional property $\sigma(A_+^{\pm 1}) \subseteq \Sigma$ is obtained by repeating the proof of Theorem 3 in [37] using Theorem 6.1.

7. **Invertibility of Elements in Banach Algebras**

We prove here a general result on invertibility in Banach algebras which later on will be specialized to the algebras of the form $(APW)^{n \times n}_\Sigma$, for suitable sets $\Sigma \subseteq \mathbb{R}$.

**Theorem 7.1.** Let $\mathcal{B}$ be a unital Banach algebra. Let $\Omega \subseteq \mathcal{B}$ be a connected set such that for every $x \in \Omega$ there is an $\alpha > 0$ such that

$$\|xy\| > \alpha\|y\| \quad \text{for every } y \in \mathcal{B}, \ y \neq 0.$$ 

If some element $x_0 \in \Omega$ is invertible in $\mathcal{B}$, then every element $x \in \Omega$ is invertible in $\mathcal{B}$.

**Proof.** Consider the regular representation $x \mapsto \Phi(x)$, $x \in \mathcal{B}$, where $\Phi(x)$ is an operator on $\mathcal{B}$ defined by $\Phi(x)(y) = xy$, $y \in \mathcal{B}$. By the condition (7.1), clearly $\ker \Phi(x) = \{0\}$ and $\text{im} \ \Phi(x)$ is closed for every $x \in \Omega$. By the perturbation theory of linear operators (Kato’s theorem, see, e.g., Theorem V.1.6 in [23]), the index

$$\dim \ker \Phi(x) - \text{codim im} \Phi(x) = - \text{codim im} \Phi(x) \geq -\infty$$

is constant for $x \in \Omega$. Since $\Phi(x_0)$ is invertible, it follows that $\text{codim im} \Phi(x) = 0$ for all $x \in \Omega$, and hence $\Phi(x)$ is invertible (as an operator on $\mathcal{B}$) for all $x \in \Omega$.

Let $\Phi(\mathcal{B}) = \{ \Phi(x) : x \in \mathcal{B} \}$. Clearly, $\Phi(\mathcal{B})$ is a norm closed unital subalgebra in the algebra of all linear bounded operators on $\mathcal{B}$. Let

$$\Omega_0 = \{ x \in \Omega \mid \text{the inverse } \Phi(x)^{-1} \text{ belongs to } \Phi(\mathcal{B}) \}.$$

Since the set of invertible elements in $\Phi(\mathcal{B})$ is open, the set $\Omega_0$ is open in $\Omega$ as well. But $\Omega_0$ is also closed in $\Omega$. Indeed, let $\{x_q\}_{q=1}^\infty$ be a sequence in $\Omega_0$ such that $x_q \to x \in \Omega$. Since $\Phi(x_q)$ and $\Phi(x)$ are invertible, we have $\Phi(x_q)^{-1} \to \Phi(x)^{-1}$. But $\Phi(x_q)^{-1} \in \Phi(\mathcal{B})$ and $\Phi(\mathcal{B})$ is norm closed. Hence also $\Phi(x)^{-1} \in \Phi(\mathcal{B})$, so $x \in \Omega_0$. 
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Now $\Omega_0 \neq \emptyset$ (because $x_0 \in \Omega_0$), and we conclude that $\Omega_0 = \Omega$, which proves the theorem.

We apply Theorem 7.1 in the following situation. Let $\Sigma \subseteq \mathbb{R}$ be a set containing zero such that $\alpha, \beta \in \Sigma \Rightarrow \alpha + \beta \in \Sigma$. Then $(APW)^{\Sigma \times \Sigma}_{\Sigma}$ is a closed unital subalgebra of $(APW)^{n \times n}_{\Sigma}$ (see Proposition 2.4 (b)).

**Theorem 7.2.** Let $\Sigma$ be as above. Let $\Omega \subseteq (APW)^{\Sigma \times \Sigma}_{\Sigma}$ be a connected set in the Wiener norm $(6.4)$ such that

$$(7.2) \quad \inf_{t \in \mathbb{R}} |\det F(t)| > 0$$

for every $F \in \Omega$. If there exists $G_0 \in \Omega$ which is invertible in $(APW)^{\Sigma \times \Sigma}_{\Sigma}$, then every $G \in \Omega$ is invertible in $(APW)^{n \times n}_{\Sigma}$.

**Proof.** Consider the Banach algebra $B = (APW)^{n \times n}_{\Sigma}$ with the Wiener norm $\| \cdot \|_W$. By the hypothesis (7.2) every $F \in \Omega$ has an inverse $F^{-1} \in (APW)^{n \times n}_{\Sigma}$ (cf. (2.2)). Therefore for $F \in \Omega$ and $G \in (APW)^{n \times n}_{\Sigma}$ we have:

$$\|G\|_W = \|F^{-1} \cdot FG\|_W \leq \|F^{-1}\|_W \cdot \|FG\|_W.$$

Thus, the condition (7.1) is satisfied, and Theorem 7.1 is applicable.

---

**8. Proofs of the Main Results on the Positive Extension Problem**

In this section we prove Theorems 3.1–3.3. Throughout this section $\Sigma \subseteq \mathbb{R}$ is an additive subgroup, and $\mu \in \Sigma$, $\mu > 0$.

We focus first on Theorem 3.1, and start with the relatively easy parts of the theorem.

The equivalence of (ii) and (iii) (as well as of (v) and (vi)), is obvious in view of the unitary operator $\Phi : (B)^{n \times 1} \rightarrow (B)^{n \times 1}$ defined by $\Phi f(x) = f(-x)$, $f \in (APW)^{n \times 1}$, which transforms $T(f)_{[0,\mu] \cap \Sigma}$ to $T(\alpha f)_{[-\mu,0] \cap \Sigma}$. The implication (i) $\Rightarrow$ (ii) (and, for the similar reasons, (iv) $\Rightarrow$ (v)) is also clear. Indeed, let $h$ be a positive extension in $(APW)^{\Sigma \times \Sigma}_{\Sigma}$ of $f$, as in (i). Then $T(f)_{[0,\mu] \cap \Sigma} = T(h)_{[0,\mu] \cap \Sigma} = M_h \mathbb{I}_{[0,\mu]}$, where $M_h g = hg$ is the multiplication operator on $(B)^{n \times 1}_{\Sigma}$, and $M_h$ is positive definite because $h$ is positive.

The equivalence of (ii) and (v) is seen from the following lemma.

**Lemma 8.1.** Let $f \in (APW)^{n \times n}_{[-\mu,\mu] \cap \Sigma}$. If one of the operators $T(f)_{[0,\mu]}$ and $T(f)_{[0,\mu] \cap \Sigma}$ is positive definite, then the other is also positive definite. Moreover, $T(f)_{[0,\mu]} \geq \epsilon I$ holds for some $\epsilon > 0$ if and only if $T(f)_{[0,\mu] \cap \Sigma} \geq \epsilon I$ holds.

In turn, Lemma 8.1 is a corollary of a more precise result:

**Lemma 8.2.** Let $f \in (APW)^{n \times n}_{[-\mu,\mu] \cap \Sigma}$. Let $\Omega$ be a set having the cardinality of the set of nontrivial (i.e., different from $\Sigma$ itself) cosets of $\Sigma$ in $\mathbb{R}$. Then there exists an increasing sequence of closed subspaces $D_1 \subseteq D_2 \subseteq \cdots$ in $(B)^{n \times 1}_{[0,\mu]}$ whose union coincides with $(B)^{n \times 1}_{[0,\mu]}$, having the following property: Let $P_j$ be the orthogonal projection on $D_j$ ($j = 1, 2, \ldots$). Then for each $j$, the compression $P_j T(f)_{[0,\mu] \cap \Sigma} : D_j \rightarrow D_j$ is unitarily similar to an orthogonal sum of the form

$$(8.1) \quad (T(f)_{[0,\mu] \cap \Sigma}) \oplus \bigoplus_{\omega \in \Omega} Q_{\omega,j} (T(f)_{[0,\mu] \cap \Sigma}) Q_{\omega,j},$$
where $Q_{\omega,j}$ is an orthogonal projection on some subspace in $(B)^{n\times 1}_{[0,\mu]\cap\Sigma}$, and

$$Q_{\omega,j}(T(f)_{[0,\mu]\cap\Sigma})Q_{\omega,j}$$

is understood as an operator on the range of $Q_{\omega,j}$.

**Proof.** Let $R = \Sigma = \bigcup_{\omega \in \Omega} \Sigma_\omega$ be the representation of $R$ as a disjoint union of cosets of $\Sigma$, where the cosets $\Sigma_\omega$ are indexed by $\omega \in \Omega$, and $\Sigma_\omega \neq \Sigma$, $\omega \in \Omega$. We distinguish two cases: (1) $\Sigma$ is a discrete set (in this case there exists a minimal positive element in $\Sigma$); (2) $\Sigma$ is a dense set (in this case there does not exist a minimal positive element in $\Sigma$).

We consider case (2) first. For every $\Sigma_\omega$, select a decreasing sequence of positive elements $\{\tau_{\omega,m}\}_{m=1}^\infty$ in $\Sigma_\omega$ such that $\tau_{\omega,m} < \mu$ for all $m$, and $\tau_{\omega,m} < \frac{1}{m}$ (in particular, $\tau_{\omega,m} \to 0$ as $m \to \infty$). Let

$$D_m = (B)^{n\times 1}_{[0,\mu]\cap\Gamma_m},$$

where $\Gamma_m = \Sigma \cup \left( [\tau_{\omega,m},\mu] \cap \Sigma_\omega \right)$. Clearly, $D_m$ is closed. Because of the selection of the numbers $\{\tau_{\omega,m}\}_{m=1}^\infty$ it is also clear that $\{D_m\}_{m=1}^\infty$ is an increasing sequence of subspaces whose union is $(B)^{n\times 1}_{[0,\mu]}$. Furthermore, $D_m$ has the orthogonal decomposition

$$D_m = (B)^{n\times 1}_{[0,\mu]\cap\Sigma} \oplus \bigoplus_{\omega \in \Omega} (B)^{n\times 1}_{[\tau_{\omega,m},\mu]\cap\Sigma_\omega}. \quad (8.2)$$

We also have the orthogonal decomposition of the vector Besicovitch space:

$$(B)^{n\times 1}_{[0,\mu]} = (B)^{n\times 1}_{[0,\mu]\cap\Sigma} \oplus \bigoplus_{\omega \in \Omega} (B)^{n\times 1}_{[\tau_{\omega,m},\mu]\cap\Sigma_\omega}. \quad (8.3)$$

Since $\Sigma$ is an additive subgroup, the multiplication formula (2.1) easily implies that each $(B)^{n\times 1}_{[0,\mu]\cap\Sigma_\omega}$ is invariant for $T(f)_{[0,\mu]}$.

Now fix $\omega \in \Omega$ and a positive integer $m$, and consider the unitary operator

$$\Phi_{\omega,m} : (B)^{n\times 1}_{[\tau_{\omega,m},\mu]\cap\Sigma_\omega} \to (B)^{n\times 1}_{[0,\mu]-[\tau_{\omega,m},\mu]\cap\Sigma},$$

defined by $(\Phi_{\omega,m}g)(t) = e^{-ir_{\omega,m}t}g(t)$. We then have for every $g \in (B)^{n\times 1}_{[\tau_{\omega,m},\mu]\cap\Sigma_\omega}$:

$$\Pi_{[\tau_{\omega,m},\mu]}T(f)_{[0,\mu]}g = \Pi_{[\tau_{\omega,m},\mu]}(fg) = \Pi_{[\tau_{\omega,m},\mu]}(e^{ir_{\omega,m}t}f(\Phi_{\omega,m}g)) = (\Phi_{\omega,m})^{-1}\left(\Pi_{[0,\mu]-[\tau_{\omega,m},\mu]}f(\Phi_{\omega,m}g)\right) = (\Phi_{\omega,m})^{-1}T(f)_{[0,\mu]-[\tau_{\omega,m},\mu]\cap\Sigma}(\Phi_{\omega,m}g)).$$

Thus, the operator

$$\Pi_{[\tau_{\omega,m},\mu]}T(f)_{[0,\mu]}\Pi_{[\tau_{\omega,m},\mu]} : (B)^{n\times 1}_{[\tau_{\omega,m},\mu]\cap\Sigma_\omega} \to (B)^{n\times 1}_{[\tau_{\omega,m},\mu]\cap\Sigma_\omega}$$

is unitarily similar to the operator

$$\Pi_{[0,\mu]-[\tau_{\omega,m},\mu]}T(f)_{[0,\mu]\cap\Sigma}\Pi_{[0,\mu]-[\tau_{\omega,m},\mu]} : (B)^{n\times 1}_{[0,\mu]-[\tau_{\omega,m},\mu]\cap\Sigma} \to (B)^{n\times 1}_{[0,\mu]-[\tau_{\omega,m},\mu]\cap\Sigma}.$$
Using the orthogonal decompositions (8.2) and (8.3), and denoting by $P_m$ the orthogonal projection on $D_m$, we obtain that $P_m T(f)_{[0,\mu]} P_m$ indeed has the required form (8.1).

Consider now the case when $\Sigma$ is a discrete set. Let $r_\omega$ be the smallest positive number (necessarily smaller than $\mu$) in the coset $\Sigma_r$. We have then the orthogonal decomposition

\[
(B)^{n\times 1}_{[0,\mu]} = (B)^{n\times 1}_{[0,\mu] \cap \Sigma} \oplus \bigoplus_{\omega \in \Omega} (B)^{n\times 1}_{[r_\omega,\mu] \cap \Sigma_{r_\omega}},
\]

and, arguing as above, it follows that the operator $T(f)_{[0,\mu]}$ itself is unitarily similar to an orthogonal sum of the form (8.1).

To prove the implication $(v) \Rightarrow (i)$ (the difficult part of Theorem 3.1), we employ the band method, as in [38]. A preliminary result is needed:

**Lemma 8.3.** Let $f \in (APW)^{n\times n}_{[-\mu,\mu] \cap \Sigma}$ be such that $T(f)_{[0,\mu]} > 0$ (equivalently, by Lemma 8.1, $T(f)_{[0,\mu] \cap \Sigma} > 0$). Then there exist unique $x, y \in (APW)^{n\times n}_{\Sigma}$ such that

1. $\sigma(x) \subseteq [0,\mu] \cap \Sigma$, $\sigma(y) \subseteq [-\mu,0] \cap \Sigma$;
2. $\sigma(fx - I) \subseteq ((-\infty,0) \cup (\mu,\infty)) \cap \Sigma$,
   $\sigma(fy - I) \subseteq ((-\infty,-\mu) \cup (0,\infty)) \cap \Sigma$.

In fact, $x$ and $y$ are given by the formula (3.4). Moreover, $x$ and $y$ are invertible in $(APW)^{n\times n}_{\Sigma}$, and

3. $\sigma(x^{-1}) \subseteq [0,\infty) \cap \Sigma$, $\sigma(y^{-1}) \subseteq (-\infty,0] \cap \Sigma$;
4. $M \{x \} > 0, \quad M \{y \} > 0$.

**Proof.** We shall prove the existence of $x$. The existence of $y$ can be shown in a similar way. Consider

\[
G(t) = \begin{bmatrix} f(t) & e^{-i\mu t} I_n \\ e^{i\mu t} I_n & 0 \end{bmatrix} \in (APW)^{2n\times 2n}_{\Sigma}.
\]

A straightforward matrix generalization of Lemma 1.3 in [38] shows that positivity of $T(f)_{[0,\mu]}$ implies invertibility of $R(G)$ (a variation of this result is discussed in Section 10; see Lemma 10.1 and its proof). From here and Theorem 5.1 it follows that $G(t)$ admits a $W$-canonical factorization. Being hermitian with $det G(t) = (-1)^n$ and an equal number of positive and negative eigenvalues, this matrix can be represented in a form of Theorem 6.3:

\[
(8.4) \quad G(t) = A(t) J A(t)^*,
\]

where $det A(t) \equiv 1$, $J = \begin{bmatrix} I_n & 0 \\ 0 & -I_n \end{bmatrix}$, $A(t)^{\pm 1} \in (APW)^{2n\times 2n}_{[0,\infty) \cap \Sigma}$. Denote

\[
A(t) = \begin{bmatrix} \alpha(t) & \beta(t) \\ \gamma(t) & \delta(t) \end{bmatrix}
\]

with $\alpha, \beta, \gamma, \delta \in (APW)^{n\times n}_{[0,\infty) \cap \Sigma}$. Consider the Riemann boundary value problem

\[
(8.5) \quad \begin{bmatrix} x_2^+ \\ x_1^+ \end{bmatrix} = G \begin{bmatrix} x_1^- \\ x_2^- \end{bmatrix}
\]
with \( x_i^\pm \in \text{(APW)}_{\pm[0,\infty)\cap \Sigma} \), \( i = 1, 2 \). Using the factorization (8.4), we may rewrite (8.5) as

\[
A^{-1} \begin{bmatrix} x_2^+ \\ x_1^+ \end{bmatrix} = JA^* \begin{bmatrix} x_1^- \\ x_2^- \end{bmatrix}. 
\]

As the left-hand side of (8.6) has spectrum in \([0, \infty)\) and the right-hand side has spectrum in \((-\infty, 0]\), both sides of (8.6) are constant, say equal to \( \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \). The general solution of (8.5) therefore is given by

\[
\begin{bmatrix} x_2^+ \\ x_1^+ \end{bmatrix} = A \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}, \quad \begin{bmatrix} x_1^- \\ x_2^- \end{bmatrix} = A^{*-1} J \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}, \quad c_1, c_2 \in \mathbb{C}_{\times n}.
\]

As \( \det A(t) \equiv 1 \), and \( A(t) \in \text{(APW)}_{2n \times 2n \cap \Sigma} \), we also have that \( \det M\{A\} = 1 \) (because \( M\{\cdot\} \) is an additive and multiplicative functional on \( \text{(APW)}_{(0,\infty)\cap \Sigma} \); see Proposition 2.4 (c)). Denote \( \alpha_0 = M\{\alpha\} \), \( \beta_0 = M\{\beta\} \), \( \gamma_0 = M\{\gamma\} \), and \( \delta_0 = M\{\delta\} \). Then

\[
\det \begin{bmatrix} \alpha_0 & \beta_0 \\ \gamma_0 & \delta_0 \end{bmatrix} = 1,
\]

so

\[
\begin{bmatrix} \alpha_0 & \beta_0 \\ \gamma_0 & \delta_0 \end{bmatrix}^{-1} = \begin{bmatrix} \alpha_0 & \beta_0 \\ \gamma_0 & \delta_0 \end{bmatrix}^{-1}.
\]

Now let \( c_1 = q_0 \) and \( c_2 = s_0 \), and define \( x_1^+, x_2^+, x_1^-, x_2^- \) by (8.7). Then

\[
\begin{align*}
M\{x_1^+\} &= M\{\gamma q_0 + \delta s_0\} = \gamma_0 q_0 + \delta_0 s_0 = I_n, \\
M\{x_2^+\} &= M\{\alpha q_0 + \beta s_0\} = \alpha_0 q_0 + \beta_0 s_0 = 0,
\end{align*}
\]

and by (8.5) we get that

\[
x_1^{*+} f x_1^+ = x_1^{*-} (e^{i\mu t} x_2^+ - x_2^-) \\
= x_1^{*-} x_2^+ - x_1^{*-} x_2^-.
\]

The latter equality yields that

\[
M\{x_1^{*+} f x_1^+\} = M\{x_1^{*-}\} M\{x_2^+\} - M\{x_1^{*+}\} M\{x_2^-\},
\]

where we have again used the multiplicative properties of \( M\{\cdot\} \) on \((\text{APW})_{(-\infty,0]}\) and on \((\text{APW})_{(0,\infty)}\). By (8.8) \( M\{x_2^+\} = 0 \), so we get

\[
(8.9) \quad M\{x_1^{*+} f x_1^+\} = -M\{x_1^{*+}\} M\{x_2^-\}.
\]

Observe that (in view of \( \sigma(f) \subseteq [-\mu, \mu], \sigma(x_1^+) \subseteq [0, \infty) \))

\[
(x_1^{*+} f x_1^+)_0 = \left( (\Pi_{[0,\mu]} x_1^+)^* f (\Pi_{[0,\mu]} x_1^+) \right)_0;
\]
use the multiplication formula (2.1) with \( \lambda = 0 \) to verify this equality. Next we obtain that
\[
M\{x_1^{++}f x_1^+\} > 0.
\]
Indeed, if \( v \in \mathbb{C}^n \), then
\[
v^* M\{x_1^{++}f x_1^+\} v = M\{v^* x_1^{++} f x_1^+ v\}
\]
\[
= \langle T(f)_{[0,\mu]} x_1^+ v, x_1^+ v \rangle
\]
\[
\geq \epsilon(x_1^+ v, x_1^+ v)
\]
\[
= \epsilon M\{v^* x_1^{++} x_1^+ v\}
\]
\[
= \epsilon v^* M\{x_1^{++} x_1^+\} v \geq \epsilon v^* v,
\]
where \( \epsilon > 0 \) depends only on \( f \). Note that we have used the equalities \( \Pi_{[0,\mu]} x_1^+ = x_1^+ \) and \( M\{x_1^+\} = I_n \) (yielding \( M\{x_1^{++} x_1^+\} \geq I \)). Thus, by (8.9), we obtain
\[
-M\{x_1^{++}\} M\{x_2^-\} > 0.
\]
(8.10)
In particular, \( M\{x_2^-\} \) is invertible.

Now let
\[
\hat{c}_1 = -c_1 M\{x_2^-\}^{-1}, \quad \hat{c}_2 = -c_2 M\{x_2^-\}^{-1},
\]
and put
(8.11)
\[
x = \gamma \hat{c}_1 + \delta \hat{c}_2 \quad (= -x_1^+ M\{x_2^-\}^{-1}).
\]
Then \( \sigma(x) = \sigma(-x_1^+ M\{x_2^-\}^{-1}) \subseteq [0,\mu] \) (this containment follows from \( x_1^+ = e^{i\mu t} x_1^- \); (see (8.5)), and
\[
\sigma(f x - I) = \sigma(-fx_1^+ M\{x_2^-\}^{-1} - I)
\]
\[
= \sigma((-e^{i\mu t} x_2^+ + x_2^- - M\{x_2^-\}) M\{x_2^-\}^{-1})
\]
\[
\subseteq (-\infty, 0) \cup (\mu, \infty),
\]
where we use that \( M\{x_2^+\} = 0 \) by (8.8). Furthermore,
\[
M\{x\} = -M\{x_1^+\} M\{x_2^-\}^{-1} = -M\{x_2^-\}^{-1} > 0
\]
by (8.10) and taking into account that \( M\{x_2^+\} = I \).

It remains to show that \( x \) is invertible in \( (APW)^{n \times n} \) and \( \sigma(x^{-1}) \subseteq [0, \infty) \cap \Sigma \). This will be done in two steps. First, we show that \( x \) is invertible in \( (APW)^{n \times n} \).

Consider
\[
\hat{c}_2^* \hat{c}_2 - \hat{c}_1^* \hat{c}_1 = M\{x_2^-\}^{-1*} (c_2^* c_2 - c_1^* c_1) M\{x_2^-\}^{-1},
\]
and note that
\[ c_1^*c_1 - c_2^*c_2 = [c_1^* c_2^*] J \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = [c_1^* c_2^*] A^* \begin{bmatrix} x_1^- \\ x_2^- \end{bmatrix} = c_1^*(\alpha^*x_1^- + \gamma^*x_2^-) + c_2^*(\beta^*x_1^- + \delta^*x_2^-). \]

Since the left-hand side is constant, we must have (using the multiplicativity of \( M\{\cdot\} \) on \((APW)^{n \times n}\)) and the inequality (8.10))
\[ c_1^*c_1 - c_2^*c_2 = M\{c_1^*(\alpha^*x_1^- + \gamma^*x_2^-) + c_2^*(\beta^*x_1^- + \delta^*x_2^-)\} = (c_1^*\alpha_0 + c_2^*\beta_0)M\{x_1^-\} + (c_1^*\gamma_0 + c_2^*\delta_0)M\{x_2^-\} \]
\[ = M\{x_1^+\} < 0. \]

Consequently,
\[
(8.12) \quad \tilde{c}_2^2 > \tilde{c}_1^2 + \epsilon_0 I ,
\]
for some positive \( \epsilon_0 \). In particular, \( \tilde{c}_2 \) is invertible in \((APW)^{n \times n}\). Also note that \( \gamma\gamma^* = \beta\beta^* \) in view of (8.4). Moreover, there exists an \( \epsilon > 0 \) such that every eigenvalue of \( (t\gamma(t))^* \) is not smaller than \( \epsilon \), for every \( t \in \mathbb{R} \). Indeed, otherwise there would be a sequence \( \{t_p\}_{p=1}^\infty \in \mathbb{R} \) and a sequence of unit length row vectors \( \{u_p\}_{p=1}^\infty \in \mathbb{C}^{1 \times n} \) such that \( \|u_p\gamma(t_p)\| = ||u_p\delta(t_p)|| \to 0 \) as \( p \to \infty \). Then
\[
(8.13) \quad \begin{bmatrix} 0 & u_p \end{bmatrix} A(t_p) A(t_p)^* \begin{bmatrix} 0 \\ u_p^* \end{bmatrix} \to 0 \quad \text{as} \quad p \to \infty ,
\]
because \( A(t)^* \in (APW)^{2n \times 2n} \) and in particular \( \sup_{t \in \mathbb{R}} \|A(t)^*\| < \infty \). Now (8.13) implies, together with \( \det(A(t)A(t)^*) \equiv 1 \), that the largest eigenvalue of \( A(t)^* \) is unbounded for \( t \in \mathbb{R} \). It follows that the norm of \( A(t)A(t)^* \) is unbounded as well, a contradiction with \( A(t)A(t)^* \in (APW)^{2n \times 2n} \). Now by Proposition 2.3, the matrix function \( H(t) = (\gamma(t)\gamma(t)^*)^{1/2} \) and its inverse \( H(t)^{-1} \) belong to \((APW)^{n \times n}\). Hence in the polar decompositions \( \gamma = HU_1 \), \( \delta = HU_2 \), where \( U_1 \) and \( U_2 \) are unitary, we also have \( U_1, U_2 \in (APW)^{n \times n} \). Write
\[ x = H(U_1\tilde{c}_1 + U_2\tilde{c}_2) = HU_2(U_2^{-1}U_1\tilde{c}_1\tilde{c}_2^{-1} + I)\tilde{c}_2 ,
\]
and since \( U_2^{-1}U_1\tilde{c}_1\tilde{c}_2^{-1} \) is a strict contraction in view of (8.12), the matrix function \( x \) is invertible in \((APW)^{n \times n}\) (cf. (2.2)).

To prove that \( \sigma(x^{-1}) \subseteq [0, \infty) \cap \Sigma \), we consider a family of functions
\[ f^{(\alpha)} = \alpha I_n + (1 - \alpha)f , \quad 0 \leq \alpha \leq 1 . \]
Clearly, \( T(f^{(\alpha)})_{[0,\mu]} = \alpha I + (1 - \alpha)T(f)_{[0,\mu]} \) for all \( \alpha \in [0,1] \). Define \( x^{(\alpha)} \) by the formula (8.11) (or equivalently, (3.4)), with \( f \) replaced by \( f^{(\alpha)} \). Then \( x^{(\alpha)} \in (APW)^{\alpha \infty : \Sigma} \). By Theorem 6.2, \( x^{(\alpha)} \) is a continuous function of \( \alpha \). Obviously, \( x^{(0)} = x \), and a computation shows that \( \sigma^{(1)} = I_n \) (in this case take \( A(t) = \begin{bmatrix} I_n \\ e^{\mu t}I_n \end{bmatrix} \)). Also, by the already proved part of Lemma 8.3 \( x^{(\alpha)} \) is
invertible in \((APW)^{n \times n}\) for all \(\alpha \in [0,1]\). Now by Theorem 7.2 we have that \(x^{-1} \in (APW)^{n \times n}_{[0,\infty]} \cap \Sigma\).

Finally, for the uniqueness of \(x\) with the requisite properties, observe that \(\sigma(x) \subseteq [0,\mu] \cap \Sigma\) implies that \(x \in (APW)^{n \times n}_{[0,\mu]} \cap \Sigma\). But then the \(j^{th}\) column \(x_j\) of \(x\) belongs to \((B)^{n \times 1}_{[0,\mu]} \cap \Sigma\): The condition
\[
\sigma(fx-I) \subseteq (-\infty,0) \cup (\mu,\infty)
\]
implies that
\[
\Pi_{[0,\mu]}(fx) = I.
\]
Consequently,
\[
T(f)_{[0,\mu]} \cap \Sigma(x_j) = e_j, \quad j = 1,\ldots,n.
\]
Since \(T(f)_{[0,\mu]} \cap \Sigma\) is invertible, uniqueness of \(x_j, j = 1,\ldots,n\) (and thus also uniqueness of \(x\)) follows.

We are now ready to apply the abstract band method; we shall use the notation of Chapter XXXIV in [17]. The original results may be found in [18]–[22] and [40].

Let \(\Sigma \subseteq \mathbb{R}\) be an additive subgroup, and let \(0 < \mu \in \Sigma\). Denote
\[
\mathcal{M} = (APW)^{n \times n}_{\Sigma}, \quad \mathcal{M}_1 = \mathcal{M}^*_\Sigma = (APW)^{n \times n}_{\Sigma \cap (\mu,\infty)},
\]
\[
\mathcal{M}^0 = \mathcal{M}^{0*} = (APW)^{n \times n}_{\Sigma \cap (0,\mu)}, \quad \mathcal{M}_d = (APW)^{n \times n}_{\{0\}} \cong \mathbb{C}^{n \times n}.
\]
Here the involution \(*\) on \((APW)^{n \times n}\) is defined by
\[
f^*(t) = (f(t))^*, \quad f \in (APW)^{n \times n}_{\Sigma}, \quad t \in \mathbb{R},
\]
where for a matrix \(M\) we denote its adjoint by \(M^*\). Clearly,
\[
\mathcal{M} = \mathcal{M}_1 + \mathcal{M}^0 + \mathcal{M}_d + \mathcal{M}^0 + \mathcal{M}_4.
\]
Moreover, \(\mathcal{M}\) is an algebra with band structure (8.14) as defined in Chapter XXXIV, Section 1 in [17]. Let \(G \in (APW)^{n \times n}_{\Sigma}\) be positive, i.e., there exists an \(\epsilon > 0\) such that
\[
G(t) \geq \epsilon I, \quad t \in \mathbb{R}.
\]
This implies, in particular, that operator \(\mathbf{R}(G)\) of Section 5 is invertible, and combining Theorems 5.1 and 6.3 we obtain that the function \(G(t)\) admits the factorizations
\[
G(t) = \begin{cases} G_+(t)D_1(G)G_+(t), & t \in \mathbb{R}, \\ G_-(t)D_2(G)G_-(t), & t \in \mathbb{R}, \end{cases}
\]
where
\[
G^\pm_+ \in (APW)^{n \times n}_{[0,\infty]} \cap \Sigma =: \mathcal{M}_+; \quad G^\pm_- \in (APW)^{n \times n}_{(-\infty,0] \cap \Sigma} =: \mathcal{M}_-;
\]
\[
D_1(G), \quad D_2(G) \in \mathcal{M}_d, \quad M\{G_+\} = M\{G_-\} = I_0,
\]
are uniquely determined by \(G\). (The constant matrices \(D_1(G), \quad D_2(G)\) are both positive definite.) We will call (8.15) (resp. (8.16)) the right (resp. left) spectral factorization of \(G\). The existence of the right (or left) spectral factorization for a positive \(G\) implies that positivity in the sense above coincides with the positivity
in the sense of the band method (i.e., $G$ is positive if and only if $G = QQ^*$ with $Q^\pm 1 \in (APW)^{n \times n}_{2\Sigma}$).

**Proof of Theorem 3.1.** We have already established (i) $\Rightarrow$ (ii) $\iff$ (iii) $\iff$ (v) $\iff$ (vi) and (i) $\Rightarrow$ (iv) $\Rightarrow$ (v).

Assume now that (ii) holds, i.e., $T(f)[0,\mu]\cap \Sigma > 0$. By Lemma 8.3 there exist $x \in M_2^0 + M_d$ and $y \in M_3^0 + M_4$ such that $fx \in I + M_4 + M_3^0 + M_1$, $fy \in I + M_4 + M_3^0 + M_1$, and $x^{-1} \in M_+$, $y^{-1} \in M_-$, $M\{x\} > 0$ and $M\{y\} > 0$. By Theorem 1.1 in Chapter XXXIV of [17] we obtain that $f$ has a positive extension $h_0$ (in fact, a so-called “band extension”), which is given by

$$h_0 = x^{-1}M\{x\}x^{-1}.$$  

By Theorems 1.2 and 1.3 there it follows that $h_0$ may also be found via

$$h_0 = y^{-1}M\{y\}y^{-1}.$$  

This shows that (i) holds, and by Lemma 8.3 we have that $x$ and $y$ are given by (3.4). This finishes the proof. \qed

**Theorem 8.4.** Let $f \in M_2^0 + M_d + M_4^0$ be such that

$$T(f)[0,\mu]\cap \Sigma > 0.$$  

Then for any positive extension $h$ in $(APW)^{n \times n}_{2\Sigma}$ of $f$ we have

$$(8.17)$$  

$$D_1(h) \leq D_1(h_0),$$  

where $h_0$ is as in Theorem 3.1 and $D_1(\cdot)$ is defined by (8.15). Moreover, equality holds in (8.17) if and only if $h = h_0$.

An analogous result holds for $D_2(\cdot)$ (defined by (8.16)) in place of $D_1(\cdot)$.

**Proof.** Let $R = (L^\infty(\mathbb{R}))^{n \times n}$. Then $M$ is “an algebra with band structure (8.14) in the unital $C^*$-algebra $R$,” as defined in Section XXXIV.1 in [17]. We need to check that $M$ with decomposition (8.14) satisfies Axioms (C1) and (C2) in Chapter XXXIV, Section 4 of [17]. Indeed, if $G \in M$ is positive then its mean $M\{G\}$ is a positive semi-definite matrix, and $M\{G\}$ equals zero if and only if $G = 0$. Thus we may apply Theorem 4.2 in Chapter XXXIV in [17] to obtain the result. \qed

Using Lemma 8.1, and applying Theorem 8.4 for the case $\Sigma = \mathbb{R}$, we see that (8.17) holds also for any positive extension $h \in (APW)^{n \times n}_{2\Sigma}$ of $f$, with equality only for $h = h_0$.

**Proof of Theorem 3.2.** Suppose that $h \in (APW)^{n \times n}_{2\Sigma}$ is another positive extension of $f$ with $\sigma(h^{-1}) \subseteq [-\mu, \mu] \cap \Sigma$. Since $h_0$ allows a right spectral factorization and $h$ a left one (in fact, both $h_0$ and $h$ allow both factorizations), we obtain from Theorem 1.3 in Chapter XXXIV of [17] that $h_0 = h$.

Furthermore, note that if $G$ has the right spectral factorization (8.15), then

$$\log(\det G) = \log(\det G_+^*) + \log \det D(G) + \log(\det G_+),$$  

and since $G_+^\pm \in I + (APW)^{n \times n}_{(0,\infty)}$ we have by Proposition 2.9 that $M\{\log(\det G_+)\} = 0$. Thus

$$\Delta(G) = \log \det D_1(G).$$  

But then it follows from (8.17) that
\[ \Delta(h) = \log \det D_1(h) \leq \log \det D_1(h_0) = \Delta(h) \]
with equality if and only if \( h = h_0 \) (since for matrices \( M \neq N \) with \( M \geq N \) we have \( \det M > \det N \); in the terminology of Section XXXIV.4 in [17], the function “\( \log \det \)” is strictly \( R \)-monotone).

**Proof of Theorem 3.3.** Let \( R = (L^\infty(\mathbb{R}))^{n \times n} \). Then, as observed before, \( M \) is “an algebra with band structure (8.14) in the unital \( C^* \)-algebra \( R \),” as defined in Chapter XXXIV of [17]. Next, note that the Axiom (A) in Chapter XXXIV of [17] is satisfied; in other words, if \( F \in \mathcal{M}_+ = (APW)^{n \times n}_{[0, \infty) \cap \Sigma} \) is such that
\[ \sup_{t \in \mathbb{R}} \| F(t) \| < 1, \text{ then } (I - F)^{-1} \in \mathcal{M}_+. \]
Indeed, by Proposition 2.3 (with \( f = I - F \) and \( \Psi(z) = z^{-1} \)) we obtain \((I - F)^{-1} \in (APW)^{n \times n}_{\bar{\Sigma}}\); on the other hand, the series
\[ (I - F)^{-1} = I + F + F^2 + \cdots \]
converges in \((AP)^{n \times n}_{[0, \infty) \cap \Sigma}\); hence by Proposition 2.4 (a) we have \((I - F)^{-1} \in (AP)^{n \times n}_{[0, \infty) \cap \Sigma}\). So \((I - F)^{-1} \in (APW)^{n \times n}_{[0, \infty) \cap \Sigma} = \mathcal{M}_+, \)
as required. Since Axiom (A) in Chapter XXXIV of [17] holds, we may apply Theorem 2.1 of Chapter XXXIV in [17], yielding the present result. \( \square \)

9. PROOFS OF THE MAIN RESULTS
FOR THE CONTRACTION EXTENSIONS PROBLEM

In this section Theorems 4.1–4.3 are proved. We keep the notation introduced in Section 4. Throughout this section \( \Sigma \subseteq \mathbb{R} \) is an additive subgroup.

We first examine the connections with the Hankel operators defined by (4.1).

**Lemma 9.1.** Let \( f \in (AP)^{m \times n} \). Then
\begin{align*}
&\| H(f) \|_{\Sigma} = \| H(f) \| = \inf_{f \in (APW)^{m \times n}_{[0, \infty) \cap \Sigma}} \sup_{t \in \mathbb{R}} \| f(t) + \tilde{f}(t) \|.
\end{align*}

**Proof.** The second equality in (9.1) follows from Theorem 5.2. The inequality
\[ \| H(f) \|_{\Sigma} \leq \| H(f) \| \]
is obvious because \( H(f) \) is the restriction of \( H(f) \) to its invariant subspace \((B)^{n \times 1}_{[0, \infty) \cap \Sigma} \).

To prove the remaining inequality \( \| H(f) \|_{\Sigma} \geq \| H(f) \| \) we employ a method similar to the proof of Lemma 8.2.

Let \( \Omega \) be a set having the cardinality of the set of non-trivial cosets of \( \Sigma \) in \( \mathbb{R} \), and let \( \mathbb{R} = \Sigma \cup \bigcup_{\omega \in \Omega} \Sigma_\omega \) be the representation of \( \mathbb{R} \) as a disjoint union of cosets of \( \Sigma \). Assume first that \( \Sigma \) is dense in \( \mathbb{R} \).

For every coset \( \Sigma_\omega (\neq \Sigma) \), select a decreasing sequence of positive elements \( \{ r_{\omega,p} \}_{p=1}^{\infty} \in \Sigma_\omega \) such that \( r_{\omega,p} \to 1 \) for all \( p \) and all \( \omega \in \Omega \). The definition of \( H(f) \) and the multiplication formula (2.1) imply that \( H(f) \) maps \((B)^{n \times 1}_{[0, \infty) \cap \Sigma_\omega}\)
into \((B)^{m \times 1}_{[-\infty,0[ \cap \Sigma_\omega}\). Now fix \( \omega \in \Omega \) and a positive integer \( p \), and consider the unitary operators
\[ \Phi_{\omega,p}: (B)^{n \times 1}_{[r_{\omega,p}, \infty) \cap \Sigma_\omega} \to (B)^{n \times 1}_{[0, \infty) \cap \Sigma}; \]
\[ \Psi_{\omega,p}: (B)^{m \times 1}_{(-\infty,0] \cap \Sigma} \to (B)^{m \times 1}_{(-\infty, r_{\omega,p}) \cap \Sigma_\omega} \]
defined by
\[ (\Phi_{\omega,p}g)(t) = e^{-ir_{\omega,p}t}g(t), \quad g \in (B)^{n \times 1}_{[r_{\omega,p}, \infty) \cap \Sigma_\omega}; \]
\[ (\Psi_{\omega,p}h)(t) = e^{ir_{\omega,p}t}h(t), \quad h \in (B)^{m \times 1}_{(-\infty,0) \cap \Sigma}. \]
We then have, for every \( g \in (B)^{n \times 1}_{[r, \infty]} \cap \Sigma_w \):

\[
(9.2) \quad H(f)g = \Pi_{[r, \infty]}(fg) = \Pi_{[r, \infty]}(e^{irw_p f}(\Phi_{w, p}g))
\]

\[
= \Pi_{[r, \infty]}(e^{irw_p f}(\Phi_{w, p}g)) = \Pi_{[r, \infty]}(\Phi_{w, p}H(f)g).
\]

Let

\[
\Gamma_p = ([0, \infty) \cap \Sigma) \cup \bigcup \limits_{\omega \in \Omega} ([r, \infty) \cap \Sigma_w).
\]

Define the unitary operator

\[
\Phi_p: (B)^{n \times 1}_{\Gamma_p} \rightarrow (B)^{n \times 1}_{[0, \infty] \cap \Sigma} \oplus \bigoplus \limits_{\omega \in \Omega} (B)^{n \times 1}_{[0, \infty] \cap \Sigma_w}
\]

by \( I: (B)^{n \times 1}_{[0, \infty] \cap \Sigma} \rightarrow (B)^{n \times 1}_{[0, \infty] \cap \Sigma} \) on the first orthogonal component of

\[
(B)^{n \times 1}_{\Gamma_p} = (B)^{n \times 1}_{[0, \infty] \cap \Sigma} \oplus \bigoplus \limits_{\omega \in \Omega} (B)^{n \times 1}_{[r, \infty] \cap \Sigma_w}
\]

and by \( \Phi_{w, p} \) on the orthogonal component of \( (B)^{n \times 1}_{\Gamma_p} \) which is indexed by \( \omega \). Analogously (using the unitary operators \( \Psi_{w, p} \)) define the unitary operator

\[
\Psi_p: (B)^{m \times 1}_{[0, \infty] \cap \Sigma} \oplus \bigoplus \limits_{\omega \in \Omega} (B)^{m \times 1}_{[0, \infty] \cap \Sigma_w} \rightarrow (B)^{m \times 1}_{\Delta_p},
\]

where

\[
\Delta_p = ((-\infty, 0] \cap \Sigma) \cup \bigcup \limits_{\omega \in \Omega} ((-\infty, r) \cap \Sigma_w).
\]

Equality (9.2) now implies

\[
H(f)g = \Pi_{(-\infty, 0]} \Psi_p \left( H(f) \oplus \bigoplus \limits_{\omega \in \Omega} (H(f)\Sigma) \right) \Phi_p g
\]

for every \( g \in (B)^{n \times 1}_{\Gamma_p} \). Consequently,

\[
(9.3) \quad \|H(f)\|_p \leq \|H(f)\|_\Sigma.
\]

Now observe that \( (B)^{n \times 1}_{\Gamma_p} \) is an increasing sequence of subspaces in \( (B)^{n \times 1}_{[0, \infty]} \) whose union is dense in \( (B)^{n \times 1}_{[0, \infty]} \). It follows from (9.3) that \( \|H(f)\|_\Sigma \geq \|H(f)\|_p \).

If \( \Sigma \) is discrete, then an analogous procedure works. Namely, for every coset \( \Sigma_w \) (\( \neq \Sigma \)) let \( r_w \) be the minimal positive element in \( \Sigma_w \). Then the interval \([0, \infty)\) can be represented as the disjoint union \(([0, \infty) \cap \Sigma) \cup \bigcup \limits_{\omega \in \Omega} \{r, \infty) \cap \Sigma_w\). Let also

\[
\Delta = ((-\infty, 0] \cap \Sigma) \cup \bigcup \limits_{\omega \in \Omega} ((-\infty, r) \cap \Sigma_w) .
\]

Now, using the unitary operators

\[
\Phi_w: (B)^{n \times 1}_{[r, \infty] \cap \Sigma_w} \rightarrow (B)^{n \times 1}_{[0, \infty] \cap \Sigma}, \quad \Phi_w: (B)^{m \times 1}_{(-\infty, 0] \cap \Sigma} \rightarrow (B)^{m \times 1}_{(-\infty, r) \cap \Sigma_w}
\]

defined by

\[
(\Phi_w g)(t) = e^{itw_p} g(t), \quad g \in (B)^{n \times 1}_{[r, \infty] \cap \Sigma_w};
\]

\[
(\Phi_w h)(t) = e^{itw_p} h(t), \quad h \in (B)^{m \times 1}_{(-\infty, 0] \cap \Sigma}.
\]
and applying the above construction given for the case of a dense \( \Sigma \), we obtain

\[
H(f)g = \Pi_{(-\infty,0]} \Psi \left( H(f)_{\Sigma} \oplus \bigoplus_{\omega \in \Omega} (H(f)_{\Sigma}) \right) \Phi g
\]

for all \( g \in (B)^{n \times 1}_{[0,\infty)} \), where \( \Phi \) and \( \Psi \) are unitary operators.

Hence the inequality \( \|H(f)\| \leq \|H(f)_{\Sigma}\| \) follows also for discrete \( \Sigma \).

In fact, a result stronger than (9.1) holds (Corollary 9.6 below). We will establish it later, as a byproduct of the proof of Theorem 4.1.

The following lemmas set the stage for application of the band method.

**Lemma 9.2.** Suppose \( f \in (APW)^{m \times n}_{(-\infty,0] \cap \Sigma} \) is such that \( \|H(f)\| < 1 \). Then the equation

\[
\begin{bmatrix}
I_m & f \\
f^* & I_n
\end{bmatrix}
\begin{bmatrix}
x_{12}^- \\
x_{22}^+
\end{bmatrix} =
\begin{bmatrix}
g_{++} \\
g_-
\end{bmatrix}
\]

has a solution \( x_{12}^- \in (APW)^{m \times n}_{\Sigma} \), \( g_{++} \in (APW)^{m \times n}_{\Sigma} \), \( x_{22}^+ \in (APW)^{n \times n}_{\Sigma} \), \( g_- \in (APW)^{n \times n}_{\Sigma} \) with

\[
\begin{align*}
\sigma(x_{12}^-) &\subseteq (-\infty,0], & \sigma(x_{22}^+) &\subseteq [0,\infty) \\
\sigma(g_{++}) &\subseteq (0,\infty), & \sigma(g_- - I) &\subseteq (-\infty,0).
\end{align*}
\]

The solution is unique and given via

\[
\begin{align*}
x_{12}^- &= -H(f)_{\Sigma}(I - (H(f)_{\Sigma})^*H(f)_{\Sigma})^{-1}(I_n), \\
x_{22}^+ &= (I - (H(f)_{\Sigma})^*H(f)_{\Sigma})^{-1}(I_n),
\end{align*}
\]

where the operators are applied columnwise.

**Proof.** Let

\[
G = \begin{bmatrix}
I - ff^* & f \\
f^* & -I
\end{bmatrix}.
\]

Note the equality

\[
G = \begin{bmatrix}
I & -f \\
0 & I
\end{bmatrix}
\begin{bmatrix}
I_m & 0 \\
0 & -I_n
\end{bmatrix}
\begin{bmatrix}
I & 0 \\
-f^* & I
\end{bmatrix}
\]

(which can be easily verified), which implies, in particular, that \( \det G \equiv (-1)^n \) and the signature of the hermitian matrix \( G(t), \ t \in \mathbb{R} \), is constant, with \( m \) positive and \( n \) negative eigenvalues.

Now let \( \tilde{f} \) be a matrix function in \( (APW)^{m \times n}_{(0,\infty)} \), for which \( \sup_{t \in \mathbb{R}} \|f(t) + \tilde{f}(t)\| < 1 \) (such an \( \tilde{f} \) exists due to condition \( \|H(f)\| < 1 \) and Lemma 9.1). Then

\[
G = \begin{bmatrix}
I & \tilde{f} \\
0 & I
\end{bmatrix} G_1 \begin{bmatrix}
I & 0 \\
-f^* & -I
\end{bmatrix},
\]

where

\[
G_1 = \begin{bmatrix}
I - (f + \tilde{f})(f + \tilde{f})^* & -(f + \tilde{f}) \\
(f + \tilde{f})^* & -(f + \tilde{f})
\end{bmatrix}.
\]
Since
\[ \text{Re} \ G_1 = \begin{bmatrix} I - (f + \overline{f})(f + \overline{f})^* & 0 \\ 0 & I \end{bmatrix} \geq \left(1 - \|f + \overline{f}\|^2\right) I, \]
the operator \( R(G_1) = \Pi(0, \infty) + M_{G_1} \Pi(-\infty, 0) \) is invertible. Hence, by Theorem 5.1, the matrix \( G_1 \) has a \( W \)-canonical factorization. Since the latter property is invariant under multiplication by invertible in \((\mathcal{APW})_{[0, \infty)}^{(m+n)\times(m+n)}\) matrices from the left and invertible in \((\mathcal{APW})_{(-\infty, 0]}^{(m+n)\times(m+n)}\) matrices from the right, there exists a \( W \)-canonical factorization of \( G \) as well. It can be taken in the form given by Theorem 6.3. In other words, there exist \( \alpha \in (\mathcal{APW})_{[0, \infty)}^{(m)\times(m)} \cap \Sigma, \beta \in (\mathcal{APW})_{[0, \infty)}^{(n)\times(m)} \cap \Sigma, \gamma \in (\mathcal{APW})_{[0, \infty)}^{(n)\times(n)} \cap \Sigma, \delta \in (\mathcal{APW})_{[0, \infty)}^{(n)\times(n)} \cap \Sigma, \)
such that
\[ \alpha \beta \gamma \delta \in (\mathcal{APW})_{[0, \infty)}^{(m+n)\times(m+n)} \cap \Sigma, \]
and
\[ G(t) = A(t)J(A(t))^*, \ t \in \mathbb{R}, \]
where \( A = \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix} \) and \( J = (I_m) \oplus (-I_n). \) Moreover, since \( \det G \equiv (-1)^n, \) we can take \( A \) so that
\[ \det A \equiv 1. \]
Indeed, it follows from (9.7) and (9.8) that \( \det A(t) = 1 \) for \( t \in \mathbb{R}. \) Proposition 2.9 implies that \( \det A(t) \frac{1}{\gamma} \in (\mathcal{APW})_{[0, \infty)\cap \Sigma}. \) So we can replace \( A(t) \) by \( (\det A(t))^{-1} A(t) \) to ensure the property (9.9).

We obtain from (9.8) that
\[ \begin{align*}
I_m - ff^* &= \alpha \alpha^* - \beta \beta^* \\
f &= \alpha \gamma^* - \beta \delta^*, \\
-I_n &= \gamma \gamma^* - \delta \delta^* 
\end{align*} \tag{9.10} \]
Further, note the equality
\[ \begin{bmatrix} I_m & f \\ f^* & -I_n + f^* f \end{bmatrix} = G^{-1} = A^{-1}JA^{-1}. \]
Hence, if we denote
\[ A^{-1} = \begin{bmatrix} p & q \\ r & s \end{bmatrix} \tag{9.11} \]
we obtain that
\[ \begin{align*}
I_n &= p^*p - r^*r, \\
f &= p^*q - r^*s \\
-I_n + f^* f &= q^*q - s^*s 
\end{align*} \tag{9.12} \]
Now let
\[ y_+ = -\gamma q_0 - \delta s_0, \ y_- = p^*q_0 - r^*s_0, \]
where \( q_0 = M\{q\} \) and \( s_0 = M\{s\} \). Since \( \|H(f)\| < 1 \), we have
\[
\begin{bmatrix}
I & H(f) \\
(H(f))^* & I
\end{bmatrix} > 0.
\]

So, in particular, for all \( 0 \neq v \in \mathbb{C}^n \),
\[
\left\langle \begin{bmatrix}
I & H(f) \\
(H(f))^* & I
\end{bmatrix} \begin{bmatrix}
y_- \\
y_+
\end{bmatrix} v, \begin{bmatrix}
y_- \\
y_+
\end{bmatrix} v \right\rangle > 0.
\tag{9.14}
\]

To see that indeed the strict inequality holds in (9.14), note that
\[
(y_+ v)_0 = M\{y_+ v\} = M\{-\gamma q_0 v - \delta s_0 v\} = M\{-\gamma q v - \delta s v\},
\]
which is equal to \(-v\) in view of the multiplicativity of \( M\cdot\cdot\cdot\) on \((APW)_{[0, \infty)}\); hence
\[
\begin{bmatrix}
y_- \\
y_+
\end{bmatrix} v \neq 0 \text{ as long as } v \neq 0.
\]
Now make a calculation:
\[
f y_+ = (p^* q - r^* s)(-\gamma q_0 - \delta s_0) \quad \text{by (9.12), (9.13)}
\]
\[
= (-p^* q^* r + r^* s^*) q_0 + (-pq^* r + r^* s) s_0
\]
\[
= (-p^* (I - po) + r^* (\alpha q) q_0 + (-p^* (-p^* r + r^* (I - r^* s^*)) s_0 \quad \text{by (9.11)}
\]
\[
= (-p^* + \alpha) q_0 + (r^* + \beta) s_0 \quad \text{by (9.12)}.
\]

So, since \( \alpha q + \beta s = 0 \) (in particular, \( M\{\alpha q_0 + \beta s_0\} = M\{\alpha q + \beta s\} = 0 \)), we obtain
\[
H(f) y_+ = -p^* q_0 + r^* s_0.
\tag{9.15}
\]

Similarly,
\[
f^* y_- = (\gamma^* \alpha - \delta^* \beta^*) (p^* q_0 - r^* s_0) \quad \text{by (9.10), (9.13)}
\]
\[
= (\gamma^* p^* - \delta^* r^*) q_0 - (\gamma^* r^* - \delta^* s^*) s_0
\]
\[
= (\gamma (I - \gamma^* q^*) - \delta (\gamma^* s^*)) q_0 - (\gamma (\gamma^* s^*) - \delta (I - \gamma^* s^*)) s_0 \quad \text{by (9.11)}
\]
\[
= \gamma q_0 + q^* q_0 - s^* s_0 + \delta s_0 \quad \text{by (9.10)}.
\]

Thus
\[
H(f)^* y_- = \Pi_{[0, \infty)} f^* y_- = \gamma q_0 + q_0^* q_0 - s_0^* s_0 + \delta s_0.
\]

So the left-hand side of (9.14) equals
\[
v^* M\{y_+ + H(f)^* y_-\} v
= v^* M\{y_+ (p^* q_0 - r^* s_0 - p^* q_0 + r^* s_0)
\]
\[
+ y_+ (\gamma q_0 - \delta s_0 + \gamma q_0 + q_0^* q_0 - s_0^* s_0 + \delta s_0)\} v
\]
\[
= 0 + v^* M\{y_+ (q_0^* q_0 - s_0^* s_0)\} v = v^* (s_0^* s_0 - q_0^* q_0) v,
\]
where in the last step we use the equalities \( M\{y_+\} = -M\{\gamma q + \delta s\} = -I \). But then we get that
\[
s_0^* s_0 - q_0^* q_0 > 0.
\tag{9.16}
\]
Now let
\[
\begin{align*}
g_{++} &= (\alpha q_0 + \beta s_0)(-s_0^* s_0 + q_0^* q_0)^{-1}, \\
g_- &= (q^* q_0 - s^* s_0)(-s_0^* s_0 + q_0^* q_0)^{-1}, \\
x_{12}^- &= (p^* q_0 - r^* s_0)(-s_0^* s_0 + q_0^* q_0)^{-1}, \\
x_{22}^+ &= (-\gamma q_0 - \delta s_0)(-s_0^* s_0 + q_0^* q_0)^{-1}.
\end{align*}
\]
Using the formulas for \(f\) from (9.10) and (9.12), we verify that these functions indeed provide a solution to (9.4). Clearly, the conditions (9.5) are satisfied as well. As for the condition (9.6), observe that
\[
M\{g_{++}\} = (\alpha q_0 + \beta s_0)(-s_0^* s_0 + q_0^* q_0)^{-1} = 0,
\]
because \(\alpha q + \beta s \equiv 0\), and \(M\{g_-\} = I\).

For the uniqueness, observe that
\[
\begin{bmatrix}
\Pi_{(-\infty,0] \cap \Sigma} & 0 \\
0 & \Pi_{[0,\infty) \cap \Sigma}
\end{bmatrix}
\begin{bmatrix}
I_m & f \\
f^* & I_n
\end{bmatrix}
\begin{bmatrix}
x_{12}^- \\
x_{22}^+
\end{bmatrix}
= \begin{bmatrix}
\Pi_{(-\infty,0] \cap \Sigma}(g_{++}) \\
\Pi_{[0,\infty) \cap \Sigma}(g_-)
\end{bmatrix}
\begin{bmatrix}
0 \\
I_n
\end{bmatrix}.
\]
So, using \(||H(f)\Sigma|| = ||H(f)|| < 1\), we get
\[
\begin{bmatrix}
x_{12}^- \\
x_{22}^+
\end{bmatrix}
= \begin{bmatrix}
I & H(f)\Sigma \\
H(f)^* \Sigma & I
\end{bmatrix}^{-1}
\begin{bmatrix}
0 \\
I_n
\end{bmatrix}
= \begin{bmatrix}
-H(f)\Sigma(I - (H(f)\Sigma)^* H(f)\Sigma)^{-1}(I_n) \\
(I - (H(f)\Sigma)^* H(f)\Sigma)^{-1}(I_n)
\end{bmatrix}.
\]

Remark 9.3. Invertibility of the matrices
\[
\begin{bmatrix}
I_m & \tilde{f} \\
0 & I_n
\end{bmatrix}
\]
and
\[
\begin{bmatrix}
I_m & 0 \\
-f^* & -I_n
\end{bmatrix}
\]
in \((APW)_{(0,\infty)}^{(m+n) \times (m+n)}\) and \((APW)_{(-\infty,0]}^{(m+n) \times (m+n)}\), respectively, is guaranteed by the condition \(\tilde{f} \in (APW)^{m \times n}_{(0,\infty)}\). Therefore, \(G\) admits a \(W\)-canonical factorization whenever
\[
\|\tilde{H}(f)\| = \inf_{\tilde{f} \in (APW)_{(0,\infty)}^{m \times n}} \sup_{t \in \mathbb{R}} \|f(t) + \tilde{f}(t)\| < 1.
\]
The latter condition is less restrictive than \(||H(f)|| < 1\). This observation will be used later in Section 10.

Additional properties of the function \(x_{22}^+\) are given in the next lemma.

Lemma 9.4. Let \(x_{22}^+ \in (APW)^{n \times n}_{[0,\infty) \cap \Sigma}\) be the matrix function constructed in Lemma 9.2. Then \(x_{22}^+\) has an inverse in \((APW)^{n \times n}\), and \(\sigma(x_{22}^+) \subseteq [0,\infty) \cap \Sigma\).

Proof. First observe that \(\delta \delta^* \geq I + \gamma \gamma^* \geq I\) by (9.10), and therefore \(\delta^{-1} \in (APW)^{n \times n}\) (indeed, \(|\det \delta(t)| \geq 1\) for all \(t \in \mathbb{R}\)). Now write
\[
x_{22}^+ = -\delta^{-1} \gamma q_0 s_0^{-1} + I s_0 (-s_0^* s_0 + q_0^* q_0)^{-1},
\]
and observe that \(s_0\) is invertible in view of (9.16), while
\[
\delta^{-1} \gamma \delta^{-1} = \delta^{-1} (\delta \delta^* - I) \delta^{-1} = I - \delta^{-1} \delta^{-1} < I,
\]
and similarly (in view of (9.16)),

\[ s_0^{-1}q_0{s_0}^{-1} < I. \]

Therefore, there exists \( \epsilon > 0 \) such that

\[ \| \delta(t)^{-1} \gamma(t)q_0{s_0}^{-1} \| < 1 - \epsilon \]

for all \( t \in \mathbb{R} \), and by Proposition 2.3 (with \( \Psi(z) = z^{-1} \))

\[ (I + \delta^{-1}\gamma q_0{s_0}^{-1})^{-1} \in (APW)^{n \times n}. \]

Hence \( x_{22}^+ \) is also invertible in \( (APW)^{n \times n} \).

To prove that \( x_{22}^+ \) is invertible in \( (APW)^{m \times m}_{\Sigma} \), we use Theorem 7.2. Consider \( uf \in (APW)^{m \times m}_{\Sigma} \), where \( 0 \leq u \leq 1 \). When \( u = 0 \), we obtain from (9.4) and (9.6) that \( x_{22}^+ = I \), and therefore trivially \( x_{22}^+ \) is invertible in \( (APW)^{n \times n}_{\Sigma} \). By Theorem 6.2 \( x_{22}^+ \) is a continuous function of \( u \), and an application of Theorem 7.2 shows that \( \sigma(x_{22}^+)^{-1} \subseteq [0, \infty) \cap \Sigma \), as claimed.

Analogously to Lemmas 9.2 and 9.4 one can prove the following.

**Lemma 9.5.** Suppose \( f \in (APW)^{m \times n}_{(-\infty,0)\cap \Sigma} \) is such that \( \| H(f) \| < 1 \). Then the equation

\[
\begin{bmatrix}
  I_m & f \\
  f^* & I_n
\end{bmatrix}
\begin{bmatrix}
  y_{11}^- \\
  y_{21}^+ 
\end{bmatrix}
= \begin{bmatrix}
  h_+ \\
  h_-
\end{bmatrix}
\]

has a solution \( y_{11}^- \), \( h_+ \in (APW)^{m \times m}_{\Sigma} \), \( y_{21}^+ \), \( h_- \in (APW)^{n \times m}_{\Sigma} \) with

\[ \sigma(y_{11}^-) \subseteq (-\infty,0], \sigma(y_{21}^+) \subseteq [0,\infty), \sigma(h_+ - I) \subseteq (0,\infty), \sigma(h_-) \subseteq (-\infty,0) \].

The solution is unique, and given via

\[ y_{11}^- = (I - H(f)_{\Sigma}(H(f)_{\Sigma})^*)^{-1}(I_m), \quad y_{21}^+ = -H(f)_{\Sigma}(I - H(f)_{\Sigma}(H(f)_{\Sigma})^*)^{-1}(I_m), \]

where the operators are applied columnwise.

Furthermore, \( y_{11}^- \) has an inverse in \( (APW)^{m \times m} \), and moreover, \( \sigma((y_{11}^-)^{-1}) \subseteq (-\infty,0) \cap \Sigma \).

We now set up the band method application. Let

\[ \mathcal{M} = (APW)^{(n+m) \times (n+m)}_{\Sigma} \]

\[ \mathcal{M}_d = \left\{ \begin{bmatrix}
  c_1 & 0 \\
  0 & c_2
\end{bmatrix} : c_1 \in \mathbb{C}^{m \times m}, c_2 \in \mathbb{C}^{n \times n} \right\} \]

\[ \mathcal{M}_1 = \left\{ \begin{bmatrix}
  0 & g(t) \\
  0 & 0
\end{bmatrix} : g \in (APW)^{m \times n}_{\Sigma} \right\} = \mathcal{M}_3^+, \]

\[ \mathcal{M}_2^0 = \left\{ \begin{bmatrix}
  g_1(t) & g_3(t) \\
  0 & g_2(t)
\end{bmatrix} : g_1 \in (APW)^{m \times m}_{\Sigma}, g_2 \in (APW)^{n \times n}_{\Sigma}, g_3 \in (APW)^{m \times n}_{(-\infty,0)\cap \Sigma} \right\} = \mathcal{M}_3^0, \]
where the involution $*$ is given via
\[
\begin{bmatrix}
  a(t) & b(t) \\
  c(t) & d(t)
\end{bmatrix}^* = \begin{bmatrix}
  a(t)^* & c(t)^* \\
  b(t)^* & d(t)^*
\end{bmatrix}.
\]

Clearly,
\[
M = M_1 + M_2^0 + M_4^0 + M_4,
\]
and $M$ is an algebra with band structure (9.17) as defined in Chapter XXXIV, Section 1 in [17]. When, for some $\epsilon > 0$,
\[
G(t) = \begin{bmatrix}
  G_{11}(t) & G_{12}(t) \\
  G_{12}^*(t) & G_{22}(t)
\end{bmatrix} \geq \epsilon I_{n+m}, \quad t \in \mathbb{R},
\]
we may factor $G(t)$ as
\[
G(t) = H^+_\epsilon(t)\tilde{D}_1(G)H_\epsilon(t), \quad t \in \mathbb{R},
\]
\[
G(t) = H^-\epsilon(t)\tilde{D}_2(G)H_-\epsilon(t), \quad t \in \mathbb{R},
\]
where
\[
H^\pm_\epsilon \in M_+ = M_1 + M_2^0 + M_4,
\]
\[
H^\pm_\epsilon \in M_- = M_1^*, \quad \tilde{D}_i(G) \in M_d (i = 1, 2),
\]
and
\[
M\{H_+\} = M\{H_-\} = I_{n+m}.
\]

One may show this by using Schur complements, and the factorization results in Section 8 (see (8.15), (8.16)). In particular,
\[
\tilde{D}_1(G) = \begin{bmatrix}
  D_1(G_{11}) & 0 \\
  0 & D_1(G_{22} - G_{12}^*G_{11}^{-1}G_{12})
\end{bmatrix},
\]
\[
\tilde{D}_2(G) = \begin{bmatrix}
  D_2(G_{11} - G_{12}G_{22}^{-1}G_{12}^*) & 0 \\
  0 & D_2(G_{22})
\end{bmatrix},
\]
where $D_1$ and $D_2$ are defined via (8.15) and (8.16) respectively. Note that when $G_{11}(t) \equiv I$ and $G_{22}(t) \equiv I$, we have that $G(t)$ is positive if and only if there is a $\rho$ such that $\|G_{12}(t)\| \leq \rho < 1$ for all $t \in \mathbb{R}$.

**Proof of Theorem 4.1.** Using Lemma 9.1, we get (i) $\Leftrightarrow$ (ii) $\Leftrightarrow$ (iv) $\Leftrightarrow$ (iii).

Assume now that (ii) holds, i.e., $\|H(f)\| < 1$. Introduce $\hat{\alpha}$, $\hat{\beta}$, $\hat{\gamma}$, $\hat{\delta}$ as in the statement of the theorem, and put
\[
k = \begin{bmatrix}
  I & f^* \\
  f & I
\end{bmatrix}, \quad x = \begin{bmatrix}
  I & -\hat{\beta} \\
  0 & \hat{\delta}
\end{bmatrix}, \quad y = \begin{bmatrix}
  \hat{\alpha} & 0 \\
  -\hat{\gamma} & I
\end{bmatrix}.
\]

Then, by Lemmas 9.2, 9.4 and 9.5, we get that $kx \in I + M_4 + M_2^0 + M_1$, $ky \in I + M_4 + M_2^0 + M_1$, $x^{-1} \in M_+$, $y^{-1} \in M_-$, $M\{x\} > 0$ and $M\{y\} > 0$. By
Theorems 1.1, 1.2 and 1.3 in Chapter XXXIV of [17] we obtain that $k$ has a positive extension given by

$$h_0 = x^{-1}M\{x\}x^{-1} = y^{-1}M\{y\}y^{-1}$$

$$= \begin{bmatrix} I & \beta \delta^{-1} \\ (\beta \delta^{-1})^* & I \end{bmatrix} = \begin{bmatrix} I & \gamma \alpha^{-1} \\ \gamma \alpha^{-1} & I \end{bmatrix}.$$  

Positivity of $h_0$ means that

$$||\beta(t)\delta(t)^{-1}|| = ||\alpha^{-1}(t)\gamma^*(t)|| \leq \rho < 1, \quad t \in \mathbb{R},$$

for some $\rho$. But then $\beta \delta^{-1} = \alpha^{-1} \gamma^*$ is a strictly contractive extension of $f$, proving (iii).

**Corollary 9.6.** Let $\Sigma$ be an additive subgroup of $\mathbb{R}$. Then, for any $f \in (AP)_{\Sigma}^{m \times n},$

$$||H(f)\Sigma|| = ||H(f)||$$

(9.22)

$$= \inf_{f \in (APW)^{m \times n}_{(0,\infty)}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)|| = \inf_{f \in (APW)^{m \times n}_{(0,\infty) \cap \Sigma}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)||.$$  

**Proof.** The first two equalities in (9.22) follow from Lemma 9.1. Since the inequality

$$\inf_{\tilde{f} \in (APW)^{m \times n}_{(0,\infty)}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)|| \leq \inf_{\tilde{f} \in (APW)^{m \times n}_{(0,\infty) \cap \Sigma}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)||$$

is obvious, it remains only to show that

$$\inf_{\tilde{f} \in (APW)^{m \times n}_{(0,\infty) \cap \Sigma}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)|| \geq \inf_{\tilde{f} \in (APW)^{m \times n}_{(0,\infty)}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)||.$$  

Due to the density of $(APW)^{m \times n}_{\Sigma}$ in $(APW)^{m \times n}$, it suffices to consider the case of $f \in (APW)^{m \times n}_{\Sigma}$. Of course, we may then suppose that $\sigma(f) \subseteq (-\infty,0]$.

Suppose first that

$$\inf_{\tilde{f} \in (APW)^{m \times n}_{(0,\infty) \cap \Sigma}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)|| < 1.$$  

For such an $f$, statement (i) of Theorem 4.1 holds. Introduce $g_0$ by formula (4.4), and put $\tilde{f} = g_0 - f$. According to Theorem 4.1,

$$\tilde{f} \in (APW)^{m \times n}_{(0,\infty) \cap \Sigma} \quad \text{and} \quad \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)|| = ||g_0|| < 1.$$  

Hence,

$$\inf_{\tilde{f} \in (APW)^{m \times n}_{(0,\infty) \cap \Sigma}} \sup_{t \in \mathbb{R}} ||f(t) + \tilde{f}(t)|| < 1.$$  

Considering scalar multiples of $f$ instead of $f$, we obtain (9.23).

**Theorem 9.7.** Let $f \in (APW)_{(-\infty,0) \cap \Sigma}^{m \times n}$ be given, where $\Sigma$ is an additive subgroup. Suppose that $||H(f)|| < 1$. Then for any strictly contractive extension $g$ in $(APW)^{m \times n}$ of $f$ we have

$$D_1(I - g^* g) \leq D_1(I - g_0^* g_0),$$

where $g_0$ is as in Theorem 4.1 and $D_1(.)$ is defined by (8.15). Moreover, equality holds in (9.24) if and only if $g = g_0$.

Analogous results hold for $D_2(I - gg^*)$, where $D_2$ is defined by (8.16).
Proof. Let $\mathcal{R} = (L^\infty(\mathbb{R}))^{(n+m)\times(n+m)}$. Then $\mathcal{M}$ is an algebra with band structure (9.17) in the unital $C^*$-algebra $\mathcal{R}$, as defined in Section XXXIV.1 in [17]. It is straightforward to check that the decomposition (9.17) satisfies Axioms (C1) and (C2) in Chapter XXXIV, Section 4 of [17]. Applying now Theorem 4.2 in Chapter XXXIV in [17] and using observations (9.20) and (9.21), we obtain the result for $g \in (APW)^{m\times n}_\Sigma$. When we take $\Sigma = \mathbb{R}$, we get the result also for $g \in (APW)^{m\times n}$.

Proof of Theorem 4.2. Note that from the proof of Theorem 4.1 we get that

$$\begin{bmatrix} I & g_0 \\ g_0^* & I \end{bmatrix}^{-1} = \begin{bmatrix} I - g_0^*(I - g_0^*g_0)^{-1} \\ g_0(I - g_0^*g_0)^{-1} \end{bmatrix}^{-1} \in M_2^0 + M_d + M_3^0.$$  

Thus $g_0(I - g_0^*g_0)^{-1} \in (APW)^{m\times n}_{(-\infty,0] \cap \Sigma}$. Moreover, by Theorem 1.3 in Chapter XXXIV of [17], we get that for any strictly contractive extension $g$ of $f$ with

$$\begin{bmatrix} I & g \\ g^* & I \end{bmatrix}^{-1} \in M_2^0 + M_d + M_3^0,$$

we have $g = g_0$. But then the first statement follows.

For the second statement, apply reasoning similar to the second part of the proof of Theorem 3.2.

Proof of Theorem 4.3. We take the same setup as in the proof of Theorem 9.7. Similarly as in the proof of Theorem 3.3 we may check that Axiom (A) in Chapter XXXIV of [17] is satisfied. By Theorem 2.1 of Chapter XXXIV in [17], we get that all positive extensions of

$$(9.25) \begin{bmatrix} I & f \\ f^* & I \end{bmatrix}$$

are given (in a one-to-one correspondence) by

$$\tilde{T} \left( \begin{bmatrix} 0 & -g \\ 0 & 0 \end{bmatrix} \right) = \left( \begin{bmatrix} I & -\beta \\ 0 & -\delta \end{bmatrix} + \begin{bmatrix} \alpha & 0 \\ 0 & 0 \end{bmatrix} \right) \begin{bmatrix} I & -g \\ 0 & 0 \end{bmatrix}^{-1} \begin{bmatrix} I & T(g) \\ T(g)^* & I \end{bmatrix},$$

where $g \in (CAPW)^{m\times n}_{(0,\infty) \cap \Sigma}$. It should be noted that the $2 \times 2$ entry of the product indeed has to equal $I$, since this product is a positive extension of (9.25). This proves the result.

10. Point-Excluding Variations

The Carathéodory-Toeplitz and Nehari problems allow the following variations:

**C-T II:** Let $\mu \in (0,\infty)$ and $f \in (APW)^{n\times n}$ be such that $\sigma(f) \subseteq (-\mu,\mu)$. What is the condition on $f$ such that there exist an $h \in (APW)^{n\times n}$ for which:

1. $h$ is positive;
2. $f_\lambda = h_\lambda$, $\lambda \in (-\mu,\mu)$?

**N II:** Given is an $f \in (APW)^{m\times n}_{(-\infty,0)}$. When does there exist an $h \in (APW)^{m\times n}$ such that:

1. $h$ is strictly contractive;
2. $f_\lambda = h_\lambda$, $\lambda < 0$?
The difference from the C-T and N problems is that now \( f_\mu \) and \( f_0 \) are not prescribed, respectively. For that reason we will call C-T II the point-excluding Carathéodory-Toeplitz problem and N II the point-excluding Nehari problem. For the periodic case, the problems with or without the border point can be reduced to one another (replace \( \mu \) by \( \mu - 1 \), for instance), but in this setting one has to treat these variations separately. As it turns out, C-T II and N II have similar answers (with similar proofs) as C-T and N, respectively. Rather than giving the full statements with full proofs, we just outline the differences in the statements and proofs as compared with the ones for C-T and N.

For C-T II one obtains valid theorems when in Theorems 3.1, 3.2, 3.3 and 8.4 the following changes are made:

1. replace \( f \in (APW)^{n \times n}_{\mu,0} \cap \Sigma \) by \( f \in (APW)^{n \times n}_{(-\mu,0)} \cap \Sigma \).
2. replace the Toeplitz operators by
   \[
   \tilde{T}(f)_{\mu,0}(B)_{\mu,0}(B)_{(-\mu,0)} \rightarrow (B)_{\mu,0}(B)_{(-\mu,0)}; \quad g \mapsto \Pi_{\mu,0}(fg), \quad g \in (B)^{n \times 1}_{\mu,0} \cap \Sigma;
   \]

and

\[
\tilde{T}(f)_{\mu,0}(B)_{\mu,0}(B)_{(-\mu,0)} \rightarrow (B)_{
\mu,0}(B)_{(-\mu,0)}; \quad g \mapsto \Pi_{-\mu,0}(fg), \quad g \in (B)^{n \times 1}_{(-\mu,0)} \cap \Sigma;
\]

3. \( x \in (APW)^{n \times n}_{\mu,0} \cap \Sigma \); \( y \in (APW)^{n \times n}_{\mu,0} \cap \Sigma \).
4. replace (3.5) by \( \sigma(h^{-1}) \subseteq (-\mu,\mu) \).
5. replace \( (CAPW)^{n \times n}_{\mu,\infty} \cap \Sigma \) by \( (CAPW)^{n \times n}_{\mu,\infty} \cap \Sigma \).

In several other places minor changes need to be made (e.g., replace \([-\mu,\mu]\) by \((-\mu,\mu)\), etc.). These are now straightforward.

In order to prove these new results the following observations are needed.

(A) Positivity of \( \tilde{T}(f)_{\mu,0} \cap \Sigma \) implies that
\[
\begin{bmatrix}
  f(t) & e^{-i\mu t}I_n \\
  e^{i\mu t}I_n & 0
\end{bmatrix}
\]
n admits a W-canonical factorization as in (8.4).

(B) The choice \( c_1 = \gamma_0^* \), \( c_2 = -\delta_0^* \) in (8.7) will result in \( M\{x_1^\gamma\} = 0 \), \( M\{x_2^\gamma\} = I \).

Subsequently, (8.10) will result in the conclusion that \( M\{x_1^{*\gamma}\} < 0 \). By choosing \( \tilde{c}_1 = -c_1 = -\gamma_0^* \) and \( \tilde{c}_2 = -c_2 = \delta_0^* \), and setting \( x = \gamma \tilde{c}_1 + \tilde{b} \tilde{c}_2 \), we get the desired \( x \) for the pointexcluding variation of Lemma 8.3.

To check that (B) results in valid statements requires purely algebraic manipulations. In its turn, (A) follows from the fact that \( \tilde{T}(f)_{\mu,0} \cap \Sigma > 0 \) if and only if \( \tilde{T}(f)_{\mu,0} > 0 \) (established similarly to Lemma 8.1) and Lemma 10.1 below.

**Lemma 10.1.** Let the operator \( \tilde{T}(f)_{\mu,0} \) be invertible. Then the matrix function

\[
(10.1)
\begin{bmatrix}
  f(t) & e^{-i\mu t}I_n \\
  e^{i\mu t}I_n & 0
\end{bmatrix}
\]

admits a factorization (5.3) satisfying (5.5).

**Proof.** Due to Theorem 5.1, it suffices to prove the invertibility of the operator

\[
R^{\var}(G) = \Pi_{\mu,\infty} + M G \Pi_{\infty,0}
\]

with \( G \) given by (10.1). To this end, consider the equation \( R^{\var}(G) \phi = g \). Using the notation \( \phi = \begin{bmatrix} \phi_1 \\ \phi_2 \end{bmatrix} \), \( g = \begin{bmatrix} g_1 \\ g_2 \end{bmatrix} \) \( (\phi_j, g_j \in (B)^{n \times 1}; \ j = 1, 2) \), we rewrite this
equation in a form of the system
\begin{align}
(10.2) & \quad \phi_1^+ + f \phi_1^- + e^{-i\mu t} \phi_2^- = g_1, \\
(10.3) & \quad \phi_2^+ + e^{i\mu t} \phi_1^- = g_2,
\end{align}
where \( \phi_j^+ = \Pi_{[0,\infty)} \phi_j, \phi_j^- = \Pi_{(-\infty,0)} \phi_j \) \((j = 1, 2)\).

Consider the homogeneous \((g_1 = g_2 = 0)\) case first. Equation (10.3) then implies
\begin{equation}
(10.4) \quad \phi_2^- = -e^{i\mu t} \phi_1^-,
\end{equation}
so that, in particular,
\begin{equation}
(10.5) \quad \sigma(\phi_2^+) \subseteq [0, \mu).
\end{equation}
In its turn, the homogeneous equation (10.2) after multiplying by \(e^{i\mu t}\) can be rewritten as
\begin{equation}
(10.6) \quad e^{i\mu t} \phi_1^+ + f e^{i\mu t} \phi_1^- + \phi_2^- = 0,
\end{equation}
or, taking (10.4) into consideration,
\begin{equation}
(10.7) \quad e^{i\mu t} \phi_1^+ - f \phi_2^+ + \phi_2^- = 0.
\end{equation}
Since
\begin{equation}
(10.8) \quad \sigma(e^{i\mu t} \phi_1^+) \subseteq [\mu, \infty), \quad \sigma(\phi_2^-) \subseteq (-\infty, 0),
\end{equation}
application of \(\Pi_{[0,\mu)}\) to the both sides of (10.6) yields \(\Pi_{[0,\mu)} f \phi_2^+ = 0\). Due to (10.5), the latter condition means simply that \(\tilde{T}(f)_{[0,\mu)} \phi_2^+ = 0\). From this and the invertibility of \(T(f)_{[0,\mu)}\) it follows that \(\phi_2^+ = 0\). According to (10.4), \(\phi_1^- = 0\) as well.

Condition (10.6) takes the form
\begin{equation}
(10.9) \quad e^{i\mu t} \phi_1^+ + \phi_2^- = 0,
\end{equation}
which (because of (10.7)) is possible only if \(\phi_1^+ = 0\) and \(\phi_2^- = 0\). We have proved that the only solution to \(R^{\text{inv}}(G) \phi = 0\) is \(\phi = 0\); in other words, that the operator \(R^{\text{inv}}(G)\) is injective.

To prove its surjectivity, for arbitrary \(g_1, g_2 \in (B)^{n \times 1}\) let
\begin{align*}
\phi_1^+ = e^{-i\mu t} \left( \Pi_{(-\infty,0)} g_2 + \chi \right), & \quad \phi_2^+ = \Pi_{[0,\infty)} g_2 - \chi, \\
\phi_1^- = \Pi_{[0,\infty)} (g_1 - f \phi_1^-), & \quad \phi_2^- = \Pi_{(-\infty,0)} e^{i\mu t} \left( g_1 - f \phi_1^- \right),
\end{align*}
where
\begin{equation*}
\chi = \left( \tilde{T}(f)_{[0,\mu)} \right)^{-1} \Pi_{[0,\mu)} \left( e^{i\mu t} g_1 - f \Pi_{(-\infty,0)} g_2 \right).
\end{equation*}
Obviously, \(\phi_j^+ \in (B)^{n \times 1}_{[0,\infty)}\) and \(\phi_j^- \in (B)^{n \times 1}_{(-\infty,0)}\) \((j = 1, 2)\). On top of that, with such a choice of \(\phi_j^\pm\) the left hand side of (10.3) equals
\begin{equation}
(10.10) \quad \Pi_{[0,\infty)} g_2 - \chi + \Pi_{(-\infty,0)} g_2 + \chi = g_2.
\end{equation}
Finally, (10.2) can be rewritten as
\begin{equation}
(10.11) \quad \phi_1^+ + e^{-i\mu t} \phi_2^- = g_1 - f \phi_1^-,
\end{equation}
or, substituting \(\phi_1^+\) and \(\phi_2^-\),
\begin{equation}
(10.12) \quad \Pi_{[0,\infty)} (g_1 - f \phi_1^-) + e^{-i\mu t} \Pi_{(-\infty,0)} e^{i\mu t} (g_1 - f \phi_1^-) = g_1 - f \phi_1^-.
\end{equation}
Since $e^{-i\mu t}\Pi_{(-\infty,0)}e^{i\mu t} = \Pi_{(-\infty,-\mu)}$, equality (10.8) holds if and only if
$$
\Pi_{[0,\mu]}(e^{i\mu t}f\phi_1^-) = \Pi_{[0,\mu]}(e^{i\mu t}g_1),
$$
or, using the definition of $\phi_1^-$,
$$
\Pi_{[0,\mu]}(f\chi) = \Pi_{[0,\mu]}(e^{i\mu t}g_1 - f\Pi_{(-\infty,0)}g_2).
$$
The latter equality holds due to the definition of $\chi$. Hence, the operator $R^{\text{var}}(G)$ is not only injective but also surjective, and therefore invertible. □

For $\mathbf{N}$ II the point-excluding analogue of Theorem 4.1 now reads as follows.

**Theorem 10.2.** Let $f \in (APW)^{m \times n}_{(-\infty,0)\cap \Sigma}$ be given, where $\Sigma \subseteq \mathbb{R}$ is an additive subgroup. The following statements are equivalent:

(i) $f$ has a strictly contractive extension in $(APW)^{m \times n}$, i.e., there exists $g \in (APW)^{m \times n}$ such that $g_\lambda = f_\lambda$ for all $\lambda < 0$ and $\sup_{t \in \mathbb{R}} ||g(t)|| < 1$;

(ii) the generalized Hankel operator
$$
\tilde{H}(f): (B)^{n \times 1}_{[0,\infty)} \rightarrow (B)^{m \times 1}_{(\infty,0)}, \quad g \mapsto \Pi_{(\infty,0)}(fg),
$$
is a strict contraction.

(iii) the generalized Hankel operator
$$
\tilde{H}(f)^*: (B)^{m \times 1}_{(0,\infty)} \rightarrow (B)^{n \times 1}_{[-\infty,0]}, \quad g \mapsto \Pi_{(-\infty,0)}(fg),
$$
is a strict contraction.

(iv) $f$ has a strictly contractive extension in $(APW)^{m \times n}_\Sigma$, i.e., there exists $g \in (APW)^{m \times n}_\Sigma$ such that $g_\lambda = f_\lambda$ for all $\lambda < 0$ and $\sup_{g \in \mathbb{R}} ||g(t)|| < 1$;

(v) the generalized Hankel operator
$$
\tilde{H}(f)_\Sigma: (B)^{n \times 1}_{[0,\infty)\cap \Sigma} \rightarrow (B)^{m \times 1}_{(\infty,0)\cap \Sigma}, \quad g \mapsto \Pi_{(\infty,0)}(fg),
$$
is a strict contraction.

(vi) the generalized Hankel operator
$$
\tilde{H}(f)_\Sigma^*: (B)^{m \times 1}_{(0,\infty)\cap \Sigma} \rightarrow (B)^{n \times 1}_{(-\infty,0)\cap \Sigma}, \quad g \mapsto \Pi_{(-\infty,0)}(fg),
$$
is a strict contraction.

(vii) the Hankel operator $\tilde{H}(f): (H^{2+})^{n \times 1} \rightarrow (H^{2-})^{m \times 1}$ is a strict contraction.

When one (and thus all) of (i)–(vii) is satisfied, then put

$$
\tilde{\alpha}(t) = \left[ I - \tilde{H}(f)_\Sigma(\tilde{H}(f)_\Sigma)^* \right]^{-1}(I_m),
$$

$$
\tilde{\beta}(t) = \tilde{H}(f)_\Sigma \left[ I - (\tilde{H}(f)_\Sigma)^*\tilde{H}(f)_\Sigma \right]^{-1}(I_n),
$$

$$
\tilde{\gamma}(t) = (\tilde{H}(f)_\Sigma)^* \left[ I - (\tilde{H}(f)_\Sigma)(\tilde{H}(f)_\Sigma)^* \right]^{-1}(I_m),
$$

$$
\tilde{\delta}(t) = \left[ I - (\tilde{H}(f)_\Sigma)^*\tilde{H}(f)_\Sigma \right]^{-1}(I_n).
$$
where $I_k$ stands for the constant matrix function on $\mathbb{R}$ with value $I_k$ for all $t \in \mathbb{R}$, and the Hankel operators are defined on matrix valued functions columnwise. Further, let

$$
\alpha(t) = \hat{\alpha}(t)M\{\hat{\alpha}\}^{-\frac{1}{2}}, \quad \beta(t) = \hat{\beta}(t)M\{\hat{\delta}\}^{-\frac{1}{2}}; \\
\gamma(t) = \hat{\gamma}(t)M\{\hat{\alpha}\}^{-\frac{1}{2}}, \quad \delta(t) = \hat{\delta}(t)M\{\hat{\delta}\}^{-\frac{1}{2}}.
$$

Then the function

$$
g_0(t) = \beta(t)\delta(t)^{-1} = [\alpha(t)^*]^{-1}\gamma(t)^*, \quad t \in \mathbb{R},
$$

is a strictly contractive extension in $(APW)^{m\times n}_\Sigma$ of $f$.

In order to prove Theorem 10.2 one needs to make the following changes for the proof of Theorem 4.1.

(A) Use formula (5.7) in place of (5.6).

(B) Use Remark 9.3 to prove that in a point-excluding analog of Lemma 9.2 the matrix function $G = \begin{bmatrix} I - ff^* & f \\ f^* & -I \end{bmatrix}$ still allows a $W$-canonical factorization of the form (9.7).

(C) Replace the definitions of $y_+$ and $y_-$ in (9.13) by

$$
y_+ = -\gamma\gamma_0^* + \delta\delta_0^*, \quad y_- = p^*\gamma_0^* + r^*\delta_0^*.
$$

This will result in $M\{y_-\} = 0$.

(D) In (9.15) and further, $H(f)$ needs to be replaced by $\tilde{H}(f)$. The $x^\pm_{2\Sigma}$ thus obtained is then the subject of an analog of Lemma 9.4.

(E) In an analog of Lemma 9.5 the operator $H(f)$ gets replaced by $\tilde{H}(f)$.

(F) In the definitions of $M_1$ and $M_2^0$ before (9.17) one needs to choose now

$$
g \in (APW)^{m\times n}_{[0,\infty)\cap \Sigma}; \quad g_3 \in (APW)^{(-\infty,0)\cap \Sigma}.
$$

(G) The equivalence of (vii) with (v) and (vi) follows from Theorem 5.2.

In several other places small changes need to be made (replace $H(f)$ by $\tilde{H}(f)$, replace $(-\infty,0]$ by $(-\infty,0)$, etc.) These are now straightforward.

To obtain additional valid results for the point-excluding version of the Nehari problem the following changes in Theorems 4.2, 4.3 and 9.7 need to be made.

1. Replace $(APW)^{(-\infty,0}\cap \Sigma}$ by $(APW)^{(-\infty,0)\cap \Sigma}$.
2. Replace the reference to Theorem 4.1 by a reference to Theorem 10.2.
3. Replace $H(f)_\Sigma$ by $\tilde{H}(f)_\Sigma$ (and omit other Hankel conditions).
4. Replace $(CAPW)^{m\times n}_{[0,\infty)\cap \Sigma}$ by $(CAPW)^{m\times n}_{[0,\infty)\cap \Sigma}$ in Theorem 4.3.

The proofs require straightforward modifications.

11. A JOINT NORM BOUND

Let $T = \{z : |z| = 1\}$ denote the unit circle. In order to prove a $C^*$-algebra result it was shown in [25] that for any given $f$ in $L^\infty(T)$ and $\epsilon > 1$, there exists a function $h$ in $H^\infty(T)$ satisfying

$$
\|f + h\|_\infty \leq \epsilon d_\infty \quad \text{and} \quad \|f + h\|_2 \leq \frac{\epsilon d_2}{\sqrt{\epsilon^2 - 1}}.
$$
where \( d_\infty \) is the distance from \( f \) to \( H^\infty(\mathbb{T}) \) in the \( L^\infty(\mathbb{T}) \) norm, and \( d_2 \) is the distance from \( f \) to \( H^2(\mathbb{T}) \) in the \( L^2(\mathbb{T}) \) norm. The above inequalities can be understood in the sense of simultaneous \( H^\infty/H^2 \) approximation, or optimization (if \( \epsilon \) is selected to make a combination of \( \|f + h\|_\infty \) and \( \|f + h\|_2 \) as small as possible with respect to a specified criterion). Both \( H^\infty \) and \( H^2 \) optimizations play an essential role in control theory as widely used criteria for control optimization, and recently the simultaneous \( H^\infty/H^2 \) optimization has been recognized as an important tool in the multiobjective control (see, e.g., [8, 3, 36]).

In this section we present an almost periodic version of this result. The proof uses ideas of the proof of the result in [25] as presented in [15] (see also the appendix in [14]).

For \( f \in (B)^{m \times n} \) let \( \|f\|_B = [\text{tr}(M\{f^* f\})]^{1/2} \) be the Besicovitch norm.

**Theorem 11.1.** Let \( \Sigma \) be an additive subgroup of \( \mathbb{R} \), and let \( f \in (\text{APW})_{(-\infty,0] \cap \Sigma}^{m \times n} \) be given. Denote \( \tilde{d}_2 = \|f\|_B, \tilde{d}_\infty = \|H(f)\|. \) For each \( \epsilon > 1 \) there exists an \( \tilde{f} \in (\text{APW})_{[0,\infty) \cap \Sigma}^{m \times n} \) such that

\[
\|f + \tilde{f}\| \leq \epsilon \tilde{d}_\infty \quad \text{and} \quad \|f + \tilde{f}\|_B \leq \frac{\epsilon \tilde{d}_2}{\sqrt{\epsilon^2 - 1}}.
\]

**Proof.** Without loss of generality we may assume that \( \epsilon \tilde{d}_\infty = 1 \) (excluding the trivial case \( f \equiv 0 \)), since we may divide \( f \) by \( \epsilon \tilde{d}_\infty \). But then

\[
\|H(f)\| = \frac{1}{\epsilon} < 1.
\]

Now let

\[
\tilde{f}(t) = \beta(t)\delta(t)^{-1} - f(t),
\]

where \( \beta \) and \( \delta \) are as in Theorem 4.1. For a complex number \( z \) with \( |z| < 1 \) we have

\[
|z|^2 \leq -\log(1 - |z|^2),
\]

and consequently for \( M \in \mathbb{C}^{m \times n} \) with \( \|M\| < 1 \) we have

\[
\text{tr} M^* M \leq -\log \det(I - M^* M).
\]

But then it follows that

\[
\|f + \tilde{f}\|_B^2 = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T \text{tr}\left[ \left( (f + \tilde{f})(t) \right)^* (f + \tilde{f})(t) \right] dt
\]

\[
\leq -\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T \log \det \left( I - ((f + \tilde{f})(t))^* (f + \tilde{f})(t) \right) dt
\]

\[
= -\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T \log \det \left( I - (\beta(t)\delta(t)^{-1})^* \beta(t)\delta(t)^{-1} \right) dt.
\]

By the proof of Theorem 4.3 (use the last equality with \( g = 0 \)) we have that

\[
I - (\beta(t)\delta(t)^{-1})^* \beta(t)\delta(t)^{-1} = \delta(t)^{-1*} (\delta(t)^* \delta(t) - \beta(t)^* \beta(t)) \delta(t)^{-1}
\]

\[
= \delta(t)^{-1*} \delta(t)^{-1}.
\]

Since \( (\delta(t)M\{\delta\}^{-1})^\pm \in I + (\text{APW})_{[0,\infty)}^{n \times n} \), we get from Proposition 2.9 that

\[
M \{\log (\delta(t)M\{\delta\}^{-1})\} = 0.
\]
So then we obtain
\[
\|f + \tilde{f}\|^2_B \leq M \{ \log \det \left( (\delta(t))^{-1} \delta(t)^{-1} \right) \}
\leq \log \det(M \{\delta\}) = \log \log \|M\{\delta\}\|,
\]
where \(\delta\) is as in Theorem 4.1. Note that
\[
M\{\delta\} = M \{(I - (H(f))^* H(f))^{-1} (I_n)\}
= M \{(I + (H(f))^* (I - H(f)) H(f))^* -1 H(f)) (I_n)\}.
\]
From the inequality \(\log(1 + r) \leq r\), valid for \(r \geq 0\), we get
\[
\log M\{\delta\} \leq M \{(H(f))^*(I - H(f)) H(f))^{-1} H(f)) (I_n)\}.
\]
Since \(\|H(f)\| \leq \tilde{d}_\infty = \frac{1}{2}\), from this and from (11.1) it follows that
\[
\|f + \tilde{f}\|^2_B \leq \frac{1}{1 - \tilde{d}_\infty^2} \log \log \|M\{\delta\}\| = \frac{e^2}{e^2 - 1} \|f\|^2_B = \frac{e^2 \tilde{d}_\infty^2}{e^2 - 1}.
\]

By using Theorem 10.2 instead of Theorem 4.1 one can prove a point-excluding variation of Theorem 11.1 where \(f \in (APW)^{m \times n}_{(\infty,0) \cap \Sigma}\), \(\tilde{f} \in (APW)^{m \times n}_{(0,\infty) \cap \Sigma}\), and \(\tilde{d}_\infty = \|H(f)\|\).
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