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Abstract. We consider a large class of positive integral operators acting on functions which are defined on a space of homogeneous type with a group structure. We show that any such operator has a discrete (dyadic) version which is always essentially equivalent in norm to the original operator. As an application, we study conditions of “testing type,” like those initially introduced by E. Sawyer in relation to the Hardy-Littlewood maximal function, which determine when a positive integral operator satisfies two-weight weak-type or strong-type \((L^p, L^q)\) estimates. We show that in such a space it is possible to characterize these estimates by testing them only over “cubes”. We also study some pointwise conditions which are sufficient for strong-type estimates and have applications to solvability of certain nonlinear equations.

1. Introduction

Our main purpose in this paper is to continue studying conditions which determine when a positive integral operator satisfies two-weight weak-type or strong-type \((L^p, L^q)\) estimates. We consider integral operators of the form

\[
T(f d\sigma)(x) = \int_X K(x, y) f(y) d\sigma(y), \quad x \in X,
\]

where \(X\) is a space of homogeneous type in the sense of [CW] which is also equipped with a group structure (a precise definition is given below), \(\sigma\) is a nonnegative Borel measure, and \(K(x, y) \geq 0\). If \(K\) satisfies some further restrictions, we will define a dyadic version of \(T\) which is pointwise smaller than \(T\) but still essentially equivalent to \(T\) in norm. We will use the dyadic version of \(T\) to study both the weak-type estimate

\[
\rho \{ \{ x \in X : T(f d\sigma)(x) > \rho \} \}^{1/4} \leq c \| f \|_{L^p_\omega}, \quad \rho > 0,
\]

and the strong-type estimate

\[
\| T(f d\sigma) \|_{L^q_\omega} \leq c \| f \|_{L^p_\omega}
\]

in case \(1 < p \leq q < \infty\). Here \(\omega\) and \(\sigma\) are nonnegative Borel measures on \(X\), \(|E|_\omega\) denotes the \(\omega\)-measure of a set \(E\), and

\[
\| f \|_{L^p_\omega} = \left( \int_X |f(x)|^p d\sigma(x) \right)^{1/p}, \quad 1 \leq p < \infty.
\]
We also treat the case $p = 1$ and $1 < q < \infty$ for the weak-type estimate. In order to avoid obvious complications which occur when $\sigma$ and $\omega$ have joint atoms, a standing assumption throughout the paper will be that $\sigma$ vanishes on sets which consist of a single point. We will use this assumption wherever the dyadic version of $T$ is involved.

We will first study some further conditions of “testing type”, as defined below, on the measures $\omega, \sigma$ which completely determine when (1.2) or (1.3) holds. Conditions of this type were initially introduced by E. Sawyer in [S1] in relation to the Hardy-Littlewood maximal function, and later studied in [S2], [S3] in relation to fractional integrals in case $X$ is Euclidean space, and they have been studied recently in more generality in [SW], [SWZ] and [WZ]. Some conditions of a different type were also studied in [SW] and [SWZ] (see also the references in these papers).

For our results about testing conditions, we are specifically interested in showing that it is possible to characterize (1.2) or (1.3) by testing these estimates only over “cubes”, in a sense which we shall make precise. It is proved in [WZ] that it is enough to test over balls in any space of homogeneous type, even if there is no group structure. Although cubes and balls are essentially equivalent from the point of view of containment, it is not obvious that testing with balls and testing with cubes are equivalent characterizations for the norm estimates, since the measures $\omega, \sigma$ are not assumed to satisfy doubling conditions.

We will also study some pointwise conditions like those in [MV], [VW] and [KV] which are sufficient in order for the strong-type estimate (1.3) to hold in case $p = q$. These conditions imply not only (1.3), but also the inequalities

$$||T(f d\sigma)||_{L^p} \leq c_j ||f||_{L^p}, \quad j = 0, 1, 2, \ldots,$$

where $\omega_0 = \omega$ and $d\omega_j = [T(1 d\omega_{j-1})]^{p'} d\sigma$ ($j = 1, 2, \ldots$). Here $1/p + 1/p' = 1$ and

$$T(1 d\omega)(x) = \int_X K(x, y) d\omega(y), \quad x \in X.$$

Inequalities of this type arise in applications of weighted norm inequalities to the problem of the existence of nonnegative solutions for the “superlinear” integral equation

$$u(x) = \int_X K(x, y) u(y)^q d\sigma(y) + f(x), \quad x \in X,$$

where $q > 1$ and $f$ is a nonnegative measurable function on $X$. The pointwise conditions are necessary and sufficient for the solvability of the equation above and in some cases are also necessary for (1.3) to hold. (See [VW] and [KV].)

In order to be more precise, we now list some relevant definitions. A homogeneous space $(X, d, \mu)$ in the sense of [CW] is a set $X$ together with a quasi-metric $d$ and a doubling measure $\mu$. By a quasi-metric, we mean a mapping $d : X \times X \to [0, \infty)$ which satisfies

\begin{align*}
    (1) & \quad d(x, y) = 0 \text{ if and only if } x = y, \\
    (2) & \quad d(x, y) = d(y, x) \text{ for all } x, y \in X, \\
    (3) & \quad d(x, y) \leq \kappa (d(x, z) + d(z, y)) \text{ for all } x, y, z \in X,
\end{align*}

where $\kappa \geq 1$ is a constant which is independent of $x, y,$ and $z$. By a doubling measure $\mu$ on $X$ we mean a (locally finite) nonnegative measure on the Borel subsets of $X$ so that $|B(x, 2r)|_{\mu} \leq C_\mu |B(x, r)|_{\mu}$ for all $x \in X$ and $r > 0$, where $B(x, r) =$
\{y \in X : d(x, y) < r\} is the ball centered at \(x\) with radius \(r\), and \(|B(x, r)|_\mu\) is the \(\mu\)-measure of \(B(x, r)\). The constant \(C_\mu\) is called the doubling constant of \(\mu\) and is independent of \(x\) and \(r\). We assume that all balls \(B(x, r)\) in \(X\) are open. We shall also assume that all annuli \(B(x, R) \setminus B(x, r)\) in \(X\) are nonempty for \(0 < r < R\). As usual, if \(B = B(x, r)\) and \(c > 0\), we denote by \(cB\) the ball \(B(x, cr)\).

It has been proved in [SW] that for \(\lambda = 8\kappa^3\), and for any (large negative) integer \(m\), there are points \(\{x_j^k\}\) and a family \(\mathcal{D}_m = \{E_j^k\}\) of sets for \(k = m, m + 1, \ldots\) and \(j = 1, 2, \ldots\) such that

\[
\begin{align*}
(1.5) & \quad X = \bigcup_j E_j^k \quad \text{and} \quad \{E_j^k\} \quad \text{are pairwise disjoint in} \; j, \\
(1.6) & \quad \text{If} \; k < l \; \text{then either} \; E_j^k \cap E_i^l = \emptyset \; \text{or} \; E_j^k \subset E_i^l.
\end{align*}
\]

We shall say that the family \(\mathcal{D} = \bigcup_{m=-\infty}^{\infty} \mathcal{D}_m\) is a dyadic cube decomposition of \(X\), and call sets in \(\mathcal{D}\) dyadic cubes and denote them by \(Q\). We note that the cubes in \(\mathcal{D}_{m_1}\) may have no relation to those in \(\mathcal{D}_{m_2}\) if \(m_1\) and \(m_2\) are different. If \(Q = E_j^k \in \mathcal{D}_m\) for some \(m\), we say \(Q\) is centered at \(x_j^k\), and define the sidelength of \(Q\) to be \(\ell(Q) = \lambda^k\). We also denote by \(Q^*\) the containing ball \(B(x_j^k, \lambda^{k+1})\) of \(Q\). A construction of a dyadic grid which includes nestedness even for arbitrarily small cubes is given in [C], but in the properties listed there, the cubes of a given size may not completely cover \(X\), omitting a subset of \(\mu\)-measure zero, which may not be adequate when we deal with measures that are not absolutely continuous with respect to \(\mu\).

We will usually assume that \((X, d, \mu)\) has a group structure with respect to the operation “+”, and that the following properties are satisfied for all \(x, y, z \in X\) and all balls \(B\) in \(X\):

\[
\begin{align*}
(1.6) & \quad d(x + z, y + z) = d(x, y), \\
(2) & \quad | - B + z|_\mu = |B|_\mu, \quad \text{where} \quad -B = \{x \in X : -x \in B\}.
\end{align*}
\]

The group may not be commutative, and we could replace the right invariance in (1.6) by left invariance.

The kernel \(K(x, y)\) of \(T\) is always assumed to be a nonnegative function which satisfies

\[
\begin{align*}
(1.7) & \quad K(x, y) \leq C_1 K(x', y) \quad \text{if} \quad d(x', y) \leq C_2 d(x, y), \\
& \quad K(x, y) \leq C_1 K(x, y') \quad \text{if} \quad d(x, y') \leq C_2 d(x, y),
\end{align*}
\]

where \(C_1, C_2\) are fixed constants larger than \(1\).

One of our main results involves a new discrete (dyadic) version of the operator \(T(f \, d\sigma)\), which we now discuss. A more thorough discussion is given in the next section. If \(B\) is a ball in \(X\) with radius \(r(B)\), we define (see [SW])

\[
\phi(B) = \sup_{x, y \in B} K(x, y),
\]

where \(c\) is a suitably small positive constant depending only on the quasimetric constant \(\kappa\). Let \(\mathcal{G}\) denote any fixed dyadic grid of cubes \(Q\). Typically, \(\mathcal{G} = \mathcal{D}_m + z\),
i.e.,
\[ G = \{ E^k_j + z : k \geq m, \, j \geq 1 \} \]
for fixed \( m \) and \( z \), where the cubes \( E^k_j \) are as in (1.5). Given \( x \in X \) and a cube \( Q \) in \( G \) which contains \( x \), define \( P(Q, x) \) to be the next smaller cube in \( G \) which contains \( x \), i.e., if the sidelength of \( Q \) is \( \lambda^k \), then \( P(Q, x) \) is the cube in \( G \) which contains \( x \) whose sidelength is \( \lambda^{k-1} \); if no such cube exists (i.e., if \( Q \) is a minimal cube in \( G \)), define \( P(Q, x) \) to be empty. Of course, \( P(Q, x) \) also depends on \( G \), but we shall not display this dependence in the notation. The dyadic version of \( T(f \, d\sigma) \) which will play an important role in our results is defined by
\[ t_G(f \, d\sigma)(x) = \sum_{Q \in G, x \in Q} \phi_Q \int_{Q \setminus P(Q, x)} f(y) \, d\sigma(y), \]
for \( f \geq 0 \), where \( \phi_Q \) is defined to be \( \phi(Q^*), Q^* \) being the containing ball of \( Q \) defined earlier (see (1.5)). This function is clearly pointwise smaller than the closely related function
\[ T_G(f \, d\sigma)(x) = \sum_{Q \in G, x \in Q} \phi_Q \int_Q f(y) \, d\sigma(y), \]
formed by integrating over all of \( Q \) rather than over just \( Q \setminus P(Q, x) \). We shall see that \( t_G(f \, d\sigma) \) is also pointwise smaller than \( T(f \, d\sigma) \) but still essentially comparable in norm to \( T(f \, d\sigma) \). We will prove the following result, in which we use the standard notation
\[ \|f\|_{L^\infty} = \sup_{\rho > 0} |\{ x \in X : |f(x)| > \rho \}|^{1/q} \]
in case \( 1 < q < \infty \).

**Theorem 1.1.** Let \( 1 \leq q \leq \infty \), and let \( \sigma \) and \( \omega \) be locally finite Borel measures on a homogeneous space \( X \) with a group operation \( + \) which satisfies (1.6). Let \( T \) be defined by (1.1) with a kernel which satisfies (1.7). Then for all \( x \in X \) and any dyadic grid \( G \),
\[ t_G(f \, d\sigma)(x) \leq C \, T(f \, d\sigma)(x) \]
with \( C \) depending only on \( \kappa \) and the constants in (1.7), but not on \( G, x, f, \) or \( \sigma \). Moreover,
\[ \|T(f \, d\sigma)\|_{L^q} \leq C \sup_{z \in X, m \in \mathbb{Z}} \|t_{P_m + z}(f \, d\sigma)\|_{L^q} \]
with \( C \) independent of \( f, \sigma \) and \( \omega \). Thus the last inequality is an equivalence, with constants of equivalence which are independent of \( f, \sigma \) and \( \omega \); this equivalence also holds with \( \| \cdot \|_{L^q_{X, \infty}} \) replaced by \( \| \cdot \|_{L^q_{X, \infty}} \) if \( 1 < q < \infty \).

The larger function \( T_G(f \, d\sigma) \) was considered in [SW] and [SWZ], and is similarly related to \( T(f \, d\sigma) \) with one drawback: the pointwise estimate \( T_G(f \, d\sigma)(x) \leq c \, T(f \, d\sigma)(x) \) is only known to hold with an extra hypothesis on \( K \) (see (1.24) of [SW]).

It is worth noting that the discrete operator \( t_G \) has a symmetric kernel (see section 2), while this is not necessarily the case for \( T \). We shall denote the adjoint of \( T \) by \( T^* \), so that
\[ T^*(f \, d\omega)(y) = \int_X K(x, y) f(x) \, d\omega(x), \quad y \in X. \]
One of the immediate consequences of Theorem 1.1 (applied to both $T(f \, d\sigma)$ and $T^*(f \, d\sigma)$) is the following useful fact.

**Corollary 1.1.** Under the assumptions of Theorem 1.1, the functions $T(f \, d\sigma)(x)$, and $T^*(f \, d\sigma)(x)$ have equivalent $L^q_\omega$-norms, with the constants of equivalence independent of $f$, $\sigma$ and $\omega$. The same is true for weak $L^q_\omega$ norms when $1 < q < \infty$.

In order to put our results about testing conditions in perspective, let us describe some of what is known about such conditions. For simplicity, we discuss this history primarily for strong-type estimates. The strong-type estimate (1.3) is of course equivalent to the dual estimate

$$||T^*(f \, d\omega)||_{L^p_\sigma} \leq c ||f||_{L^q_\omega},$$

where $1/p + 1/p' = 1$ and $1/q + 1/q' = 1$. In [SWZ], it is shown that (1.3) holds for all $f$ if and only if both (1.3) and (1.3*) hold for all $f$ which are characteristic functions $\chi_Q$ of dyadic cubes, i.e., (1.3) holds if and only if both

$$\left(\int_X T(\chi_Q \, d\sigma)^q \, d\omega\right)^{1/q} \leq c |Q|_\sigma^{1/p}, \tag{1.10}$$

$$\left(\int_X T^*(\chi_Q \, d\omega)^{q'} \, d\sigma\right)^{1/p'} \leq c |Q|_\omega^{1/q'} \tag{1.11}$$

hold for all $Q \in \mathcal{D}$. This result is true without assuming any group structure for $X$. In case $X$ is Euclidean space with the usual metric, this sort of result was considered in [S3].

On the other hand, as is shown in [SWZ], it is not sufficient even in Euclidean space to replace the integration over $X$ in either (1.10) or (1.11) by integration over $Q$ (for dyadic $Q$). It is enough, in any homogeneous space, to replace the integration over $X$ by integration over appropriate enlargements of $Q$, for all dyadic $Q$; for specific results of this kind, see Theorem 1.2 of [SWZ]. Such results have useful applications to half-space estimates (e.g., Poisson integral estimates can be derived as corollaries of them, rather than requiring direct proofs; see the comments following Theorem 1.6 in [SWZ]).

It was recently shown in [WZ] that there is a “$B, B, B$” characterization of (1.3) for balls $B$, i.e., that (1.3) holds if and only if both

$$\left(\int_B T(\chi_B \, d\sigma)^q \, d\omega\right)^{1/q} \leq c |B|_\sigma^{1/p}, \tag{1.12}$$

$$\left(\int_B T^*(\chi_B \, d\omega)^{q'} \, d\sigma\right)^{1/p'} \leq c |B|_\omega^{1/q'} \tag{1.13}$$

hold for all balls $B$ in $X$, without assuming any group structure for $X$. Previously, such a result was not known even in Euclidean space. As an application of Theorem 1.1, we will show that if $X$ has a group structure, then there is an analogous result with balls replaced by translates of dyadic cubes. More precisely, we will prove the following theorem.

**Theorem 1.2.** Let $1 < p \leq q < \infty$, and let $\sigma$ and $\omega$ be locally finite Borel measures on a homogeneous space $X$ with a group operation “$+$” which satisfies (1.6). Let $T$ be defined by (1.1) with a kernel which satisfies (1.7). Then the strong-type
estimate (1.3) holds for all Borel measurable functions \( f \), with a constant \( c \) that is independent of \( f \), if and only if there exists a constant \( c \) such that both

\[
(\int_{Q+z} T(\chi_{Q+z} d\sigma)^q d\omega)^{1/q} \leq c |Q + z|_\sigma^{1/p},
\]

(1.14)

\[
(\int_{Q+z} T^*(\chi_{Q+z} d\omega)^{p'} d\sigma)^{1/p'} \leq c |Q + z|_\omega^{1/q'}
\]

(1.15)

hold for all dyadic cubes \( Q \in D \) and all \( z \in X \).

A similar result is proved in Theorem 1.3 of [SWZ], but with an additional condition on the kernel \( K \) of \( T \) (namely, condition (1.15) of [SWZ]).

For example, if \( X \) is Euclidean space with the usual structure, and \( D \) is the usual grid of dyadic cubes, then \( Q + z \) is also a cube whenever \( Q \in D \), and consequently, (1.3) is true if for all cubes \( J \), dyadic or not, we assume the analogues of (1.14) and (1.15) with \( Q + z \) replaced everywhere by \( J \), for all cubes \( J \). Moreover, since these analogues with \( J \) are clearly necessary for (1.3), it follows that there is a “\( J, J, J \)” characterization of (1.3) in Euclidean space, for all cubes \( J \), dyadic or not. This answers a question raised in [S3, Remark 2].

We will also prove the following analogous result concerning the weak-type estimate (1.2).

**Theorem 1.3.** Let \( 1 < p \leq q < \infty \), and let \( \sigma \) and \( \omega \) be locally finite Borel measures on a homogeneous space \( X \) with a group operation “+” which satisfies (1.6). Let \( T \) be defined by (1.1) with a kernel which satisfies (1.7). Then the weak-type estimate (1.2) holds for all Borel measurable functions \( f \), with a constant \( c \) that is independent of \( f \), if and only if there exists a constant \( c \) such that

\[
(\int_{Q+z} T^*(\chi_{Q+z} d\omega) d\sigma)^{1/p'} \leq c |Q + z|_\omega^{1/q'}
\]

(1.16)

for all dyadic cubes \( Q \in D \) and all \( z \in X \).

Again, in Euclidean space with the usual structure, it then follows that the weak-type estimate (1.2) is true if and only if for all cubes \( J \), dyadic or not, the analogue of (1.16) with \( Q + z \) replaced everywhere by \( J \) holds. In a slightly more restricted form, this sort of result was first proved in [S2]. In a homogeneous space, even without a group structure, a corresponding result of the \( B, B, B \) type for balls \( B \) was derived in [WZ], as mentioned earlier.

As the proof will show, Theorem 1.3 remains true for \( p = 1 \) and \( 1 < q < \infty \) if we replace (1.16) by

\[
\sigma - \text{ess sup}_{x \in Q+z} T^*(\chi_{Q+z} d\omega)(x) \leq C |Q + z|_\omega^{1/q'}
\]

(1.17)

for all \( z \in X \) and \( Q \in D \).

Our pointwise results hold for kernels satisfying (1.7) in the (more difficult) case \( p = q \).

**Theorem 1.4.** Let \( 1 < p < \infty \), and let \( \sigma \) and \( \omega \) be locally finite Borel measures on a homogeneous space \( X \) with a group operation “+” which satisfies (1.6). Let \( T \)
be defined by (1.1) with a kernel which satisfies (1.7). Suppose $T(1 \, d\omega)(x) \in L_{\sigma, \text{loc}}^{p'}$ and
\begin{equation}
T |T(1 \, d\omega)^{p'} \, d\sigma|(x) \leq C T(1 \, d\omega)(x) \quad \text{d\sigma-a.e.}
\end{equation}

Then the inequality
\begin{equation}
||T(1 \, d\omega)^{p'} \, d\sigma||_{L_{\tilde{\omega}}^p} \leq c ||f||_{L_\sigma^p}
\end{equation}
holds with a constant $c$ independent of $f$, where $\tilde{\omega}$ is defined by
\[
d\tilde{\omega}(x) = T(1 \, d\omega)^{p'}(x) \, d\sigma(x) = \left[ \int_X K(x, y) \, d\omega(y) \right]^{p'} \, d\sigma(x).
\]

Note that (1.19) always implies (1.3) with $p = q$ (see section 4, Corollary 4.2).

The proof of Theorem 1.4 makes use of our results on the discrete operator (Corollary 1.1) and is based on the useful inequality (see Lemma 4.1)
\begin{equation}
[T(f \, d\sigma)(x)]^p \leq C T [T(f \, d\sigma)^{p-1} \, d\sigma](x),
\end{equation}
where $f \in L_{\sigma, \text{loc}}^1 (f \geq 0), 1 < p < \infty$, and $C$ depends only on $p, \kappa$, and the constant $C_1$ from (1.7). In the special case of Riesz potentials, Theorem 1.4 (with a more difficult proof based on weak-type inequalities and interpolation) was obtained in [VW].

We will show later by using Theorem 1.1 that Theorem 1.4 remains true if one replaces the pointwise condition (1.18) by its discrete analogue
\begin{equation}
t_{\mathcal{G}} T(1 \, d\omega)^{p'} \, d\sigma|(x) \leq C t_{\mathcal{G}} T(1 \, d\omega)(x) \quad \text{d\sigma-a.e.,}
\end{equation}
where $C$ does not depend on the grid $\mathcal{G} = \mathcal{D}_m + z$.

Theorem 1.1 and some other facts about $t_{\mathcal{G}}$ are proved in section 2. The proofs of Theorems 1.2 and 1.3 are given in section 3, the strong-type result being proved last as a corollary of the weak-type result and the $X, Q, Q$ fact indicated in (1.10) and (1.11). In both these sections, in order to save repetition, we will use some facts and arguments from [SW] and [SWZ], but we give explicit references when this is the case. Theorem 1.4 and some other related pointwise results are proved in section 4.

2. THE DISCRETE OPERATOR

To prove Theorem 1.1, we will use some minor variants of $t_{\mathcal{G}}$ which we now describe. Let $\mathcal{G}$ denote the dyadic grid $\mathcal{D}_m + z$,
\[
\mathcal{G} = \{ E_j^k + z : k \geq m, j \geq 1 \}
\]
for fixed $m$ and $z$, where the cubes $E_j^k$ are as in (1.5). The value of $\lambda$ in (1.5) is assumed to be fixed: $\lambda = 8 \kappa^5$. If $Q$ is a cube in $\mathcal{G}$, then $Q = E_j^k + z$ for some $j$ and $k$, and we will say that $Q$ is a cube of level $k$. Given $x \in X$ and a cube $Q$ in $\mathcal{G}$ which contains $x$, and given $M = 1, 2, \ldots$, define $P_M(Q, x)$ to be the cube in $\mathcal{G}$ which contains $x$ and which is $M$ levels below $Q$; if no such cube exists, i.e., if $Q
belongs to one of the first $M - 1$ levels of $G$, define $P_M(Q, x)$ to be empty. Clearly, $P_M(Q, x) \subset Q$, due to the dyadic structure of $G$. Let

$$t_{G, M}^\ast(f \, d\sigma)(x) = \sum_{Q \in G: x \in Q} \phi_Q \int_{Q \setminus P_M(Q, x)} f(y) \, d\sigma(y),$$

(2.1)

for $f \geq 0$, where $\phi_Q$ is defined to be $\phi(Q^*)$, $Q^*$ being the containing ball of $Q$. Thus, if $x$ is fixed and $\{Q_k\}_{k \geq m}$ is the sequence of cubes of $G$ containing $x$, $Q_k$ being of level $k$, then

$$t_{G, M}^\ast(f \, d\sigma)(x) = \sum_{k = m}^{m+M-1} \phi_{Q_k} \int_{Q_k} f \, d\sigma + \sum_{k = m+M}^{\infty} \phi_{Q_k} \int_{Q_k \setminus Q_{k-M}} f \, d\sigma.$$  

(2.2)

Note that when $M = 1$, we have $t_{G, 1}^\ast = t_{G}^\ast$ and $P_1(Q, x) = P(Q, x)$. It is easy to see that

$$t_{G}^\ast(f \, d\sigma)(x) = \int_X k(x, y) f(y) \, d\sigma(y),$$

where the kernel $k(x, y)$ is defined by $k(x, y) = \phi_Q(x, y)$; here $Q(x, y)$ is the smallest cube in $G$ containing both $x$ and $y$. In particular, $k(x, y)$ is symmetric.

We also define, for $f \geq 0$,

$$T_G(f \, d\sigma)(x) = \sum_{Q \in G: x \in Q} \phi_Q \int_{Q} f(y) \, d\sigma(y),$$

(2.3)

and

$$M_G(f \, d\sigma)(x) = \sup_{Q \in G: x \in Q} \phi_Q \int_{Q} f(y) \, d\sigma(y).$$

(2.4)

The operator $T_G(f \, d\sigma)$ was defined in [SW] and [SWZ]. Its kernel $\tilde{K}(x, y)$ can be written as

$$\tilde{K}(x, y) = \sum_{Q \in G: x \in Q} \phi_Q = \sum_{Q \in G} \phi_Q \chi_Q(x) \chi_Q(y).$$

Lemma 2.1. For all $x$,

(i) $c_1 M_G(f \, d\sigma)(x) \leq t_G(f \, d\sigma)(x) \leq T_G(f \, d\sigma)(x),$

(ii) $t_G(f \, d\sigma)(x) \leq t_{G, M}(f \, d\sigma)(x) \leq c_2 T_G(f \, d\sigma)(x),$

where $c_1$ and $c_2$ are positive constants which depend only on $\kappa$ and the constants in (1.7), and $c_2$ also depends on $M$ (but $c_1$, $c_2$ do not depend on $G, x, f$ or $\sigma$).

Proof. The second inequality in (i) is obvious. To prove the first inequality in (i), fix $x$ and a cube $Q$ in $G$ which contains $x$. Write

$$Q = Q_m \cup \bigcup_{k = m+1}^{l} (Q_k \setminus Q_{k-1}),$$

where $Q_k$ is the cube of level $k$ containing $x$, and $Q_l = Q$. We will use the fact (see (4.3) of [SWZ]) that if $I$ and $J$ are cubes in $G$ with $I \subset J$, then $\phi_I \leq C \phi_I$ with $C$...
depending only on $\kappa$ and the constants in (1.7). Thus,

$$
\phi_Q \int_Q f \, d\sigma = \phi_Q \left[ \int_{Q_m} f \, d\sigma + \sum_{k=m+1}^{l} \int_{Q_k \setminus Q_{k-1}} f \, d\sigma \right]
$$

(5.2)

$$
\leq C \left[ \phi_{Q_m} \int_{Q_m} f \, d\sigma + \sum_{k=m+1}^{l} \phi_{Q_k} \int_{Q_k \setminus Q_{k-1}} f \, d\sigma \right],
$$

(since $Q_k \subset Q$ and so $\phi_Q \leq C \phi_{Q_k}$ for all $k$ with $m \leq k \leq l$)

$$
\leq C t_G(f \, d\sigma)(x) \quad \text{by (2.1) with } \ M = 1.
$$

This completes the proof of part (i).

To prove part (ii), fix $x$ and let $\{Q_k\}_{k \geq m}$ be the cubes in $G$ which contain $x$, with $Q_k$ a cube of level $k$. Fix $M$. The first estimate in (ii) is clearly true by using term-by-term comparison of the sums (2.2) for $t_{G,M}$ and $t_G$, together with the nestedness property $Q_k \subset Q_{k+1}$. To prove the second estimate in part (ii), consider a term in the second sum on the right of (2.2), i.e., a value of $k$ with $k \geq m + M$. Then

$$
\phi_{Q_k} \int_{Q_k \setminus Q_{k-M}} f \, d\sigma = \phi_{Q_k} \sum_{j=k-M+1}^{k} \int_{Q_j \setminus Q_{j-1}} f \, d\sigma
$$

$$
\leq C \sum_{j=k-M+1}^{k} \phi_{Q_j} \int_{Q_j \setminus Q_{j-1}} f \, d\sigma,
$$

as before since $Q_j \subset Q_k$ for $j \leq k$. Summing this over $k \geq m + M$ and changing the order of summation shows that the second sum in (2.2) is at most

$$
C \sum_{j=m+1}^{\infty} \sum_{k=j}^{j+M-1} \phi_{Q_j} \int_{Q_j \setminus Q_{j-1}} f \, d\sigma
$$

$$
= C \sum_{j=m+1}^{\infty} M \phi_{Q_j} \int_{Q_j \setminus Q_{j-1}} f \, d\sigma \leq CMt_G(f \, d\sigma)(x).
$$

Also, for a term in the first sum in (2.2), i.e., for $k = m, \ldots, m+M-1$, as in (5.5),

$$
\phi_{Q_k} \int_{Q_k} f \, d\sigma \leq C \left[ \phi_{Q_m} \int_{Q_m} f \, d\sigma + \sum_{j=m+1}^{k} \phi_{Q_j} \int_{Q_j \setminus Q_{j-1}} f \, d\sigma \right]
$$

$$
\leq C t_G(f \, d\sigma)(x).
$$

Again adding over such $k$, we see that the first sum in (2.2) is also bounded by $CMt_G(f \, d\sigma)(x)$. This proves the lemma.

**Lemma 2.2.** For all $x$,

$$
t_G(f \, d\sigma)(x) \leq C \begin{cases} T(f \, d\sigma)(x) \\ T^*(f \, d\sigma)(x) \end{cases}
$$

with $C$ depending only on $\kappa$ and the constants in (1.7), but not on $G, x, f, \sigma$.

Note that the first estimate in Lemma 2.2 is the same as in the first part of Theorem 1.1.
Proof. As mentioned earlier, similar estimates hold with $t_G$ replaced by $T_G$ provided we make an extra assumption on the kernel $K$. Fix $x$ and let $\{Q_k\}_{k \geq m}$ be the cubes in $G$ which contain $x$, as usual, with $Q_{m-1}$ empty. Then
\[
t_G(f \, d\sigma)(x) = \sum_{k \geq m} \phi_{Q_k} \int_{Q_k \setminus Q_{k-1}} f \, d\sigma.
\]
By (4.1) of [SWZ], $\phi_{Q_k} \leq C K(x, y)$ if $x, y \in Q_k$, with $C$ independent of $k, x, y$ and $G$. Thus, the last sum is at most
\[
C \sum_{k \geq m} \int_{Q_k \setminus Q_{k-1}} f(y) K(x, y) \, d\sigma(y)
\]
\[
\leq C \int_X f(y) K(x, y) \, d\sigma(y) = CT(f \, d\sigma)(x).
\]
This proves the first inequality in the lemma. Since $K(x, y)$ may be replaced above by $K(y, x)$, the second inequality follows similarly, and Lemma 2.2 is proved.

For each $m \in \mathbb{Z}$, consider the truncated operator $T_m$ defined by
\[
T_m(f \, d\sigma)(x) = \int_{\{y \in X : d(x, y) > \lambda^m\}} K(x, y) f(y) \, d\sigma(y), \quad x \in X,
\]
as in [SW]. We recall the notation
\[
||f||_{L^q_{\infty}} = \sup_{\rho > 0} \rho \{x \in X : |f(x)| > \rho\}^{1/q}.
\]

The following lemma, which improves Lemma 4.7 of [SW] and Lemma 3.1 of [SWZ], contains the remaining parts of Theorem 1.1.

Lemma 2.3. For $1 \leq q \leq \infty$,
\[
||T_m(f \, d\sigma)||_{L^q_{\infty}} \leq C \sup_{x \in X} ||t_{D_m + z}(f \, d\sigma)||_{L^q_{\infty}}
\]
and
\[
||T(f \, d\sigma)||_{L^q_{\infty}} \leq C \sup_{x \in X, m \in \mathbb{Z}} ||t_{D_m + z}(f \, d\sigma)||_{L^q_{\infty}}
\]
with $C$ independent of $m, f$ and $\omega$. For $1 < q < \infty$, the same estimates hold with $|| \cdot ||_{L^q_{\infty}}$ replaced by $|| \cdot ||_{L^q}$. Lemma 2.3 in fact holds for any norm. With $t_{D_m + z}(f \, d\sigma)$ replaced by the larger function $T_{P_m + z}(f \, d\sigma)$, Lemma 2.3 becomes the results in [SW] and [SWZ] mentioned above.

Proof. We adapt Lemma 4.7 of [SW], indicating the essential changes. Fix $m$, and for $k \in \mathbb{Z}$, $k > m$, define the truncation at infinity of the operator $T_m$ by
\[
T_m^k(f \, d\sigma)(x) = \int_{\{y \in X : \lambda^m < d(x, y) \leq \lambda^k\}} K(x, y) f(y) \, d\sigma(y).
\]
Let $B_k$ denote the ball of radius $\lambda^k$ about the identity element in $X$. We claim that for $x \in B_k$,
\[
T_m^k(f \, d\sigma)(x) \leq C \frac{1}{|B_{k+3}|} \int_{B_{k+3}} t_{D_m + z}(f \, d\sigma)(x) \, d\mu(z).
\]
We recall that \( t_{\mathcal{D}_m \cap \{ f \, d\sigma \}}(x) \) means \( t_{\mathcal{D}_m \cap \{ f \, d\sigma \}}(x) \), which by Lemma 2.1 (ii) is equivalent to \( t_{\mathcal{D}_m \cap \{ f \, d\sigma \}}(x) \) uniformly in \( m, z, x \) and \( f \). Thus, for \( x \in B_k, k > m \), and \( M \) to be chosen,

\[
\frac{1}{|B_{k+3}|} \int_{B_{k+3}} t_{\mathcal{D}_m \cap \{ f \, d\sigma \}}(x) \, d\mu(z)
\]

\[
\geq C_M \frac{1}{|B_{k+3}|} \int_{B_{k+3}} t_{\mathcal{D}_m \cap \{ f \, d\sigma \}}(x) \, d\mu(z)
\]

\[
= C_M \int_X \left( \frac{1}{|B_{k+3}|} \int_{B_{k+3}} \left[ \sum_{Q \in \mathcal{D}_m, x, y \in Q + z, y \notin \mathcal{M}(Q + z, x)} \phi_{Q + z} \right] \, d\mu(z) \right) f(y) \, d\sigma(y)
\]

by (2.1). We point out that the cube \( P_M(Q + z, x) \) depends on the grid, which is \( \mathcal{D}_m + z \) in the inner sum above.

Momentarily fix \( y \) with \( \lambda^m < d(x, y) \leq \lambda^k \) and choose \( l \in \mathbb{Z} \) with \( \lambda^{l-1} < d(x, y) \leq \lambda^l \), \( m < l \leq k \). Let \( \Omega \) be the set of all \( z \in B_{k+3} \) so that there is a cube \( Q \in \mathcal{D}_m \) with \( s(Q) = \lambda^l, x, y \in Q + z \) and \( y \notin \mathcal{M}(Q + z, x) \). For such a cube \( Q \), we have \( \phi_{Q + z} \geq C K(x, y) \), and so the last expression exceeds

\[
C_M \frac{1}{|\Omega|} \int_{B_{k+3}} T^k_m(f \, d\sigma)(x).
\]

This will imply (2.7) provided we also prove that

\[
(2.8) \quad |\Omega| \geq C |B_{k+3}|.
\]

Before proving (2.8), we note that the conclusion of the lemma follows from (2.7) since Minkowski’s inequality then implies

\[
||T^k_m(f \, d\sigma)||_{L^q(B_k)} \leq C \frac{1}{|B_{k+3}|} \int_{B_{k+3}} ||t_{\mathcal{D}_m \cap \{ f \, d\sigma \}}(x)||_{L^q} \, d\mu(z)
\]

\[
\leq C \sup_{z \in X} ||t_{\mathcal{D}_m \cap \{ f \, d\sigma \}}(x)||_{L^q},
\]

and the first inequality of the lemma follows by letting \( k \to \infty \). The second inequality follows from the first by letting \( m \to -\infty \). (Here and below we assume that \( \sigma(\{x\}) = 0 \) for all \( x \in X \) when letting \( m \to -\infty \) and using the monotone convergence theorem, because the domain of integration will be \( X \setminus \{x\} \), which cannot be replaced by \( X \) if \( x \) is a joint atom of \( \omega \) and \( \sigma \).)

The analogous weak-type estimates are proved similarly since \( ||\cdot||_{L^q(\infty)} \) is a norm for \( 1 < q < \infty \).

It remains to prove (2.8). The proof is similar to that of (4.9) of [SW]. Let

\[
\Gamma = \{ j : E_j^{l+1} \cap B(x, \lambda^{k+2}) \neq \emptyset \},
\]

where \( \{E_j^i\}_{i \geq m, j \geq 1} \) are the cubes in \( \mathcal{D}_M \). In particular,

\[
B(x_j^{l+1}, \lambda^{l+1}) \subset E_j^{l+1} \subset B(x_j^{l+1}, \lambda^{l+2}).
\]

Now suppose that \( z \in -B(x_j^{l+1}, \lambda^l) + x \). Then both \( x, y \in E_j^{l+1} + z \) as in [SW, p. 868]. We claim that \( y \notin P_M(E_j^{l+1} + z, x) \) if \( M \) is sufficiently large and fixed, \( M = 4 \) for example. We may assume that \( l + 1 \geq M + m \), since otherwise there
is nothing to prove. Since \( x - z \in E_{i_{j+1}} \), we then have \( x - z \in E_{i+1}^{l+1-M} \) for some \( i \), and therefore \( P_M(E_{i+1}^{l+1} + z, x) = E_{i+1}^{l+1-M} + z \). If \( y \in E_{i+1}^{l+1-M} + z \), then both

\[
d(y - z, x_{i+1}^{l+1-M}) \leq \lambda^{i+2-M} \quad \text{and} \quad d(x - z, x_{i+1}^{l+1-M}) \leq \lambda^{i+2-M},
\]

and consequently

\[
\lambda^{i-1} \leq d(x, y) = d(x - z, y - z) \leq \kappa [\lambda^{i+2-M} + \lambda^{i+2-M}] = 2\kappa \lambda^{i+2-M} < \lambda^{i+3-M},
\]

which is impossible if \( M = 4 \). This proves our claim.

It follows that if \( j \in \Gamma \) and \( M = 4 \), then \(-B(x_{j+1}^{l+1}, \lambda^i) + x\) satisfies all the requirements for being a subset of \( \bar{\Omega} \) except possibly for being a subset of \( B_{k+3} \). The argument to show that it is a subset of \( B_{k+3} \) and the rest of the verification of (2.8) are the same as in [SW], and we will not repeat them here. This completes the proof of Lemma 2.3, and so also of Theorem 1.1.

\[ \square \]

3. Proofs of the testing results

In order to prove (1.2) for \( 1 < q < \infty \), it is enough by the weak-type statement in Lemma 2.3 to show that

\[
\| t_G(f \, d\sigma) \|_{L_q^\infty} \leq C \| f \|_{L_q^p}
\]

with \( C \) independent of \( G \) and \( f \). In case \( p > 1 \), we shall use the following result.

**Theorem 3.1.** Suppose that \( 1 < p \leq q < \infty \), \( \omega \) and \( \sigma \) are nonnegative measures on a homogeneous space \((X, d, \mu)\), and \( t_G(f \, d\sigma) \) is the dyadic operator defined by (2.1) with \( M = 1 \). Then the weak-type inequality

\[
\| t_G(f \, d\sigma) \|_{L_q^\infty} \leq c_1 \| f \|_{L_q^p}
\]

holds for all \( f \geq 0 \), with \( c_1 \) independent of \( G \) and \( f \), if and only if

\[
\left( \int_Q t_G(\chi_Q \, d\omega)(x)^{p'} \, d\sigma(x) \right)^{1/p'} \leq c_2 |Q|^{1/q'}
\]

for all \( Q \) in \( G \) with \( c_2 \) independent of \( Q \) and \( G \). The constants \( c_1 \) and \( c_2 \) are equivalent.

We do need to assume that \( X \) has a group structure in Theorem 3.1. Moreover, there is an analogous result with \( t_G \) replaced everywhere by \( T_G \); its proof is slightly simpler than the one we shall give for \( t_G \).

**Proof of Theorem 3.1.** We first show that (3.3) implies (3.2). Fix \( f \geq 0 \), \( G \) and \( p, q \) with \( 1 < p \leq q < \infty \). We may assume without loss of generality that \( G \) is a (finite) collection consisting of a finite number of cubes at a certain level together with all dyadic subcubes of these. The first estimate of Lemma 1.1 (i) remains valid for such a collection. Since \( G \) is finite, \( t_G(f \, d\sigma) \) is bounded if \( f \in L_q^p \).

For \( \rho > 0 \), let

\[
\Omega_{\rho} = \{ x \in X : t_G(f \, d\sigma)(x) > \rho \}.
\]

Note that \( \Omega_{\rho} \) is the union of cubes in \( G \), since if \( x \in \Omega_{\rho} \) and \( \{Q_i\}_{i \geq 1} \) is the sequence of cubes in \( G \) satisfying \( x \in Q_i, Q_i \subset Q_{i+1} \) and \( Q_0 = \emptyset \), then
\[
\rho < t_G(f \, d\sigma)(x) = \sum_{i \geq 1} \phi_{Q_i} \int_{Q_i \setminus Q_i^{(1)}} f \, d\sigma = t_G(f \, d\sigma)(y) \quad \text{if} \quad y \in Q_1,
\]
and consequently, \(Q_1 \subset \Omega_\rho\).

Fix \(\rho > 0\) and a large positive number \(L\) to be chosen. Write \(\Omega_{\rho/L} = \bigcup_j Q_j\), where the \(Q_j\) are the maximal cubes in \(G\) which are contained in \(\Omega_{\rho/L}\). By maximality, the \(Q_j\) are pairwise disjoint. We claim that
\[
(3.4) \quad t_G(\chi_{Q_j} \, f \, d\sigma)(x) \leq \frac{\rho}{2} \quad \text{for all} \quad x \in Q_j,
\]
if \(L\) is large enough (independent of \(G, x, j\) and \(f\)). In case \(Q_j\) happens to be one of the top level cubes in \(G\), we have \(t_G(\chi_{Q_j} \, f \, d\sigma) = 0\) in \(Q_j\), and so (3.4) is then obvious. If \(Q_j\) is not a top level cube in \(G\), let \(\tilde{Q}_j\) be the next largest cube in \(G\) which contains \(Q_j\). By maximality, there is a point \(\xi \in \tilde{Q}_j \cap \Omega_{\rho/L}\). If \(x \in Q_j\), then by the dyadic structure,
\[
t_G(\chi_{Q_j} \, f \, d\sigma)(x) = \sum_{Q \in G : Q \supset \tilde{Q}_j} \phi_Q \int_{Q \setminus P(Q, \xi)} f \, d\sigma = \phi_{\tilde{Q}_j} \int_{\tilde{Q}_j \setminus Q_j} f \, d\sigma + \sum_{Q \in G : Q \supset \tilde{Q}_j} \phi_Q \int_{Q \setminus P(Q, \xi)} f \, d\sigma = I + II.
\]
We have
\[
I \leq \phi_{\tilde{Q}_j} \int_{\tilde{Q}_j} f \, d\sigma \leq M_G(f \, d\sigma)(\xi) \leq C t_G(f \, d\sigma)(\xi)
\]
since \(\xi \in \tilde{Q}_j\) and by Lemma 1.1 (ii), and so
\[
I \leq C \frac{\rho}{L} < \frac{\rho}{4} \quad \text{if} \quad L > 4C.
\]
Also, if \(Q \supset \tilde{Q}_j\) and \(x \in Q_j\), then \(P(Q, x) = P(Q, \xi)\), and therefore
\[
II \leq \sum_{Q \in G : Q \supset \tilde{Q}_j} \phi_Q \int_{Q \setminus P(Q, \xi)} f \, d\sigma \quad \text{if} \quad x \in \tilde{Q}_j
\]
\[
\leq t_G(f \, d\sigma)(\xi) < \frac{\rho}{L} < \frac{\rho}{4} \quad \text{if} \quad L > 4.
\]
Hence, for large \(L\), \(I + II < \rho/4 + \rho/4 = \rho/2\) if \(x \in Q_j\), and (3.4) is proved in all cases.

Thus if \(x \in \Omega_\rho \cap Q_j\), then
\[
t_G(\chi_{Q_j} \, f \, d\sigma)(x) = t_G(f \, d\sigma)(x) - t_G(\chi_{Q_j^c} \, f \, d\sigma)(x) > \rho - \rho/2 = \rho/2.
\]
By integrating over \(\Omega_\rho \cap Q_j\), we obtain
\[
(3.5) \quad \frac{\rho}{2} |\Omega_\rho \cap Q_j|_\omega \leq \int_{Q_j} t_G(\chi_{Q_j} \, f \, d\sigma) \, d\omega.
\]
Since \(\Omega_\rho \subset \Omega_{\rho/L}\),
\[
\Omega_\rho = \Omega_\rho \cap \Omega_{\rho/L} = \bigcup_j (\Omega_\rho \cap Q_j).
\]
Thus,
\[
\frac{\rho}{2} |\Omega_\rho|_\omega \leq \sum_j \frac{\rho}{2} |\Omega_\rho \cap Q_j|_\omega \\
\leq \sum_j \int_{Q_j} t\varphi(\chi_{Q_j}, f \, d\sigma) \, d\omega \quad \text{by (3.5).}
\]

Let us now show that \( t\varphi \) is self-adjoint. First note that if \( x, y \in Q \) then the statements \( y \in Q \setminus P(Q, x) \) and \( x \in Q \setminus P(Q, y) \) are equivalent. Hence, for any \( f, g \geq 0, \)
\[
\int_X t\varphi(f \, d\sigma)(x) \, g(x) \, d\omega(x) = \int_X \left[ \sum_{Q \in G} \phi_Q \int_{Q \setminus P(Q, x)} f(y) \, d\sigma(y) \right] g(x) \, d\omega(x) \\
= \int_X \left[ \sum_{Q \in G} \phi_Q \int_{Q \setminus P(Q, y)} g(x) \, d\omega(x) \right] f(y) \, d\sigma(y) \\
= \int_X \left[ \sum_{Q \in G} \phi_Q \int_{Q \setminus P(Q, y)} f(y) \, d\sigma(y) \right] g(x) \, d\omega(x) \\
= \int_X t\varphi(g \, d\omega)(y) \, f(y) \, d\sigma(y),
\]
as desired.

In particular, by (3.6),
\[
\frac{\rho}{2} |\Omega_\rho|_\omega \leq \sum_j \int_{Q_j} t\varphi(\chi_{Q_j}, d\omega) \, f \, d\sigma \\
\leq \sum_j \left( \int_{Q_j} t\varphi(\chi_{Q_j}, d\omega) \right)^{1/p'} \left( \int_{Q_j} f^p \, d\sigma \right)^{1/p} \quad \text{by Hölder’s inequality} \\
\leq \sum_j c_2 |Q_j|_\omega^{1/q'} \left( \int_{Q_j} f^p \, d\sigma \right)^{1/p} \quad \text{by (3.3)} \\
\leq c_2 \left( \sum_j |Q_j|_\omega^{p'/q'} \right)^{1/p'} \left( \int_{Q_j} f^p \, d\sigma \right)^{1/p} \quad \text{by Hölder’s inequality} \\
\leq c_2 \left( \sum_j |Q_j|_\omega^{1/q'} \right)^{1/q'} \left( \int_{Q_j} f^p \, d\sigma \right)^{1/p} \quad \text{since } p' \geq q' \\
\leq c_2 |\Omega_\rho/L|_\omega^{1/q'} \|f\|_{L^p_\omega}
\]
since the $Q_j$ are pairwise disjoint and $\bigcup Q_j = \Omega_{\rho/L}$. Therefore,

$$\rho^q |\Omega_{\rho}|_\omega = \rho^{q-1} \cdot |\Omega_{\rho}|_\omega \leq 2c_2 L^{q-1} \left\{ \left( \frac{\rho}{L} \right)^q |\Omega_{\rho/L}|_\omega \right\}^{1/q'} \|f\|_{L^{q'}},$$

and then, for any $N > 0$, since $0 < \rho < N$ implies that $0 < \rho/L < N$, we obtain

$$\sup_{0 < \rho < N} \rho^q |\Omega_{\rho}|_\omega \leq 2c_2 L^{q-1} \left\{ \sup_{0 < \rho < N} \rho^q |\Omega_{\rho}|_\omega \right\}^{1/q'} \|f\|_{L^{q'}}. \quad (3.7)$$

Since $\Omega_{\rho}$ is a union of cubes in $G$ and $G$ is finite,

$$|\Omega_{\rho}|_\omega \leq \sum_{Q \in G} |Q|_\omega = A_{\infty}$$

for all $\rho > 0$, and so

$$\sup_{0 < \rho < N} \rho^q |\Omega_{\rho}|_\omega \leq N A_{\infty}$$

for any $N < \infty$.

Thus, by dividing in (3.7), we obtain

$$\left\{ \sup_{0 < \rho < N} \rho^q |\Omega_{\rho}|_\omega \right\}^{1/q} \leq 2c_2 L^{q-1} \|f\|_{L^{q'}},$$

and (3.2) follows with $c_1 = 2c_2 L^{q-1}$ by letting $N \to \infty$ and the number of cubes in $G$ increase.

Conversely, to show that (3.2) implies (3.3), fix $Q$ and note that

$$\left( \int_X t_\varphi(\chi_Q d\omega)^{p'} d\sigma \right)^{1/p'} = \sup_{f : f \geq 0, \left\|f\right\|_{L^{q'}} = 1} \int_X t_\varphi(\chi_Q d\omega) f d\sigma$$

$$= \sup_{f : f \geq 0, \left\|f\right\|_{L^{q'}} = 1} \int_Q t_\varphi(f d\sigma) d\omega \quad \text{since } t_\varphi \text{ is self-adjoint}$$

$$= \sup_{f : f \geq 0, \left\|f\right\|_{L^{q'}} = 1} \int_0^\infty \{|x \in Q : t_\varphi(f d\sigma)(x) > \rho\}|_\omega d\rho$$

$$\leq \sup_{f : f \geq 0, \left\|f\right\|_{L^{q'}} = 1} \int_0^\infty \min\{|Q|_\omega, (c_1 \left\|f\right\|_{L^{q'}}/\rho)^q\} d\rho \quad \text{by (3.2)}$$

$$\leq \int_{c_1 |Q|_\omega^{-1/q}} \ |Q|_\omega d\rho + \int_{c_1 |Q|_\omega^{-1/q}}^\infty \left( \frac{c_1}{\rho} \right)^q d\rho$$

$$= 2c_1 |Q|_\omega^{1/q}.$$

This proves (3.3) with $c_2 = 2c_1$, and so completes the proof of Theorem 3.1. \qed

**Remark.** Minor modifications of the proof show that Theorem 3.1 remains true for $p = 1$ and $1 < q < \infty$ if (3.3) is replaced by

$$\sigma-\text{ess sup}_{x \in Q} t_\varphi(\chi_Q d\omega)(x) \leq c_2 |Q|_\omega^{1/q'}.$$
Proof of Theorem 1.3. As noted before, in order to prove (1.2), it is enough to prove (3.1) (or (3.2)) with a constant independent of $G$ and $f$, where $G = D_m + z$. Hypothesis (1.16) together with the second part of Lemma 2.2 implies that
\[
\left( \int_Q t_G (\chi_Q d\omega)(x) \right)^{1/p'} \leq C |Q|^{1/q'}
\]
for all $Q \in G$ for any such $G$, with $C$ independent of $Q$ and $G$. This is the same as (3.3), and consequently, the desired result follows immediately from Theorem 3.1. Conversely, the fact that (1.2) implies (1.16) can be proved by making minor modifications in the corresponding argument used for Theorem 3.1. We omit the details. \qed

Proof of Theorem 1.2. Testing (1.3) and (1.3*) with $f = \chi_Q + z$ gives (1.14) and (1.15) immediately. It is then enough to prove that (1.14) and (1.15) together imply (1.3), and so, as explained in the introduction, it is enough to show that they imply both (1.10) and (1.11) for every $Q \in D$. To check (1.11), fix $Q \in D$ and apply the same argument that we used above in the proof of Theorem 3.1 to show that (3.2) implies (3.3), but with $t_G$ replaced by $T^*$. Since the adjoint of $T^*$ is $T$, and since the weak-type estimate (1.2) follows by Theorem 1.3 from (1.15) (note that (1.15) and (1.16) are the same), we obtain (1.11) in this way. Similarly, by applying Theorem (1.3) to $T^*$ and using (1.14), we see that (1.10) holds, and the proof is complete. \qed

4. Pointwise results

To prove Theorem 1.4 we will need several lemmas. As in sections 1-3, we assume that $K$ satisfies (1.7) and that all annuli in $X$ are nonempty. From the latter assumption it follows (see [SW]) that the constant $C_2$ in (1.7) may be chosen to be arbitrarily large. We will assume that $C_2 > 2\kappa$, where $\kappa$ is the quasi-metric constant in (1.4).

Lemma 4.1. Suppose $1 < p < \infty$ and $\omega$ is a locally finite Borel measure on $X$. Then
\[
\left( \int_X K(x,y) d\omega(y) \right)^p \leq C \int_X K(x,y) \left[ \int_X K(y,z) d\omega(z) \right]^{p-1} d\omega(y),
\]
where $C$ depends only on $\kappa$, $C_1$, and $p$.

Proof. We will first prove (4.1) for $x \in X$ such that $\int_X K(x,y) d\omega(y) < \infty$. Let
\[
I = \int_X K(x,y) d\omega(y)
\]
and
\[
J = \int_X K(x,y) \left[ \int_X K(y,z) d\omega(z) \right]^{p-1} d\omega(y).
\]
Let us show that $I^p \leq C J$, where $C$ depends only on $\kappa$, $C_1$, and $p$. In what follows we may assume $J \leq I^p$. (Otherwise the desired inequality is obvious.)

First we consider the case $1 < p \leq 2$. Then
\[
I^p = \int_X K(x,y) \left[ \int_X K(x,z) d\omega(z) \right]^{p-1} d\omega(y) \leq I_1 + I_2,
\]
where

\[ I_1 = \int_X K(x, y) \left[ \int_{\{z: d(y, z) \leq C_2 d(x, z)\}} K(x, z) \, d\omega(z) \right]^{p-1} \, d\omega(y), \]

and

\[ I_2 = \int_X K(x, y) \left[ \int_{\{z: d(y, z) > C_2 d(x, z)\}} K(x, z) \, d\omega(z) \right]^{p-1} \, d\omega(y). \]

By (1.7), in the inside integral for \( I_1 \) we have \( K(x, z) \leq C_1 K(y, z) \). Thus,

\[ I_1 \leq \int_X K(x, y) \left[ \int_X C_1 K(y, z) \, d\omega(z) \right]^{p-1} \, d\omega(y) = C_1^{p-1} J. \]

To estimate \( I_2 \), we use Hölder’s inequality with exponents \( 1/(p-1) \) and \( 1/(2-p) \):

\[ I_2 \leq J^{2-p} \left\{ \int_X K(x, y) \left[ \int_{\{z: d(y, z) > C_2 d(x, z)\}} K(x, z) \, d\omega(z) \right] \, d\omega(y) \right\}^{p-1}. \]

By Fubini’s theorem

\[
\int_X K(x, y) \left[ \int_{\{z: d(y, z) > C_2 d(x, z)\}} K(x, z) \, d\omega(z) \right] \, d\omega(y) \\
= \int_X K(x, z) \left[ \int_{\{y: d(y, z) > C_2 d(x, z)\}} K(x, y) \, d\omega(y) \right] \, d\omega(z).
\]

Obviously,

\[ \int_{\{y: d(y, z) > C_2 d(x, z)\}} K(x, y) \, d\omega(y) \leq I. \]

Since \( p-1 \leq 1 \), we obtain from this

\[ \int_{\{y: d(y, z) > C_2 d(x, z)\}} K(x, y) \, d\omega(y) \leq \left[ \int_{\{y: d(y, z) > C_2 d(x, z)\}} K(x, y) \, d\omega(y) \right]^{p-1} I^{2-p}. \]

We next note that

\[ \{y: d(y, z) > C_2 d(x, z)\} \subset \{y: d(y, z) \leq C_2 d(x, y)\}. \]

Otherwise, if \( d(y, z) > C_2 d(x, z) \) and \( d(y, z) > C_2 d(x, y) \), then by (1.4)

\[ 2 d(y, z) > C_2 d(x, z) + C_2 d(x, y) \geq \frac{C_2}{\kappa} d(y, z), \]

which contradicts the fact that \( C_2 > 2\kappa \). Thus

\[ \int_{\{y: d(y, z) > C_2 d(x, z)\}} K(x, y) \, d\omega(y) \leq \int_{\{y: d(z, y) \leq C_2 d(x, y)\}} K(x, y) \, d\omega(y) \]

\[ \leq C_1 \int_X K(z, y) \, d\omega(y) \]
by (1.7). From the preceding inequalities, we have

\[ \int_X K(x, y) \left[ \int_{\{z : d(y, z) > C_2 d(x, z)\}} K(x, z) \, d\omega(z) \right] \, d\omega(y) \]

\[ \leq I^{2-p} \int_X K(x, z) \left[ C_1 \int_X K(z, y) \, d\omega(z) \right]^{p-1} \, d\omega(z). \]

From this and (4.3) it follows that

\[ I_2 \leq I^{2-p} \left\{ I^{2-p} \int_X K(x, z) \left[ C_1 \int_X K(z, y) \, d\omega(y) \right]^{p-1} \, d\omega(z) \right\}^{p-1} \]

\[ = C_1^{(p-1)2} I^{p(2-p)} J^{p-1}. \]

Combining the estimates for \( I_1 \) and \( I_2 \), we obtain

\[ I^p \leq I_1 + I_2 \leq C_1^{p-1} J + C_1^{(p-1)2} I^{p(2-p)} J^{p-1}, \]

where \( 1 < p \leq 2 \). We have assumed \( J \leq I^p < \infty \), which implies \( J \leq I^{p(2-p)} J^{p-1} \). From this and the preceding inequality we have

\[ I^p \leq (C_1^{p-1} + C_1^{(p-1)2}) I^{p(2-p)} J^{p-1}, \]

which yields

\[ I^p \leq C_1^{p-1} (1 + C_1^{(p-1)(2-p)}) \frac{1}{1/(p-1)} J, \]

for \( 1 < p \leq 2 \).

We now prove that \( I^p \leq C J \) in the easier case \( p > 2 \). We assume again that \( I < \infty \). Using a similar inequality for \( p = 2 \) proved above and Hölder’s inequality with exponent \( p - 1 \), we have

\[ I^2 \leq C \int_X K(x, y) \left[ \int_X K(y, z) \, d\omega(z) \right] \, d\omega(y) \]

\[ \leq C \left\{ \int_X K(x, y) \left[ \int_X K(y, z) \, d\omega(z) \right]^{p-1} \, d\omega(y) \right\}^{1/(p-1)} \]

\[ \times \left\{ \int_X K(x, y) \, d\omega(y) \right\}^{(p-2)/(p-1)} = C J^{1/(p-1)} I^{(p-2)/(p-1)}, \]

which clearly implies \( I^p \leq C J \).

It remains to prove (4.1) for \( x \) such that \( I = \int_X K(x, y) \, d\omega(y) = \infty \). We define the truncated kernel \( K_N \) \( (N = 1, 2, \ldots) \) by \( K_N(x, y) = \min[K(x, y), N] \). It is easily seen that \( K_N \) satisfies (1.7) with the same constants \( C_1 \) and \( C_2 \) independent of \( N \).

Since \( \omega \) is locally finite, we see that for all balls \( B \) in \( X \)

\[ \int_B K_N(x, y) \, d\omega(y) < \infty, \quad \text{and} \quad \sup_{B, N} \int_B K_N(x, y) \, d\omega(y) = \infty. \]

Applying the argument used above, we obtain

\[ \left[ \int_B K_N(x, y) \, d\omega(y) \right]^p \leq C \int_B K_N(x, y) \left[ \int_B K_N(y, z) \, d\omega(z) \right]^{p-1} \, d\omega(y), \]
with a constant $C$ independent of $B$ and $N$. Taking the supremum over all $B$ on both sides of the preceding inequality and letting $N \to \infty$, we see that the right-hand side of (4.1) is also infinite. Thus (4.1) holds for all $x \in X$. The proof of Lemma 4.1 is complete.

Applying Lemma 4.1 to $d\omega(x) = f(x)\,d\sigma(x)$, we immediately obtain the following statement.

**Corollary 4.1.** Suppose $1 < p < \infty$, and $f \in L^1_{\sigma,\text{loc}}$ $(f \geq 0)$. Suppose $K$ satisfies (1.7). Then

\[
(4.7) \quad [T(f\,d\sigma)(x)]^p \leq C T[f\,T(f\,d\sigma)^{p-1}\,d\sigma](x),
\]

where $C$ depends only on $\kappa$, $C_1$, and $p$.

Let

\[
d\omega_1(y) = [T^*(1\,d\omega)]^{p'}(y)\,d\sigma(y) = \left[\int_X K(x,y)\,d\omega(x)\right]^{p'}\,d\sigma(y).
\]

**Corollary 4.2.** Suppose that the kernel $K$ satisfies (1.7). Suppose $1 < p < \infty$ and $f \in L^p_p$. Then the inequality

\[
(4.8) \quad \|T(f\,d\sigma)\|_{L^p} \leq |C|\|T(f\,d\sigma)\|_{L^{p+1}_{\omega,1}}^{1/p'}\|f\|_{L^p},
\]

holds with $\omega_1$ in place of $\omega$ and a constant $c_1$ independent of $f$. Moreover,

\[
(4.9) \quad [T(f\,d\sigma)(x)]^p \leq C T[f\,T(f\,d\sigma)^{p-1}\,d\sigma](x).
\]

From this by Fubini’s theorem and Hölder’s inequality it follows that

\[
\int_X T(f\,d\sigma)^p\,d\omega \leq C \int_X T[f\,T(f\,d\sigma)^{p-1}\,d\sigma]\,d\omega = C \int_X f\,T(f\,d\sigma)^{p-1}\,T^*(1\,d\omega)\,d\sigma \leq C \|f\|_{L^p} \|T(f\,d\sigma)\|_{L^{p+1}_{\omega,1}}^{p-1},
\]

which proves (4.8). Then obviously (4.7) and (4.8) yield (4.6). The proof of Corollary 4.2 is complete.

The next lemma is an analogue of Theorem 1.4 with (1.18) replaced by

\[
(4.10) \quad T^*[T^*(1\,d\omega)^{p'}\,d\sigma](x) \leq C T^*(1\,d\omega)(x) \quad \text{d}\sigma\text{-a.e.}
\]

Here

\[
T^*(f\,d\omega)(y) = \int_X K(x,y)\,f(x)\,d\omega(x), \quad y \in X.
\]

We set $\omega_0 = \omega$, and

\[
d\omega_j(y) = T^*(1\,d\omega_{j-1})^{p'}(y)\,d\sigma(y) = \left[\int_X K(x,y)\,d\omega_{j-1}(x)\right]^{p'}\,d\sigma(y)
\]

for $j = 1, 2$. 
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Lemma 4.2. Suppose $T^*(1 \, d\omega) \in L^{p^*}_{\sigma, \text{loc}}$ and (4.10) holds, i.e.,

$$T^*(1 \, d\omega_1)(x) \leq C T^*(1 \, d\omega)(x) \, \text{d}\sigma - \text{a.e.} \tag{4.11}$$

Then

$$||T(f \, d\sigma)||_{L^p_{\omega_j}} \leq c_j ||f||_{L^p_{\sigma}}, \tag{4.12}$$

where $c_j$ is independent of $f$ ($j = 0, 1, 2$).

Proof. It suffices to prove (4.12) for $j = 1$, since the case $j = 0$ then follows by Corollary 4.2 and the case $j = 2$ by (4.11). Note that our hypothesis that $T^*(1 \, d\omega) \in L^{p^*}_{\sigma, \text{loc}}$ implies that $\omega_1$ is locally finite, and (4.11) implies that $\omega_2 \leq C \omega_1$ as measures. We denote by $T_N$ the integral operator

$$T_N(f \, d\sigma)(x) = \int_X K_N(x, y) f(y) \, d\sigma(y)$$

with the truncated kernel $K_N(x, y) = \min\{K(x, y), N\}$ in place of $K(x, y)$. As was mentioned in the proof of Lemma 4.1, $K_N$ satisfies (1.7) with the same constants $C_1$ and $C_2$ independent of $N$. We will first prove the inequality

$$||T_N(f \, d\sigma)||_{L^p_{\omega_1}} \leq c ||f||_{L^p_{\sigma}}, \tag{4.13}$$

with a constant $c$ independent of $f \in L^p_{\sigma}$ and $N$. Then (4.12) will follow by letting $N \to \infty$.

We can assume without loss of generality that $f \geq 0$ vanishes outside some fixed ball $B$ in $X$. By Corollary 4.1 with $T_N$ in place of $T$, we have

$$\int_X T_N(f \, d\sigma)^p \, d\omega_1 \leq C \int_X [T_N(f \, d\sigma)^{p-1}] \, d\omega_1.$$ 

Using Fubini’s theorem and Hölder’s inequality, as in the proof of Corollary 4.2, we get

$$\int_X T_N(f \, d\sigma)^p \, d\omega_1 \leq C \int_B f T_N(f \, d\sigma)^{p-1} T_N^*(1 \, d\omega_1) \, d\sigma$$

$$\leq C ||f||_{L^p_{\sigma}} \left( \int_B T_N(f \, d\sigma)^p \, d\omega_2 \right)^{1/p’}.$$  

By (4.11),

$$\int_B T_N(f \, d\sigma)^p \, d\omega_2 \leq C \int_B T_N(f \, d\sigma)^p \, d\omega_1 < \infty; \tag{4.15}$$

the right-hand side of the preceding inequality is finite because $T_N(f \, d\sigma)$ is obviously bounded and $\omega_1$ is assumed to be locally finite. Hence the left-hand side of (4.14) is also finite, and it follows from (4.14) and the first inequality in (4.15) that

$$\int_X T_N(f \, d\sigma)^p \, d\omega_1 \leq C ||f||_{L^p_{\sigma}} \left( \int_X T_N(f \, d\sigma)^p \, d\omega_1 \right)^{1/p’} < \infty.$$ 

The preceding inequality implies (4.13), which completes the proof of Lemma 4.2. \qed

By applying Lemma 4.2 with the roles of $T$ and $T^*$ interchanged (including the $T^*$ which appears in the definition of $\omega_1$), and then applying Corollary 1.1 to the resulting conclusion, we complete the proof of Theorem 1.4.
Taking into account that \( t_G \) is self-adjoint, we now show that we can replace \( T^* \) in the pointwise condition (4.10) of Lemma 4.2 above by its discrete version involving \( t_G \), where \( G = D_m + z \).

**Corollary 4.3.** Suppose \( t_G(1 \, d\omega) \in L^p_{\sigma, \text{loc}} \) and

\[
(4.15) \quad t_G(t_G(1 \, d\omega)^p \, d\sigma)(x) \leq C \, t_G(1 \, d\omega)(x) \quad d\sigma \text{-a.e.},
\]

where \( C \) does not depend on the grid \( G = D_m + z \). Then (1.19) holds.

**Proof.** Corollary 4.3 follows from Theorem 1.1 and Theorem 1.4 (applied to \( t_G \)) provided we know that the kernel \( k(x, y) \) of \( t_G \) satisfies (1.7). To show that this is the case, we note that, as was mentioned in section 2, \( k(x, y) = \phi_Q(x, y) \), where \( Q(x, y) \) is the smallest cube in \( G \) containing both \( x \) and \( y \). Given \( x, y \) and \( x', y' \) with \( d(x, y') \leq C \, d(x, y) \), it is easily seen that the smallest dyadic cube \( Q' = Q(x, y') \) containing both \( x \) and \( y' \) is a subset of a fixed enlargement of \( Q = Q(x, y) \). The same is obviously true for the corresponding containing balls \( B' \) and \( B \) of \( Q' \) and \( Q \). Since \( k(x, y') = \phi_{Q'} = \phi(B') \) and \( k(x, y) = \phi_Q = \phi(B) \) by the definition of \( \phi_Q \), the desired inequality \( k(x, y) \leq C \, k(x', y) \) then follows from the following properties of \( \phi(B) \): If \( B \) and \( B' \) are balls and \( B' \subset B \), then \( \phi(B) \leq C \, \phi(B') \); also, for any ball \( B \) we have that \( \phi(B) \leq C \, \phi(2B) \) (see \[SWZ\]). Thus \( \phi(B) \leq C \, \phi(B') \), which proves the first property in (1.7). The second one reduces to the first one because \( k(x, y) \) is symmetric. This completes the proof of Corollary 4.3.
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