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Abstract. This paper considers the negative gradient trajectories associated with the modified total squared curvature functional \( \int k^2 + \nu ds \). The focus is on the limiting behavior as \( \nu \) tends to zero from the positive side. It is shown that when \( \nu = 0 \) spaces of curves exist in which some trajectories converge and others diverge. In one instance the collection of critical points splits into two subsets. As \( \nu \) tends to zero the critical curves in the first subset tend to the critical points present when \( \nu = 0 \). Meanwhile, all the critical points in the second subset have lengths that tend to infinity. It is shown that this is the only way the Palais-Smale condition fails in the present context. The behavior of the second class of critical points supports the view that some of the trajectories are ‘dragged’ all the way to ‘infinity’. When the curves are rescaled to have constant length the Euler figure eight emerges as a ‘critical point at infinity’. It is discovered that a reflectional symmetry need not be preserved along the trajectories. There are examples where the length of the curves along the same trajectory is not a monotone function of the flow-time. It is shown how to determine the elliptic modulus of the critical curves in all the standard cases. The modulus \( p \) must satisfy \( 2E(p)/K(p) = 1 \pm |g|/\tilde{L} \) when the space is limited to curves of fixed length \( \tilde{L} \) and the endpoints are separated by the vector \( g \).

1. Introduction

1.1 The total squared curvature. Let \( \gamma \) be a smooth curve in the Euclidean plane and let \( k \) be its signed curvature. The quantity \( F(\gamma) = \int \gamma k^2 ds \) is known as the total squared curvature. \( F(\gamma) \) has a physical interpretation as the ‘elastic’ energy stored in a thin rod shaped as \( \gamma \). It is possible to extend the notion of curvature to curves in any Riemannian manifolds. In this case the curvature is often referred to as the geodesic curvature. A geodesic is a curve with identically zero curvature. Geodesics are global minimizers of the total squared curvature.

1.2 Closed geodesics. In order to have zero curvature a curve must satisfy the so-called ‘geodesic equation’. Non-trivial periodic solutions of the geodesic equation are called closed geodesics. Note that both the curve and its tangent curve must be smooth and periodic. There is of course no guarantee that there exists a closed geodesic through a given point with a given tangent direction. The need to ‘search’ for correct initial data is one motivation behind the introduction of various ‘energy’
reducing flows. These flows by definition take place in a space of closed curves, so the boundary conditions are automatically satisfied.

1.3 Gradient flows. An obvious candidate for an energy reducing flow is the negative gradient flow associated with the length functional \( L(\gamma) = \int_0^1 |\gamma'(t)| \, dt \). For technical reasons it turns out that a better quantity is given by the ‘total kinetic’ energy \( E(\gamma) = \int_0^1 |\gamma'(t)|^2 \, dt \). With \( E \) in mind Palais [10] and Klingenberg [2] showed how spaces of closed curves can be a given the structure of a Hilbert manifold where the notions of gradients, trajectories and flows are available.

Note that \( E \) is defined and globally minimized on trivial curves (i.e., constant curves with the image a single point.) It follows that a closed geodesic in a trivial homotopy class it is not expected to be an ‘attractor’ of the negative gradient vector field associated with \( E \).

1.4 The curve straightening flow. Things are improved if \( E \) is replaced by \( F \). A shrinking ‘circle’ has ever increasing total squared curvature, so the trivial curves are avoided. It is tempting to restrict \( F \) to the curves of constant speed, since this simplifies the curvature formula a great deal. This kind of restriction does not fit the Palais-Klingenberg framework. There is however a related Hilbert manifold where the analysis of \( F \) is carried out, see [4] and [5]. In this setting the flow along the negative gradient trajectories of \( F \) is what is known as the curve straightening flow.

1.5 Existence of geodesics in surfaces with trivial homotopy. Imagine a compact surface diffeomorphic to a sphere. A good example is something like an asymmetrical egg. It has recently been established that there exist infinitely many ‘geometrically distinct’ (i.e., ‘visibly’ different) closed geodesics in each such surface; see [1]. The interest in the curve straightening flow is fueled by the prospect of numerical implementations which would generate closed geodesics.

1.6 The Palais-Smale condition and convergence of the trajectories. Let \( \Lambda : X \to [0, \infty) \) be a smooth nonlinear functional on a complete Hilbert manifold \( X \). It is important that \( \Lambda \) is bounded from below. Proposition 3.1 shows that the negative gradient trajectories of \( \Lambda \) extend indefinitely. As the flow-time increases without bounds the gradient of \( \Lambda \) tends to zero. Let \( x_n \) be any sequence in \( X \) such that \( \Lambda(x_n) \) is bounded and \( \|\nabla \Lambda(x_n)\| \to 0 \). The Palais-Smale condition is said to be satisfied if it is always true that \( x_n \) has a convergent subsequence. In the context of curve straightening the P-S condition is known to be satisfied when the domain consists of curves of fixed length, or if \( F \) is modified by adding a term \( \nu L \) where \( \nu > 0 \). It follows that in both cases all the trajectories converge to critical points. Another consequence is the existence of global minimizers in the two cases.

1.7 Examples where the Palais-Smale condition fails. From Section 1.6 it is seen that, to have any opportunity to violate the Palais-Smale condition, it is necessary that the length of the curves is unconstrained and that \( \nu = 0 \). The P-S condition is not satisfied for closed curves in the standard round sphere. To see this let \( \gamma_n \) be the curve which wraps around the equator \( n \) times at a constant speed. Each \( \gamma_n \) is a geodesic, so the total squared curvature is zero and the gradient is also zero. This sequence of curves does not converge. Note that this is not an example of a negative gradient trajectory which does not converge. It is not known if any of the trajectories diverge in this case.
Another example is given by the closed curves in the Euclidean plane. In this case there is no global minimizer. To see this, consider circles of ever increasing radius. The total squared curvature tends to zero, but there is no closed geodesic in the Euclidean plane.

1.8 Motivation. The purpose of this paper is to present results that shed light on the behavior of the trajectories as \( \nu \) tends to zero from the positive side. Keep in mind that all geodesics are global minimizers only if \( \nu = 0 \). It is a significant open problem to determine if all the trajectories converge when \( \nu = 0 \). If there are divergent trajectories it is of interest to know how this can be, especially considering the absence of divergent trajectories when \( \nu > 0 \).

1.9 Non-closed curves in the Euclidean plane. The space of non-closed curves in the Euclidean plane serves as the primary example in this paper. There is a global minimum given by the straight line segment between the two endpoints. Unlike the case of closed curves, this is consistent with a satisfied P-S condition. Interestingly, there is also an infinite but countable collection of non-geodesic critical points. This collection does not yield a sequence which violates the P-S condition, because there is no infinite subcollection on which \( F \) is bounded.

1.10 The main results. In the space of non-closed curves in the Euclidean plane it is shown that when \( \nu = 0 \) some trajectories converge and others diverge. This happens despite the fact that when \( \nu \) is positive all trajectories converge. The underlying source of this behavior is discovered.

When \( \nu \) is positive the collection of critical points is separated into two sub-collections. As \( \nu \to 0^+ \) the curves in the first sub-collection converge to the critical points present when \( \nu \) is zero. Curves in the second sub-collection have lengths which tend to infinity as \( \nu \to 0^+ \). In this paper the second kind of critical points are said to ‘migrate’ to infinity. If the curves of ever increasing length are ‘normalized’ to have a fixed length, then the Euler figure eight or half of it (and multiple covers) emerge as ‘critical points at infinity’.

Several examples are given to illustrate this. These examples suggest the following picture when the space of curves is viewed as a closed unbounded infinite-dimensional Hilbert manifold. When \( \nu > 0 \) each critical point attracts some trajectories. As \( \nu \) is decreased towards zero some of the critical points migrate to infinity and in the process ‘drag’ some of the trajectories to infinity. When \( \nu = 0 \) there are invisible critical points at ‘infinity’ that attract trajectories.

1.11 Some additional results. The author’s work [9] is here extended to include the case of non-zero \( \nu \). When the Euler-Lagrange system is reduced it yields some strikingly compact formulas which determine the Jacobi elliptic modulus. The relationship between the parameter \( \nu \) and the length constrained Lagrange multiplier is clarified. Proposition 3.2 implies that the P-S condition is satisfied when the curves have bounded length. A series of numerical simulations are presented which illustrate the negative gradient flow. The case of planar closed curves of fixed length is illustrated in [6] and [7]. In [6] it is shown that certain rotational and reflectional symmetries are preserved. By contrast it is here shown that for non-closed curves the prevalent behavior is to break reflectional symmetry. There may be a different choice of Riemannian metric in the space of curves where reflectional symmetry is preserved under curve straightening.
It is shown in [9] that there are very long curves with arbitrary small total squared curvature. There are trajectories where the lengths of the curves are monotonically increasing. There are also trajectories converging to the straight line between the endpoints where the lengths of the curves are monotonically decreasing. What is somewhat surprising (if not annoying) is the existence of trajectories on which the curves temporarily get longer before they eventually get shorter. The total squared curvature is of course always monotonically decreasing. This new fact is yet another example of the many differences between curve straightening and the Gage-Hamilton-Grayson curve-shortening flow.

1.12 The principal of constraint removal. The spaces of curves associated with the various types of constraints are all represented as submanifolds of a single Hilbert manifold. It is very useful to solve a variational problem in the presence of all potential constraints. A case corresponding to a subset of all the potential constraints utilizes the same symbolic relationships to characterize critical points as the general case. Removing a constraint simply involves setting each multiplier associated with the constraint equal to zero, and changing the unconstrained quantity to an unknown. This preserves the number of equations as well as the number of unknowns. The principle asserts that when the general set of symbolic relationships is reinterpreted in this way, the result is the correct characterization of critical points in the special case.

1.13 Open problems for closed curves when $\nu = 0$. It is not known if all the curve straightening trajectories converge in the space of closed curves in the standard round sphere. In the hyperbolic plane the P-S condition is not satisfied when the rotation number is 2 or higher. The reason is that there is no global minimizer (the case 3 or higher is in [3] and the case 2 is in [12]). When the rotation number is 1 it is not known if the P-S condition is satisfied. The work by Steinberg has ruled out the existence of migrating critical points in this case. It is not known, in any space of curves, if the absence of migrating critical points forces convergence of the curve straightening trajectories.

1.14 Organization. The paper is organized as follows:
1. Introduction.
2. Existence of critical points.
3. Behavior along the trajectories.

2. Existence of critical points

2.1 The setup.

2.1.1 Indicatrices. Consider curves $\gamma$ in the Euclidean plane. Let $C$ denote the set of complex numbers and let $I = [0, 1]$. Let $\gamma : I \longrightarrow C$ be a continuously differentiable regular curve of length $L$ which is parameterized so that $|\gamma'(s)| = L$. Associated with $\gamma$ is its real valued continuous tangent indicatrix $\theta : I \longrightarrow R$ defined by $\gamma'(s) = Le^{i\theta(s)}$. Let $g \in C$ be given and possibly zero. Note that $\gamma$ has endpoints separated by $g$ whenever $\int_I e^{i\theta} = g$. Suppose $\theta_0$ and $\theta_1$ are given real numbers. The assumptions $\theta(0) = \theta_0$ and $\theta(1) = \theta_1$ correspond to prescribing the tangent directions of $\gamma$ at the endpoints. With $g = 0$ and $\theta_1 - \theta_0 = n \cdot 2\pi$ the curves are $C^1$-closed and $n$ is the rotation number of $\gamma$.
2.1.2 The choice of domain. The signed curvature \( k \) of \( \gamma \) is given by \( k = \dot{\theta}/L \). Our analysis concerns the modified total squared curvature functional \( J'(\theta, L) = (\frac{1}{2\pi} \int_I \dot{\theta}^2) + \nu L \), where \( \nu \) is a real valued parameter. The largest possible domain for \( J' \) is given by \( H \times \mathbb{R}^+ \), where \( H \) is the Sobolev space of absolutely continuous functions with Lebesgue square integrable derivatives, and \( \mathbb{R}^+ \) is the set of positive reals. We identify the tangent spaces with \( H \times \mathbb{R} \) and use the inner product
\[
\langle (v_\theta, v_L), (w_\theta, v_L) \rangle = v_\theta(0)w_\theta(0) + \int_I \dot{v}_\theta \dot{w}_\theta + v_L w_L.
\]

2.1.3 Constraints. The space \( H \times \mathbb{R}^+ \) represents all curves in the plane. The analysis concerns three different types of constraints. Each individual constraint ‘generates’ a closed submanifold of \( H \times \mathbb{R}^+ \). If two or more constraints are present, one must check that the associated submanifolds intersect transversally in order to conclude that the intersection is a manifold. Curves that are constrained to have endpoints separated by \( g \) constitute a corresponding submanifold denoted by \( \Omega \). If the curves are required to have some fixed length \( \bar{L} \), write \( \Omega_{\bar{L}} \). It is the angle is fixed at a parameter \( \bar{s} \), write \( \Omega_{\theta_{\bar{s}}} \).

Let the following functionals be defined on \( H \times \mathbb{R}^+ \): \( \Lambda_g(\theta, L) = L \int_I e^{i\theta} - g \), \( \Lambda_{\bar{L}}(\theta, L) = L - \bar{L} \), and \( \Lambda_{\theta_{\bar{s}}}(\theta, L) = \theta(\bar{s}) - \theta \). The submanifolds \( \Omega, \Omega_{\bar{L}} \) and \( \Omega_{\theta_{\bar{s}}} \) are given as inverse images of 0 using these three functionals.

To be convinced that \( \Omega, \Omega_{\bar{L}} \) and \( \Omega_{\theta_{\bar{s}}} \) are submanifolds, compute the directional derivatives of the three functionals and show that they are onto. Since \( H \times \mathbb{R}^+ \) is complete ‘locally’, the implicit function theorem is applicable. Let \( (v_\theta, v_L) \) be a tangent vector; then \( \Lambda'_{\theta}(v_\theta, v_L) = v_L \int_I e^{i\theta} + iL(v_\theta(1)) \int_I e^{i\theta} - \int_I \dot{v}_\theta \int_0^1 e^{i\theta} \), \( \Lambda'_{\bar{L}}(v_\theta, v_L) = v_L \), and \( \Lambda'_{\theta_{\bar{s}}}(v_\theta, v_L) = \theta(\bar{s}) \). It is not difficult to check that these maps are onto. The only time things are not straightforward is when \( g = 0 \); see [8].

2.1.4 Gradient. Recall that if \( F : X \longrightarrow \mathbb{R} \) is a functional on a Riemannian (Hilbert) manifold then the gradient \( \nabla F(x) \) is defined using the Riesz representation theorem. For each fixed \( x \in X \) it is required that \( DF(x)v = \langle \nabla F(x), v \rangle \) for all tangent vectors \( v \in T_xX \). The directional derivative of \( J' \) in the direction \( v = (v_\theta, v_L) \) is given by
\[
D J'(\theta, L)v = \frac{1}{L} \int_I \dot{\theta} \dot{v}_\theta - \frac{v_L}{2L^2} \int_I \dot{\theta}^2 + \nu v_L.
\]

It is easy to check that \( \nabla J'(\theta, L) = (\frac{1}{L}(\theta(s) - \theta(0)), -\frac{1}{2L^2} \int_I \dot{\theta}^2 + \nu) \).

In the presence of constraints, an element \( (\theta, L) \) is said to be a critical point whenever the tangential projection of \( \nabla J'(\theta, L) \) vanishes. The tangential projection is computed by subtracting the normal component of \( \nabla J'(\theta, L) \) from \( \nabla J'(\theta, L) \). Note that the normal spaces associated with the constraints considered in this paper are finite dimensional. The following is a standard result in Hilbert space theory. Every continuous linear map which is onto has a transpose which is onto the space normal to the kernel of the linear map. In our case the manifolds are given as level sets, so the kernel is equal to the tangent space.

2.1.5 Span of the normal space. In the complex plane \( C \) use the real inner product \( \langle v, w \rangle_C = Re(v \bar{w}) \). Given a complex number \( \lambda \), determine \( D\Lambda^T_g \) so that
\[
\langle D\Lambda_g(v_\theta, v_L), \lambda \rangle_C = \langle (v_\theta, v_L), D\Lambda^T_g(\lambda) \rangle.
\]
The formulas are derived in [8] and they also appear later in Proposition 3.2. The normal spaces of \( \Omega_L, \Omega_{\theta_0} \) and \( \Omega_{\theta_1} \) are one-dimensional and are spanned by \( \nabla \Lambda_L = (0, 1), \nabla \Lambda_{\theta_0} = (1, 0) \) and \( \nabla \Lambda_{\theta_1} = (1 + s, 0) \) respectively.

When several of the constraints are imposed at the same time the corresponding submanifold is the intersection of each individual submanifold. In the context covered by this paper the various submanifolds intersect transversally; see [8]. It follows that the intersection is also a manifold. It is important to determine every single critical point. Once this is done, the analysis of the behavior of the negative gradient trajectories can proceed.

2.2 The critical points. Recall that the solutions of the fundamental differential equation are given in terms of Jacobi elliptic functions as follows.

Proposition 2.1. Given any real numbers \( \varphi_0, \dot{\varphi}_0 \) and \( c \), the unique solution of the initial value problem

\[
\ddot{\varphi}(s) + \frac{\varphi^3(s)}{2} + c\varphi(s) = 0, \quad \varphi(0) = \varphi_0, \dot{\varphi}(0) = \dot{\varphi}_0
\]

is given by either

I. \( \varphi(s) = Acn(\alpha s + \beta) \) of modulus \( p \in [0, 1] \) with \( Acn\beta = \varphi_0, -A\alpha sn\beta cn\beta = \dot{\varphi}_0 \) and \( A^2 = 4p^2\alpha^2, c = \alpha^2(1 - 2p^2) \), or

II. \( \varphi(s) = Adn(\alpha s + \beta) \) of modulus \( p \in [0, 1] \) with \( Adn\beta = \varphi_0, -A\alpha p^2 sn\beta cn\beta = \dot{\varphi}_0 \) and \( A^2 = 4\alpha^2, c = \alpha^2(p^2 - 2) \).

If \( 4\dot{\varphi}_0^2 + (\varphi_0^2 + 4c)\varphi_0^2 \geq 0 \) then the solution is given by case I; otherwise the solution is given by case II.

The proof is given in [9].

In order to use the principle of constraint removal mentioned in section 1.12, impose all constraints under consideration. Specifically, assume the curves have fixed length \( L \) with endpoints whose difference is given by the complex number \( g \) with \( |g| < L \) and tangent directions with angles \( \theta_0, \theta_1 \) at the endpoints.

Theorem 2.2. The point \( (\theta, L) \in H \times R^+ \) is a critical point of \( J^*(\theta, L) = \left( \frac{1}{2\pi} \int f \dot{\theta}^2 \right) + \nu L \) subject to \( L = L, \theta(0) = \theta_0, \theta(1) = \theta_1 \) and \( L \int_0^1 e^{i\theta} = g \), if and only if \( \dot{\theta}(s) = Af(\alpha s + \beta) \), where \( f \) is the Jacobi elliptic \( cn \) or \( dn \) of modulus \( p \). We have \( cn \) if \( 4(\nu^2 + \alpha^2) + (\mu_0^2 - 4(\nu + \mu))\mu_0^2 \geq 0 \) and \( dn \) otherwise. In the case of \( cn \) we have \( p^2 = \frac{1}{2}(1 + \mu_0^2) \) and \( A^2 = 4p^2\alpha^2 \). In the \( dn \) case, \( p^2 = 2 - \frac{\nu + \mu}{|\lambda|} \) and \( A^2 = 4\alpha^2 \). The unknown \( \lambda, \alpha, \beta, p, \mu_0 \) and \( \mu_1 \) must solve the following system, where \( f \) stands for \( cn \) or \( dn \), \( P = p \) in the case of \( cn \) and \( P = 1 \) in the case of \( dn \):

\[
|g|\lambda \sin[Arg(g) - Arg(\lambda)] = \mu_0 + \mu_1, \\
\pm 2\alpha Pf[\beta] = \tilde{L}\mu_0, \\
\pm 2\alpha Pf[\alpha + \beta] = -\tilde{L}\mu_1, \\
\alpha^2 p^2 = \tilde{L}^2 P^2 |\lambda|, \\
\pm 2\sin^{-1}(P sn[\beta]) + Arg(\lambda) = \theta_0,
\]
\[ \pm 2 \sin^{-1}(P \text{sn}[\alpha + \beta]) + \text{Arg}(\lambda) = \theta_1, \]
\[ 2\tilde{L}(E[\alpha + \beta] - E[\beta]) - \tilde{\alpha} = \alpha|g| \cos[\text{Arg}(g) - \text{Arg}(\lambda)], \text{ cn-case}, \]
\[ 2\tilde{L}(E[\alpha + \beta] - E[\beta]) - \tilde{\alpha}(p^2 - 2) = \alpha \rho^2 |g| \cos[\text{Arg}(g) - \text{Arg}(\lambda)], \text{ dn-case}. \]

**Proof.** Assume that \((\theta, L) \in H \times R^+\) is critical and that it satisfies the constraints
\[ L = \tilde{L}, \]
\[ \theta(0) = \theta_0, \]
\[ \theta(1) = \theta_1, \]
\[ L \int \theta e^{i\theta} = g. \]

There must be numbers \(\mu, \mu_0, \mu_1\) and \(\lambda\) such that
\[ \frac{1}{L}(\theta(s) - \theta_0) + \langle -i\tilde{L} \int_0^s \int_0^a e^{i\theta} + i(1 + s)g, \lambda \rangle + \mu_0 + \mu_1(1 + s) = 0 \]
and
\[ -\frac{1}{L^2} \int \dot{\theta}^2 + \nu + \langle \frac{g}{\tilde{L}}, \lambda \rangle + \mu = 0. \]

Note how the parameter \(\nu\) and the multiplier \(\mu\) take on similar roles in this condition. If we let \(s = 0\) in (5), and use (2), we get
\[ \langle ig, \lambda \rangle + \mu_0 + \mu_1 = 0, \]
so the failure of the multiplier \(\lambda\) to be perpendicular to \(g\) is due to the presence of constraints on the tangent direction. If the curve is closed, then \(g = 0\) and (7) implies that \(\mu_0 = -\mu_1\). Combining (5) and (7), we get
\[ \frac{1}{L}(\theta(s) - \theta_0) = \langle i\tilde{L} \int_0^s \int_0^a e^{i\theta}, \lambda \rangle + \mu_0 s \]

The expression to the right of the equality is twice differentiable in \(s\), so if there is a critical \(\theta\) it must be twice differentiable, but then the expression is really four times differentiable and so on and so forth. The conclusion is that if \(\theta\) is critical it must be \(C^\infty\). If (8) is differentiated twice, we get
\[ \frac{\dot{\theta}(s)}{L} = \langle \tilde{L} \int_0^s e^{i\theta}, \lambda \rangle + \mu_0, \]
\[ \frac{\ddot{\theta}(s)}{L} = \langle i\tilde{L}e^{i\theta(s)}, \lambda \rangle. \]

Equation (10) has \(\dot{\theta}\) as an integrating factor, so that
\[ \frac{\dot{\theta}^2(s)}{2\tilde{L}} = \langle \tilde{L}e^{i\theta(s)}, \lambda \rangle + C. \]

To determine \(C\), the constant of integration, integrate (11) from 0 to 1 and use (6) to conclude that \(C = \tilde{L}(\nu + \mu)\). If (10) is differentiated and (11) is used, we get
\[ \ddot{\theta}(s) + \frac{\dot{\theta}^3(s)}{2} - \tilde{L}^2(\nu + \mu)\dot{\theta} = 0. \]
From (9) we get the boundary values $\dot{\theta}(0) = \tilde{L}\mu_0$ and $\dot{\theta}(1) = -\tilde{L}\mu_1$. A comparison with Proposition 2.1 shows that the solutions can only be the Jacobi elliptic $cn$ or $dn$ functions and the deciding inequality takes the form

$$4(ie^{i\theta_0}, \lambda)^2 + (\mu_0^2 - 4(\nu + \mu))\mu_0^2 \geq 0$$

as claimed. The only possibilities are

$$\dot{\theta}(s) = A\text{cn}[\alpha + \beta] \quad \text{and} \quad \dot{\theta}(s) = A\text{dn}[\alpha + \beta].$$

In the case of $cn$ solutions we have $p^2 = \frac{1}{2}(1 + \frac{\nu^2 + \mu}{|\lambda|^2})$ and $A^2 = 4p^2\alpha^2$. In the $dn$ case, $p^2 = 2 - \frac{\nu^2 + \mu}{|\lambda|^2}$ and $A^2 = 4\alpha^2$. We are now in a position to apply the general theorem 4.1 of [9] with the simplification that $n = 0$. Note that the proof of theorem 4.1 in [9] does not include the $\nu L$ term. \hfill \Box

2.3. Reductions. It is of no interest to have both $\nu > 0$ and a length constraint at the same time. The two cases $\nu > 0$ (with no length constraint), and $\nu = 0$ (with length constraint) are to be analyzed. We begin with the latter.

2.3.1 Length constrained and $\nu = 0$. The objective is to reduce the number of unknowns and equations. As it turns out, the dimension of the system is equal to the number of angular constraints plus one. If the tangent directions at the endpoints are free then there is only one equation left to be solved. All other quantities are determined subsequently.

Suppose the tangent directions are given at both endpoints. Then it suffices to solve the following system:

$$\pm\{\text{cn}[\alpha + \beta] - \text{cn}[\alpha]\} = -\frac{\alpha}{L} \sin(\theta_0 + 2\sin^{-1}(\text{psn}[\beta]) - \text{Arg}(g)),$$

$$\pm 2\{\sin^{-1}(\text{psn}[\alpha + \beta]) - \sin^{-1}(\text{psn}[\beta])\} = \theta_1 - \theta_0,$$

$$\pm 2p\{\text{cn}[\alpha + \beta] - \text{cn}[\alpha]\} - \{\text{E}[\alpha + \beta] - \text{E}[\beta]\} - \alpha = -\tan(\theta_0 + 2\sin^{-1}(\text{psn}[\beta]) - \text{Arg}(g)).$$

The unknowns are $\alpha, \beta$ and the modulus $p$. There is a similar system in the $dn$ case and the choice between $cn$ and $dn$ is governed by the inequality of Theorem 2.2. Now suppose the tangent directions are free at the endpoints. Using the principle of constraint removal, let $\mu_0 = \mu_1 = 0$. Note that the inequality of Theorem 2.2 is satisfied, so only $cn$ solutions are possible. Since $cn[\beta] = 0$, assume that $\beta = -K$, so that $cn[\alpha - K]$ implies $\alpha = r \cdot 2K$ for some integer $r$. The periodicity of the Jacobi elliptic integrals $E$ and $K$ reveal that $2rE[K] = (2r - 1)E[K] + E[K] = E[r \cdot 2K - K] - E[-K] = rK(1 \pm \frac{|\nu|}{L})$. It follows that the modulus $p$ must be such that $\frac{2E(K)}{K} = 1 \pm \frac{|\nu|}{L}$. The derivative formulas $dK/dp = \frac{f_0^K}{2} \frac{\text{sn}^2 x}{dn^2 x} dx$ and $dE/dp = -p \frac{f_0^K}{2} \frac{\text{sn}^2 x dx}{dn^2 x}$ show that $dK/dp > 0$ and $dE/dp < 0$ for $0 < p < 1$, so $2E(K)/K$ is monotonically decreasing as a function of $p$, which implies that for every nonzero $g$ there are exactly two possible moduli.
2.3.2 No length constraint. The case $\nu = 0$ is completely resolved in [8] and can also be recovered from Theorem 2.2 above. The most significant simplifications result from the fact that $\mu = 0$, so that the inequality of Theorem 2.2 is satisfied. Only $cn$ solutions occur, and the modulus is always $p^2 = \frac{1}{2}$. As a consequence the resulting system contains two unknown when the directions are given at the endpoints. If the tangent directions are free then all critical points can be given explicitly. For each nonzero integer $r$ there is a pair of critical points. We will not distinguish between the two, since they only differ by a reflection. From now on we talk only about the critical point for each $r$. All of these critical points have the same length; see Figure 1, where the first seven are listed, i.e., $r = 1, \cdots , 7$. The only other critical point is the global minimum, which is the straight line segment and is associated with $r = 0$.

The case $\nu > 0$ yields the same set of equations with the following important difference. The length $\tilde{L}$ is not given and should be replaced by $L$. This gives us one more unknown but there is also one more equation, namely $p^2 = \frac{1}{2}(1 + \frac{\nu L^2}{r^2})$. We use this equation to solve for $L$ and substitute in the remaining three equations. This gives us a new, slightly more complicated system, of three equations where $\alpha, \beta$ and $p$ are the unknowns. Note that both $cn$ and $dn$ are possible solutions.
2.3.3 Free endpoint directions. To reach our goal we finally consider the special case with unconstrained tangent directions at the endpoints. Since $\mu_0 = 0$ the inequality in Theorem 2.2 is satisfied, and therefore only the cn solution is possible. Mimicking the length constrained case, we again get $2E[K]/K = 1 \pm |g|/L$, but here $L$ is not known. This distinction is not necessary if $g = 0$, i.e., the case of closed curves. If $g \neq 0$, solve for $L$ and get $L = K \frac{[2E[K] - K]}{|g|}$. Since $p^2 = \frac{1}{2}(1 + \frac{\nu r^2}{2(2K)^2})$, it possible to eliminate $L$ and get $(2p^2 - 1)(2E[K] - K)^2 = \frac{\nu}{4r^2}|g|^2$. The right-hand side of this equation is a function $f(p^2)$ of the modulus which satisfies $f(0) = -\frac{\pi}{2}$, $f(1/2) = 0$ and $f(1) = +\infty$. The interest is in nonnegative $\nu$, so restrict to $p^2 \geq 1/2$. The left-hand side is a function $g(\nu, r)$. Let $p_0$ be the modulus such that $2E = K$; then $f(p_0^2) = 0$ ($p_0^2 \approx 0.826115$). (It is interesting to note that $2E = K$ is satisfied for length constrained curves in the case of closed curves.) As can be seen in Figures 2 and 3, there is a local maximum $p_m^2 \approx 0.628168$ with $f(p_m^2) = m \approx 0.0876342$. 
2.3.4 Fixed \( \nu \). For fixed \( \nu \) it is seen that for sufficiently large ‘modes’ \( r \) (\( r \) essentially corresponds to the number of inflection points) the value of \( g(\nu, r) \) is lower than \( m \). For such \( r \)'s there are therefore two sub-collections of critical points. As \( \nu \) is decreased, lower modes are admitted into this splitting. Note how the kind corresponding to larger modulus \( p \) has lengths that tend to infinity. If \( \nu \) is sufficiently small then all modes are split. The length formulas also show that \( p \geq p_0 \) is not admitted, since \( L \) is either undefined or negative. The only other critical point is the geodesic between the endpoints. The geodesic corresponds to \( r = 0 \), and is not part of the current analysis.

2.3.5 Variable \( \nu \). For fixed \( r \) observe that as \( \nu \) is made smaller there is some instance \( \nu_m \) when \( g(\nu_m, r) = m \). As this takes place a ‘new’ critical point appears (as mentioned above one really gets two critical points, but they differ by a reflection only). If \( \nu \) is made even smaller, this critical point ‘bifurcates’ into two distinct
critical points with different elliptic moduli. As $\nu$ tends to zero one critical point ‘migrates’ to infinity in that the length of the corresponding curve becomes arbitrarily large. Their moduli also tend to $p_0$, i.e., the modulus required for closed length constrained curves. From this one expects that in the case of $\nu = 0$ curves whose lengths tend to infinity ultimately resemble one loop (or more) of the classical ‘Euler figure eight’; see Figure 4, where the first 7 modes are shown with fixed length. As mentioned in the introduction, this offers an example of an attracting critical point at infinity. Finally, by examining the explicit formulas it is seen that the remaining critical points approach the corresponding $r$-kind critical points present in the unconstrained length case with $\nu = 0$.

3. Behavior along the trajectories

One of the most striking properties of the curve-straightening flow in the space of nonclosed curves is its ‘desire’ to break symmetry. To illustrate this by an explicit example, consider a semi-circle as initial curve. This curve converges to the global minimizing straight line segment between its endpoints; see Figure 5. Examine the curve $d_3$ at 0.2 and 0.8 and note the slight ‘discrepancy’. The obvious suspect is of course the numerical inaccuracy in the implementation. However, as seen below, the gradient does not preserve the reflectional symmetry.

![Figure 5](image-url)
3.1 Flow equations. To facilitate this particular computation introduce \( G_a : H \times R^+ \to R \) and \( G_b : H \times R^+ \to R \) by \( G_a(\theta, L) = L \int_0^1 \cos \theta - a \) and \( G_b(\theta, L) = L \int_0^1 \sin \theta - b \). Assume the curve have initial point at the origin, and write \( x(s) = L \int_0^s \cos(t)dt \) and \( y(s) = L \int_0^s \sin(t)dt \). If it is assumed that \( x(1) - x(0) = a \) and \( y(1) - y(0) = b \), then the derivatives are

\[
DG_a(\theta, L)(v_\theta, v_L) = \int_I \dot{v}_\theta(y(s) - b)ds - v_\theta(0)b + av_L/L,
\]

\[
DG_b(\theta, L)(v_\theta, v_L) = -\int_I \dot{v}_\theta(x(s) - a)ds + v_\theta(0)a + bv_L/L
\]

and the gradients are

\[
\nabla G_a(\theta, L) = (\int_0^s y(t)dt - bs - b, a/L),
\]

\[
\nabla G_b(\theta, L) = (-\int_0^s x(t)dt + as + a, b/L).
\]

Let \( \Omega \) represent all curves with gap \((a, b)\) and write \( J'_\Omega \) for the restriction of \( J' \) to \( \Omega \). Now find the real multipliers \( \lambda_a, \lambda_b \) so that

\[
\nabla J' = \nabla J'_\Omega + \lambda_a \nabla G_a + \lambda_b \nabla G_b.
\]

The fact that \( \nabla J'_\Omega \) is tangent to \( \Omega \) implies that \( DG_a(\nabla J'_\Omega) = 0 \) and \( DG_b(\nabla J'_\Omega) = 0 \). This linear system can be expressed as a matrix equation:

\[
M = \begin{bmatrix}
\int_I (y - b)^2 + b^2 + a^2/L^2 & -\int_I (x - a)(y - b) - ab + ab/L^2 \\
-\int_I (x - a)(y - b) - ab + ab/L^2 & \int_I (x - a)^2 + a^2 + b^2/L^2
\end{bmatrix},
\]

\[
M \begin{bmatrix} \lambda_a \\ \lambda_b \end{bmatrix} = \begin{bmatrix}
\frac{s}{L}(\nu - \frac{1}{2\pi} \int I \dot{\theta}^2) + \int I k(y - b) \\
\frac{s}{L}(\nu - \frac{1}{2\pi} \int I \dot{\theta}^2) - \int I k(x - a)
\end{bmatrix}.
\]

For closed curves with \( a = b = 0 \) one recognizes the inertia tensor and the Steiner curvature centroid discussed in [6]. The hope for explicit examples of flows is dashed by the fact that the length part, \( \nu - \frac{1}{2\pi} \int I \dot{\theta}^2 \), of \( \nabla J' \) is still present in the flow equation. The idea of restricting to curves with a vanishing Steiner curvature centroid is not productive here. This idea yielded a family of explicit flows in the length constrained case; see [6].

3.2 The semi-circle. The matrix equation in this case is

\[
\begin{bmatrix}
\frac{1}{8} + \frac{4}{\pi^2} & -\frac{1}{2\pi} \\
-\frac{11}{8} & 0
\end{bmatrix} \begin{bmatrix} \lambda_a \\ \lambda_b \end{bmatrix} = \begin{bmatrix}
\frac{6}{\pi} \\
1
\end{bmatrix}.
\]

The gradients are given by

\[
\nabla J' = (2s, -2),
\]

\[
\nabla G_a = (\frac{1}{2\pi}(\cos(\pi s) - 1), \frac{2}{\pi}),
\]

\[
\nabla G_b = (\frac{1}{2\pi}\sin(\pi s) + \frac{s}{2} + 1, 0).
\]

It follows that when the first component of \( \nabla J'_\Omega \) is evaluated at \( s = 0 \) and \( s = 1 \) one gets \(-\lambda_b \) and \( 2 + \lambda_a/\pi - 3\lambda_b/2 \) respectively. The first component corresponds to the
tangent angle of the curve. If the reflectional symmetry is to be preserved it must be that $-\lambda_b$ is the negative of $2 + \lambda_a/\pi - 3\lambda_b/2$, or equivalently $5\lambda_b/2 - \lambda_a/\pi = 2$. Proceed by replacing $\lambda_a$ and $\lambda_b$ in

$$
\frac{1}{2\pi} \begin{bmatrix} -2 & 5\pi \end{bmatrix} \begin{bmatrix} \lambda_a \\ \lambda_b \end{bmatrix}
$$

using the matrix equation. The result may be written as

$$
\frac{20}{64} + \frac{41}{4\pi^2}
\frac{11}{64} + \frac{21}{4\pi^2}
$$

where the denominator is the determinant of $M$. The expression is not equal to 2 and therefore the reflectional symmetry is not preserved.

### 3.3 Length variation along trajectories.

An interesting numerical observation concerns the way the length changes during the curve straightening flow. By considering more general arcs of a circle it is seen that for sufficiently long circular arcs the flow increases the length without bounds. There is a circular arc where the length component of the gradient vanishes but the tangent angle component is not zero. Ultimately, this arc converges to the straight line segment between the endpoints. It is surprising that initially the length actually increases. This behavior is seen even better for a slightly different circular arc; see Figure 6.
3.4 Preserved symmetry. Symmetry is not preserved in general. For instance, when \( \nu = 0 \) a circle tends to half of the Euler figure eight. The first example, given by Figure 7, illustrates how rotational symmetry about a point is not preserved. As in the case of the semi-circle an explicit computation shows that the gradient does not preserve the symmetry. For closed curves \( a = b = 0 \) and the length dependent terms drop out of the matrix equation. The second example is given by Figure 8. In this case the inertia tensor is diagonal. This time an explicit computation shows that the gradient evaluated at the initial curve preserves the symmetry. In the case of closed curves of fixed length with smooth tangent angles the curve straightening flow is known explicitly when the curve is symmetric through a point and the rotation number is equal to 1; see [6]. In this case it is shown that the flow preserves the symmetry for all flow-times.

Finally, a numerical simulation suggests that the critical points at infinity which consist of two halves or more of the Euler figure eight are all ‘unstable’. Consequently the flow towards ‘infinity’ resembles walking along a ridge. It serves as a good test of the numerical implementation. The accumulated errors eventually force the flow off the ridge, and the later this happens the better the algorithm.

3.5 Divergent trajectories and critical points at infinity.

3.5.1 Indefinite extension of all negative gradient trajectories. The idea of the following proof can be found in [11]. It is included here since we wish to point out
that there is no need to assume the Palais-Smale condition for the argument to work. Note that the nonlinear functional must be bounded from below.

**Proposition 3.1.** Suppose $F : X \rightarrow [0, \infty)$ is smooth and $X$ is a complete Hilbert manifold. Then all negative gradient trajectories can be extended indefinitely and the gradient tends to zero along the trajectory.

**Proof.** Suppose $x \in X$ is given and let $\sigma : [0, a) \rightarrow X$ be such that $\sigma(0) = x$ and $\sigma'(t) = -\nabla F(\sigma(t))$. Assume that $a$ is maximal with this property.

Suppose that $a < \infty$ and that $\sigma(t)$ has a limit point $x_a \in X$ as $t$ tends to $a$ from below. From standard theory it follows that there is a curve $\bar{\sigma}$ defined in an open interval about $0$ with $\bar{\sigma}(0) = x_a$ and $\bar{\sigma}'(t) = -\nabla F(\bar{\sigma}(t))$ for all $t$ in the interval. To get a contradiction to the maximality of $a$ it suffices to join $\sigma$ and $\bar{\sigma}$ in the obvious fashion.

If the length of $\sigma$ is finite, it is not hard to show that $\sigma([0, a))$ is totally bounded. Since $X$ is assumed to be complete, this implies there exists a limit point. Combine this with the previous and conclude that either $a = \infty$ or the length of $\sigma$ is infinite.

By assumption $F(\sigma(t)) \geq 0$. Since $F(\sigma(t)) - F(x) = -\int_0^t ||\nabla F(\sigma(s))||^2 ds$, it follows that $\int_0^a ||\nabla F(\sigma(s))||^2 ds \leq F(x)$. This combined with

$$\int_0^a |\sigma'(s)| ds = \int_0^a ||\nabla F(\sigma(s))|| ds \leq \sqrt{a} \left( \int_0^a ||\nabla F(\sigma(s))||^2 ds \right)^{\frac{1}{2}}$$
implies that the length of $\sigma$ is finite if $a$ is finite. The only way out is to accept that $a = \infty$. Finally, if $||\nabla F(\sigma)||$ is bounded away from zero, then the first inequality leads to a contradiction since as $t$ tends to infinity $\int_0^1 ||\nabla F(\sigma)||^2 ds$ is unbounded. 

3.5.2 Verification of the Palais-Smale condition when the length is bounded. In the next proposition some of the techniques developed in [4] are adapted to the present context. There are four differences here: the length is variable, the directions at the endpoints are not fixed, the curves are not closed and the curves are planar. These differences affect the reasoning in several ways. Since the curves are planar the indicatrix is identified with a single real-valued function. In [4] the indicatrix is a map into $S^2$, and thus there is a need to use the covariant derivative. Due to the variable length there is an extra term in the inner product. When the curves are not closed a crucial part of the argument actually simplifies.

Let $H^0 = L^2[I]$ with inner product $\langle v, w \rangle_0 = \int_I v w$, and let $H^1$ be the set of absolutely continuous functions with derivatives in $H^0$ and inner product $\langle v, w \rangle_1 = v(0)w(0) + \langle \dot{v}, \dot{w} \rangle_0$. The ambient domain in this context is $H = \{ \theta \in H^1 \mid \theta(0) \in R \ mod \ 2\pi \}$. Let $R^+$ be the positive reals and consider the space $H \times R^+$. The tangent spaces are identified with $H \times R$ with inner product $\langle (v_L, v_0), (w_L, w_0) \rangle_+ = \langle v_L, w_0 \rangle + \langle v_0, w_L \rangle$. Let $J : H \times R^+ \rightarrow R$ be given by $J(\theta, L) = \frac{1}{2L} \int_0^L \dot{\theta}^2$. Given a complex number $g$, define $\Lambda : H \times R^+ \rightarrow C$ by $\Lambda(\theta, L) = L \int_0^L e^{i\theta} - g$ and assume $g \neq 0$.

**Proposition 3.2.** Suppose $p_n = (\theta_n, L_n)$ is a sequence in $\Omega$ such that both $J(\theta_n, L_n)$ and $L_n$ are bounded above. Assume that $\nabla J(\theta_n, L_n)$ converges in $H \times R$ but not necessarily to zero. Then there is a subsequence of $p_n$ which converges in $\Omega$. In particular, it follows that if the length is bounded then the Palais-Smale condition is satisfied.

**Proof.** First we prove that, for some subsequence, $\nabla J(p_{nk})$ converges. Given $p \in \Omega$, there is a unique complex number $\lambda$ such that

$$\nabla J(p) = \nabla J(\theta, L) + D\Lambda(p)^T(\lambda).$$

If $\lambda_n$ is bounded and $D\Lambda(p_{nk})^T u_n$ converges in $H$ for some unit vectors $u_n$, then by the above equation it must be that, for some subsequence $p_{nk}$, $\nabla J(p_{nk})$ converges in $H$.

To bound $\lambda_n$, observe that

$$\nabla J(\theta, L) = \left( \frac{1}{L}(\theta(s) - \theta(0)) - (-iL \int_0^s \int_0^t e^{i\theta} + i(s + 1)g, \lambda), \frac{1}{2L^2} \int_0^L \dot{\theta}^2 - \langle \frac{\theta}{L}, \lambda \rangle \right)$$

Consider the second component and recall that it is bounded by assumption. The first term is $-J(\theta, L)/L$, which is bounded as well. The only way $\lambda_n$ can be unbounded is if $\langle \lambda_n, \Lambda \rangle |\lambda_n|$ tends to the perpendicular direction $i\langle g, \lambda_n \rangle$. To proceed, consider the first component. It is also bounded by assumption. Let $s = 0$ and get $\langle ig, \lambda_n \rangle$. This leads to a contradiction if $\lambda_n$ is unbounded. Hence $\lambda_n$ is bounded.

Next prove that, for some subsequence, $D\Lambda(p_{nk})^T u_n$ converges in $H$. Since $L_n$ is bounded it suffices to look at

$$\beta_n(s) = (-iL_n \int_0^s \int_0^t e^{i\theta_n} + i(s + 1)g, u_n),$$
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\[ \beta_n(s) = \langle -iL_n \int_0^s e^{i\theta_n} + ig, u_n \rangle, \]

\[ ||\beta_n(s)||^2 = \langle ig, u_n \rangle^2 + \int_I \langle -iL_ne^{i\theta_n}, u_n \rangle^2. \]

The bound on \( L_n \) shows that \( L_ne^{i\theta_n} \) is in a fixed disc for all \( n \), and as a consequence the integral term is bounded. It follows that \( \beta_n \) is bounded in \( H^1 \). By an embedding theorem some subsequence \( \beta_{n_k} \) converges in \( C^0 \) as well as \( H^0 \). Hence \( \beta_{n_k} \) converges in \( H^1 \).

To finish the proof, assume that the sequence is such that \( \nabla J(p_n) \) converges in \( H \times R \). Here

\[ \nabla J(p_n) = \nabla J(\theta_n, L_n) = \left( \frac{1}{L^2_n} (\dot{\theta}_n(s) - \dot{\theta}_n(0)) \right) - \frac{1}{2L^2_n} \int_I \dot{\theta}_n^2. \]

Put \( \alpha_n(s) = \frac{1}{L^2_n} (\theta_n(s) - \theta_n(0)) \) and let \( \dot{\alpha} \) be in \( H \) so that \( \alpha_n \) converges to \( \dot{\alpha} \) in \( H \), and \( \dot{\theta}_n(s) - \dot{\theta}_n(0) = L_n \alpha_n(s) \). Use the bound on \( L_n \) and the fact \( \theta_n(0) \in R \text{ mod } 2\pi \) to extract yet another subsequence \( (\theta_{n_k}, L_{n_k}) \) which converges in \( H \). Specifically, let

\[ \theta_{n_k}(s) = L_{n_k} \alpha_{n_k}(s) + \theta_{n_k}(0), \]

where \( L_{n_k} \) converges to \( \hat{L} \) and \( \theta_{n_k}(0) \) converges to \( \hat{\theta}_0 \). Look at

\[ ||(\theta_{n_k} - (\hat{L}\alpha + \hat{\theta}_0), L_{n_k} - \hat{L})||^2 = (\theta_{n_k}(0) - \hat{\theta}_0)^2 + \int_I (\dot{\theta}_{n_k} - \hat{\dot{L}}\alpha)^2 + (L_{n_k} - \hat{L})^2. \]

The first term and the third term both tend to zero. The square in the middle term expands to three more terms. The two square terms are immediately seen to converge to zero. The mixed product term is bounded by the Cauchy-Schwarz inequality, and the bound converges to zero. Finally, since \( \Lambda(\theta_n, L_n) = 0 \) for all \( n \) and \( \Lambda \) is continuous on \( C^0 \times R^+ \), it must be that \( \Lambda(\hat{\theta}, \hat{L}) = 0 \), so the limit in \( H \) is also in \( \Omega \).

3.5.3 Existence of divergent trajectories.

**Theorem 3.3.** Suppose \( \nu = 0 \), and consider the negative gradient flow associated with \( J^0_\Omega : \Omega \rightarrow R \), where \( \Omega \) is the space of indicatrices corresponding to curves of variable length, whose endpoints are separated by the vector \( g \), and \( J^0_\Omega(\theta, L) = \frac{1}{2\pi} \int_I \dot{\theta}^2 \). There exist initial curves and corresponding negative gradient trajectories such that the lengths of the curves along the trajectory tend to infinity. If \( g = 0 \), the length of the curves along the trajectory tend to infinity for all initial curves. If \( g \neq 0 \), then all initial curves of length greater than the fixed length \( (2K^2/\pi)|g| \approx 2.18844|g| \) of the non-geodesic critical points, and with functional value less than the minimal non-geodesic value \( \pi^2/K^2|g| \approx 2.87108/|g| \), have trajectories along which the length tends to infinity.

**Proof.** Begin with closed curves so that \( g = 0 \). First consider only curves \( (\theta, L) \in H \times R^+ \) of length \( L = 1 \) such that \( \int_I e^{i\theta} = 0 \). The minimizer in this class is given by one half of the Euler figure eight; see Figure 4. It follows that the functional value \( \int_I \dot{\theta}^2 \) is bounded below by a positive value. Curves of arbitrary length \( L \) satisfy \( L \int_I e^{i\theta} = 0 \), so again \( \int_I e^{i\theta} = 0 \). The length component of the gradient is given by \( \frac{1}{L^2} \int_I \dot{\theta}^2 + \lambda_a a/L + \lambda b/L \), and by Proposition 3.1 it tends to zero along
a trajectory. Now $g = 0$, so $a = b = 0$, and since the integral is bounded below by a positive number, it must be that the length tends to infinity.

Next consider nonclosed curves so that $g \neq 0$. Recall that, except for the straight line segment, all the critical points have the same length ($L_C$); see Figure 1. Note that many critical points converge to the straight line segment; see Figure 5. Suppose the initial curve has length $L_0 > L_C$ and assume the functional value is smaller than the minimizing value among the non-geodesic critical points. An explicit example is given by a curve consisting of two parallel straight line segments of the same length, connected by a semi-circle. For sufficiently long line segments the above conditions are satisfied.

Consider the negative gradient trajectory $\sigma$, starting at an initial curve of the above kind. Suppose the length is bounded along the trajectory. Let $\sigma(n) = (\theta_n, L_n)$ be a sequence along the trajectory. Since the gradient and the functional are independent of $\theta_n(0)$, it is possible to create another sequence $(\tilde{\theta}_n, L_n)$ with $\tilde{\theta}_n(0)$ in $R mod 2\pi$, and now Proposition 3.2 is applicable. By Proposition 3.2 the Palais-Smale condition is satisfied. The lengths $L$ of the curves along the trajectory must be bigger than $L_C$, since otherwise the minimality of the functional among the critical points is contradicted. It is here important that the functional is decreasing along the trajectory and it starts at a lower value. Since the P-S condition is satisfied and since the gradient on $(\tilde{\theta}_n, L_n)$ tends to zero, there must be another critical point, but there are no other critical points. The theorem follows as the only remaining possibility.

3.5.4 Examples. Figures 9-14 give three examples of initial curves that diverge to infinity. In Figures 9 and 10 the initial curve is a one and a half wrapped circle. In Figures 11 and 12 the initial curve is a straight line segment with a small circular loop in the middle. In Figures 13 and 14 the initial curve is a straight line segment which in the middle has a small figure eight consisting of two circles. The examples also illustrate how half of the Euler figure eight acts like a critical point at infinity.

3.6 Dragging trajectories to infinity. As mentioned earlier, decreasing $\nu$ to zero causes ‘half’ of the critical points to migrate to infinity. Examples indicate that as this takes place these critical points attract trajectories, and they do not ‘eat up’ these trajectories on their way to infinity. In Figure 15 the initial curve $d_0$ is part of a circle. As the parameter $\nu$ is decreased by a factor of two starting at $\nu = 0.02$, there is always a critical point to which the gradient trajectory converges because the Palais-Smale condition is satisfied. The flow is followed all the way to the critical point, so $d_1$ corresponds to the critical point in the case of $\nu = 0.02$ and $d_2$ corresponds to the critical point in the case of $\nu = 0.01$, and so on and so forth. Note how the length of the curve tends to infinity as $\nu$ tends to zero.

The author plans to deal with the subject of constrained endpoint directions in greater detail in a subsequent paper. Of particular interest is the case of smooth closed curves in the standard round sphere and the hyperbolic disc. As mentioned in the introduction, there are no migrating critical points in the hyperbolic case. The spherical case is less understood, but there is still hope that there are no migrating critical points in this case as well. In the plane the very long curves are not ‘close’ to any critical points, so trajectories have no place to go. This is not the case in the sphere, since there are arbitrarily long geodesics. This is a very ‘bullish’ sign for the convergence of the trajectories in spite of a failing Palais-Smale condition.
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