ON THE RIGIDITY THEOREM FOR ELLIPTIC GENERA
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Abstract. We give a detailed proof of the rigidity theorem for elliptic genera. Using the Lefschetz fixed point formula we carefully analyze the relation between the characteristic power series defining the elliptic genera and the equivariant elliptic genera. We show that equivariant elliptic genera converge to Jacobi functions which are holomorphic. This implies the rigidity of elliptic genera. Our approach can be easily modified to give a proof of the rigidity theorem for the elliptic genera of level $N$.

1. Introduction

In this article we give a detailed proof of the rigidity theorem for elliptic genera of Spin-manifolds with a special focus on the function theory involved. Elliptic genera were introduced by Ochanine in [Oc87] (see also [LaSt88]). Witten gave two descriptions of elliptic genera as power series of indices of twisted Dirac operators ([Wi86]). He conjectured the rigidity theorem which states that these elliptic genera are rigid for $S^1$-actions on Spin-manifolds (for a precise statement see Theorem 2.5). In the semi-free case Ochanine gave a proof of the rigidity theorem in [Oc86]. The general case was proven by Taubes [Ta89] using a Dirac operator on the normal bundle to the embedding of the manifold into its loop space and by Bott-Taubes [BoTa89] using elliptic function theory. Later Liu observed that the rigidity theorem is equivalent to the holomorphicity of an associated Jacobi function (cf. [Li92] and [Li95]; for an introduction to Jacobi forms we refer to [EiZa85]). By exploring the modularity properties of this Jacobi function Liu gave a simplified proof avoiding the complicated technical transfer argument which was used in [BoTa89]. For the history of elliptic genera we refer to [La86].

In the proofs of Bott-Taubes and Liu the parts dealing with function theory and with higher dimensional fixed point components were rather short. So several people suggested that a detailed proof of the rigidity theorem should be carried out. More precisely this proof should focus on the following steps

– equivariant elliptic genera as $q$-power series converge to meromorphic functions,
– these meromorphic functions are holomorphic,
– these functions are Jacobi functions of index 0,

and give details also for the case of higher dimensional fixed point components. The purpose of this article is to carry out this proof. Most of the material evolved from
discussions of both authors with Th. Berger. From Liu (cf. [Li92]) we borrowed the beautiful idea of using Jacobi functions.

We present a framework which is also useful to study other rigidity phenomena, in particular in the case of genera. For stable almost complex manifolds Hirzebruch proved the rigidity of level \( N \) elliptic genera (cf. [Hi88], see also [HiBeJu92], Appendix III) also conjectured by Witten (cf. [Wi86]). Our approach can be easily modified to give a more detailed account of this theorem. In [De96] the rigidity theorems for the elliptic genera and level \( N \) elliptic genera have been extended to various twisted versions for \( \text{Spin}^c \)-manifolds. In order to present the basic ideas most clearly we decided to restrict ourselves to the case of the classical elliptic genera. For the proof of more general rigidity theorems we refer the reader to [De96].

The outline of the proof is as follows: In the first chapter we study the \( S^1 \)-equivariant index of a twisted Dirac-operator on a \( \text{Spin} \)-manifold \( M \). The Lefschetz fixed point formula gives a description of the equivariant index in terms of cohomological data (cf. Theorem 2.8). Now we assume that the twisted operator comes from an exponential representation \( V \) of the \( \text{Spin} \)-group (cf. Definition 2.15, Part 1). So it also defines a genus, i.e. a multiplicative invariant on the bordism ring. In this case we define a so-called building block associated to the exponential representation \( V \), which is closely related to the characteristic power series defining the genus in the Hirzebruch formalism (cf. Definition 2.15, Part 2). Then the equivariant index can be expressed in terms of the building block and the data of the \( S^1 \)-action over the fixed point components. More precisely we show that it is given by evaluating a polynomial \( \Psi_M \) in basic differential operators on the building block (cf. Proposition 2.17, Part 2). The polynomial \( \Psi_M \) only depends on the operation of \( S^1 \) over the fixed point components and not on the twisted Dirac-operator itself. This result leads to the definition of DSC-rings (cf. Definition 2.18): They are rings on which such polynomials \( \Psi_M \) act in a graded way. So whenever the building block is in some DSC-ring, the equivariant index will also be in this ring (cf. Proposition 2.20). In this way properties of the building block can be carried over to the equivariant index.

In the second chapter we apply this principle to DSC-rings which are suitable to study elliptic genera. Using the meromorphicity and modularity properties of the building blocks associated to elliptic genera, we show that the equivariant elliptic genera (i.e. the equivariant indices) extend to special Jacobi functions of index 0 (cf. Proposition 3.26, Part 1). From a proposition of Th. Berger it follows that these Jacobi functions have no poles on \( S^1 \) (cf. Proposition 3.10 and Corollary 3.17). For the next step it is necessary to use both of the two different parametrizations of elliptic genera (as given by Witten). The two parametrizations are an orbit of the action of \( SL_2(\mathbb{Z}) \) on Jacobi functions (for a more precise statement see Proposition 3.26, Part 2). Since both have no poles on \( S^1 \), we can use the transformation properties of Jacobi functions to show that the meromorphic Jacobi functions to which the equivariant elliptic genera extend are actually holomorphic. Since any such function is constant (in the variable \( z \)) this proves the rigidity theorem (cf. Theorem 3.29).

2. Cohomological Considerations

2.1. Elliptic Genera. In this article (unless stated otherwise) all manifolds are assumed to be smooth, closed and oriented. In this section we recall the construction
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of elliptic genera for Spin-manifolds as power series of indices of certain differential operators (cf. [Wi86]).

Let $M$ be a $2m$-dimensional manifold with Spin-structure given by a Spin$(2m)$-principal bundle $P \to M$ together with an isomorphism $P \times_{\text{Spin}(2m)} \mathbb{R}^{2m} \cong TM$ of oriented vector bundles, where $TM$ denotes the tangent bundle of $M$. Let $\rho : \text{Spin}(2m) \to \text{SO}(2m)$ be the covering map and $\rho^* : R(\text{SO}(2m)) \to R(\text{Spin}(2m))$ be the induced injection of the complex representation rings. In the following a complex $\text{Spin}(2m)$-representation $V$ will always be identified with $\rho^*(V)$. To any complex $\text{Spin}(2m)$-representation $V$ one can assign the associated complex vector bundle $P \times_{\text{Spin}(2m)} V$ over $M$. This defines a ring homomorphism

$$R(\text{Spin}(2m)) \to K(M).$$

Since $M$ is spin one can construct for $E \in K(M)$ a twisted Dirac operator $D(M; E)$ with a well-defined index denoted by $\hat{A}(M; E)$. This gives a $\mathbb{Z}$-module homomorphism

$$\hat{A}(M; \cdot) : K(M) \to \mathbb{Z}, \ E \mapsto \hat{A}(M; E).$$

For $E \in K(M)$ one can also construct a twisted signature operator $d(M; E)$ with a well-defined index denoted by $\text{sign}(M; E)$. Again this gives a $\mathbb{Z}$-module homomorphism

$$\text{sign}(M; \cdot) : K(M) \to \mathbb{Z}, \ E \mapsto \text{sign}(M; E).$$

If the vector bundle $E$ is associated to $P$ by a representation $V$ of Spin$(2m)$ we will also use the notation $\hat{A}(M; V)$ and $\text{sign}(M; V)$ instead of $\hat{A}(M; E)$ and $\text{sign}(M; E)$, respectively. For $V = 1$ these are the classical genera $\hat{A}(M) = \hat{A}(M; 1)$ and $\text{sign}(M) = \text{sign}(M; 1)$.

We denote the complex half-spin representations of Spin$(2m)$ by $\Delta^+$ and $\Delta^-$, and the associated vector bundles $P \times_{\text{Spin}(2m)} \Delta^\pm$ by $\Delta^\pm_P$.

Remark 2.1. For a Spin-manifold $M$ the index $\text{sign}(M; E)$ is equal to the index of a twisted Dirac operator:

$$\text{sign}(M; E) = \hat{A}(M; E \otimes (\Delta^+_P + \Delta^-_P)).$$

Analogously we can consider the homomorphism $R(\text{Spin}(2m))[ [q] ] \to K(M)[ [q] ]$ of $\mathbb{Z}[[q]]$-algebras and the $\mathbb{Z}[[q]]$-module homomorphisms

$$K(M)[ [q] ] \to \mathbb{Z}[[q]], \sum_{n=0}^{\infty} E_n q^n \mapsto \sum_{n=0}^{\infty} \hat{A}(M; E_n) q^n$$

and

$$K(M)[ [q] ] \to \mathbb{Z}[[q]], \sum_{n=0}^{\infty} E_n q^n \mapsto \sum_{n=0}^{\infty} \text{sign}(M; E_n) q^n.$$

Now let $S^i$ and $\Lambda^i$ be the usual symmetric and exterior power representations in the complex representation ring of $SO(2m)$ and let $S_t$ and $\Lambda_t$ be given by

$$S_t = \sum_{i=0}^{\infty} S^i t^i, \ \Lambda_t = \sum_{i=0}^{2m} \Lambda^i t^i \in R(SO(2m))[ [t] ].$$

Following Witten (cf. [Wi86]) we now define the elliptic genera using two power series of representations $\hat{R}$ and $R^0$. 

Definition 2.2. 1. Let
\[ R = \sum_{n=0}^{\infty} R_n q^n := (\Delta^+ + \Delta^-) \otimes \bigotimes_{n=1}^{\infty} S_{q^n} \otimes \bigotimes_{n=1}^{\infty} \Lambda_{q^n} \otimes C \in R(Spin(2m))[\![q]\!], \]
and
\[ R^0 = \sum_{n=0}^{\infty} R_n^0 q^n := \bigotimes_{n=1}^{\infty} S_{q^n} \otimes \bigotimes_{n=1}^{\infty} \Lambda_{-q^{2n-1}} \otimes C^0 \in R(SO(2m))[\![q]\!] , \]
where
\[ C := \prod_{n=1}^{\infty} \frac{(1 - q^n)^{2m}}{(1 + q^n)^{2m}} \text{ and } C^0 := \prod_{n=1}^{\infty} \frac{(1 - q^{2n})^{2m}}{(1 - q^{2n-1})^{2m}}. \]

2. For any $2m$-dimensional Spin-manifold $M$ we define the elliptic genus $\varphi(M)$ of $M$ at the cusp $i\infty$ and the elliptic genus $\varphi^0(M)$ of $M$ at the cusp $0$ by\(^1\)
\[ \varphi(M) := \hat{A}(M; R) = \sum_{n=0}^{\infty} \hat{A}(M; R_n) q^n \in \mathbb{Z}[\![q]\!] \]
and
\[ \varphi^0(M) := \hat{A}(M; R^0) = \sum_{n=0}^{\infty} \hat{A}(M; R_n^0) q^n \in \mathbb{Z}[\![q]\!] . \]

The elliptic genus of $M$ at the cusp $i\infty$ may be written as a power series of indices of twisted signatures (cf. Remark 2.1):
\[ \varphi(M) = \text{sign}(M; \bigotimes_{n=1}^{\infty} S_{q^n} \otimes \bigotimes_{n=1}^{\infty} \Lambda_{q^n}) \cdot C \in \mathbb{Z}[\![q]\!]. \]

The first terms in these power series are
\[ \varphi(M) \equiv (\text{sign}(M) + 2\text{sign}(M; \Lambda^1))q + \text{sign}(M; 2\Lambda^1 + S^2 + (\Lambda^1)^2 + \Lambda^2)q^2 \mod (q^3) \]
and
\[ \varphi^0(M) \equiv (\hat{A}(M) - \hat{A}(M; \Lambda^1)q + \hat{A}(M; \Lambda^2 + \Lambda^1)q^2) \cdot C^0 \mod (q^3). \]

In Proposition 3.26 we will see that the two expressions $\varphi(M)$ and $\varphi^0(M)$ are two different descriptions of the same invariant of $M$.

2.2. Equivariant Elliptic Genera and the Rigidity Theorem. In this section we define equivariant elliptic genera for $S^1$-actions and state the rigidity theorem. We assume that $M$ carries a smooth $S^1$-action preserving its Spin-structure, i.e. $P \rightarrow M$ is an $S^1$-equivariant Spin$(2m)$-principal bundle. Observe that any given $S^1$-action preserves the Spin-structure after doubling the action using the double cover $S^1 \rightarrow S^1$, $\lambda \mapsto \lambda^2$.

Let $E$ be an $S^1$-equivariant complex vector bundle over $M$. Then the indices $\hat{A}(M; E)$ and $\text{sign}(M; E)$ refine to well-defined equivariant indices
\[ \hat{A}_{S^1}(M; E) \in R(S^1) \text{ and } \text{sign}_{S^1}(M; E) \in R(S^1). \]

\(^1\)This differs from the definition of $\varphi(M)$ in [HiBeJu92] by a factor of $2^m$.\]
This induces homomorphisms of $R(S^1)$-modules from $K_{S^1}(M)$ to $R(S^1)$, such that for the corresponding characters we have

$$\hat{A}_{S^1}(M; E)(1) = \hat{A}(M; E) \quad \text{and} \quad \text{sign}_{S^1}(M; E)(1) = \text{sign}(M; E).$$

Here (and in the following) we make no distinction between representations of $S^1$ and their corresponding characters. As in the previous section we extend the definition and notation to $V \in R(Spin(2m))$ and power series in $q$. Note that the $S^1$-action on the principal bundle $P$ induces an $S^1$-action on any associated vector bundle.

**Remark 2.3.** For a Spin-manifold $M$ with $S^1$-action preserving the Spin-structure the equivariant index $\text{sign}_{S^1}(M; E)$ is equal to the equivariant index $\hat{A}_{S^1}(M; E \otimes (\Delta^+ + \Delta^-))$ of a twisted Dirac operator.

**Definition 2.4.** For any $2m$-dimensional Spin-manifold $M$ with Spin-preserving $S^1$-action we define the **equivariant elliptic genera at the cusps $i \infty$ and 0** by

$$\varphi_{S^1}(M) := \hat{A}_{S^1}(M; R) = \sum_{n=0}^{\infty} \hat{A}_{S^1}(M; R_n)q^n \in R(S^1)[[q]]$$

and

$$\varphi_{S^1}^0(M) := \hat{A}_{S^1}(M; R^0) = \sum_{n=0}^{\infty} \hat{A}_{S^1}(M; R^0_n)q^n \in R(S^1)[[q]].$$

Note that $\varphi_{S^1}(M)(1) = \varphi(M)$ and $\varphi_{S^1}^0(M)(1) = \varphi^0(M)$. By Remark 2.3 the equivariant elliptic genus $\varphi_{S^1}(M)$ is equal to

$$\varphi_{S^1}(M) = \text{sign}_{S^1}(M; \bigotimes_{n=1}^{\infty} S_{q^n} \otimes \bigotimes_{n=1}^{\infty} \Lambda_{q^n}) \cdot C \in R(S^1)[[q]].$$

Now we are in the position to state the rigidity theorem.

**Theorem 2.5** (Rigidity Theorem [Wi86], [Ta89], [BoTa89], [Li92]). Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action. Then the equivariant elliptic genera $\varphi_{S^1}(M)$ and $\varphi_{S^1}^0(M)$ are both rigid, i.e. they are power series in $q$ with coefficients which are constant as characters of $S^1$. In other words

$$\varphi_{S^1}(M) = \varphi(M) \quad \text{and} \quad \varphi_{S^1}^0(M) = \varphi^0(M).$$

**Remark 2.6.** Note that the identity in Theorem 2.5 is an identity of power series in $q$, i.e.

$$\hat{A}_{S^1}(M; R_n) = \hat{A}(M; R_n) \quad \text{and} \quad \hat{A}_{S^1}(M; R^0_n) = \hat{A}(M; R^0_n)$$

for all $n \geq 0$. So the theorem states that all the equivariant indices $\hat{A}_{S^1}(M; R_n)$ and $\hat{A}_{S^1}(M; R^0_n)$ are in fact constant as characters on $S^1$.

### 2.3. Cohomological Formulas for Indices

In this section we recall the cohomological formulas for elliptic genera in the non-equivariant case.

Let $\{ \pm x_i \}$ be the roots of $TM$, thus $\prod_{i=1}^{m} (1 + x_i^2) = p(M) = \sum_{i=0}^{m} p_i(M)$ is the total Pontrjagin class of $M$. From the Atiyah-Singer Index Theorem (cf. [AtSiIII68]) one gets an explicit formula for $\hat{A}(M; E)$ in terms of cohomological data:

$$\hat{A}(M; E) = (-1)^m \left\langle \prod_{i=1}^{m} \left( x_i \cdot \frac{1}{e^\frac{x_i}{2} - e^{-\frac{x_i}{2}}} \right), \text{ch}(E), [M] \right\rangle,$$


where \( ch : K(M) \to H^*(M; \mathbb{Q}) \) is the usual Chern character ring homomorphism, \([M]\) is the fundamental cycle of the oriented manifold \( M \) and \( \langle \cdot , \cdot \rangle \) is the Kronecker pairing between homology and cohomology.

Note that if \( V \) is a Spin\((2m)\)-representation of rank \( r \) with weights\(^2 \omega_i(z_1, \ldots, z_m), i = 1, \ldots, r, \)
\[
\omega_i(z_1, \ldots, z_m) = \sum_{j=1}^{m} \omega_i^j z_j, \omega_i^j \in \frac{1}{2}, \mathbb{Z},
\]
then
\[
ch(P \times \text{Spin}(2m) V) = \sum_{i=1}^{r} e^{\omega_i(z_1, \ldots, z_m)}.
\]

We will also use the shorthand notation \( ch(V) \) for \( ch(P \times \text{Spin}(2m) V) \).

Since \( ch \) is a ring homomorphism its canonical extension
\[
ch : K(M)[[q]] \to H^*(M; \mathbb{Q})[[q]]
\]
is a \( \mathbb{Z}[[q]] \)-algebra homomorphism. If \( V = \sum_{n=0}^{\infty} V_n q^n \in R(\text{Spin}(2m))[[q]] \) is a power series of representations, where \( V_n \) has rank \( r(n) \) and weights \( \omega_{n,i}(z_1, \ldots, z_m) = \sum_{j=1}^{m} \omega_{n,i}^j z_j \) for \( i = 1, \ldots, r(n) \), then the corresponding Chern character is equal to
\[
ch(V) = \sum_{n=0}^{\infty} \sum_{i=1}^{r(n)} e^{\omega_{n,i}(z_1, \ldots, z_m)} q^n.
\]

Definition 2.7. 1. Let \( F_1(\mu_1, \ldots, \mu_m) : = \prod_{i=1}^{m} \frac{1}{\mu_i^2 + \mu_i^1} \in \mathbb{Q}(\mu_1^1, \ldots, \mu_1^m). \)

2. For a power series of representations \( V = \sum_{n=0}^{\infty} V_n q^n \in R(\text{Spin}(2m))[[q]] \) with weights \( \omega_{n,i} \) as in (2) we define its formal Chern character
\[
F_{2,V}(\mu_1, \ldots, \mu_m) : = \sum_{n=0}^{\infty} \sum_{i=1}^{r(n)} e^{\omega_{n,i}(z_1, \ldots, z_m)} q^n \in \mathbb{Q}[\mu_1^1, \ldots, \mu_1^m] [[q]],
\]
where \( \mu_j = e^{z_j} \) for \( j = 1, \ldots, m. \)

Using the extension of the Chern character to power series and the previous definition we can restate formula (1), giving the non-equivariant index of a twisted Dirac operator, in the following way:
\[
\hat{A}(M; V) = (-1)^m \left\langle \left( \prod_{i=1}^{m} x_i \right) \cdot F_1(e^{x_1}, \ldots, e^{x_m}) \cdot F_{2,V}(e^{x_1}, \ldots, e^{x_m}), [M] \right\rangle.
\]

Now we specialize formula (3) to the case of elliptic genera. Consider the well-known formulas
\[
ch(S_q) = \prod_{i=1}^{m} \frac{1}{(1 - q e^{x_i})(1 - q e^{-x_i})},
\]
\[
ch(A_q) = \prod_{i=1}^{m} (1 + q e^{x_i})(1 + q e^{-x_i})
\]

\(^2\)As usual we give weights of Spin\((2m)\)-representations in terms of SO\((2m)\).
and
\[ ch(\Delta^+ + \Delta^-) = \prod_{i=1}^m (e^{\frac{q_i}{2}} + e^{-\frac{q_i}{2}}). \]

Then the Chern characters of the power series of representations \( R \) and \( R^0 \) in \( R(\text{Spin}(2m))[[q]] \) given in Definition 2.2 are equal to
\[
ch(R) = \prod_{i=1}^m \left(\frac{1 + q^n e^{x_i}}{1 - q^n e^{x_i}}\right) \prod_{n=1}^\infty \frac{1 - q^n e^{x_i}}{1 - q^n e^{-x_i}}(1 + q^n)^2
\]
and
\[
ch(R^0) = \prod_{i=1}^m \left(\frac{1 - q^{2n-1} e^{x_i}}{1 - q^{2n-1} e^{-x_i}}\right) \prod_{n=1}^\infty \frac{1 - q^n e^{x_i}}{1 - q^n e^{-x_i}}(1 + q^n)^2
\].

So the formal Chern characters \( F_{2,R} \) and \( F_{2,R^0} \) of \( R \) and \( R^0 \) are equal to
\[
F_{2,R}(\mu_1, \ldots, \mu_m) = \prod_{i=1}^m \left(\frac{\mu_i}{\mu_i^{-1}}\right) \prod_{n=1}^\infty \frac{1 + q^n \mu_i}{1 - q^n \mu_i}(1 + q^n)^2
\]
and
\[
F_{2,R^0}(\mu_1, \ldots, \mu_m) = \prod_{i=1}^m \left(\frac{1 - q^{2n-1} \mu_i}{1 - q^{2n-1} \mu_i^{-1}}\right) \prod_{n=1}^\infty \frac{1 + q^n \mu_i}{1 - q^n \mu_i}(1 + q^n)^2
\].

Applying formula (3) to the elliptic genera we get
\[
\varphi(M) = (-1)^m \left\langle \prod_{i=1}^m \frac{e^{x_i}}{e^{x_i} - 1} \cdot \frac{1 + q^n e^{x_i}}{1 - q^n e^{x_i}}(1 + q^n)^2, [M] \right\rangle
\]
and
\[
\varphi^0(M) = (-1)^m \left\langle \prod_{i=1}^m \frac{e^{x_i}}{e^{x_i} - 1} \cdot \frac{1 - q^{2n-1} e^{x_i}}{1 - q^{2n-1} e^{-x_i}}(1 - q^{2n})^2, [M] \right\rangle,
\]
where both expressions are in \( \mathbb{Q}[[q]] \). In fact from the earlier definition as indices we know that the expressions are in \( \mathbb{Z}[[q]] \).

2.4. Cohomological Formulas for Equivariant Indices. In this section we give the cohomological version of the Lefschetz fixed point formula for equivariant indices (cf. [AtSiIII68]). It describes the global equivariant index in terms of local invariants associated to the \( S^1 \)-action over the fixed point components of the manifold.

Let \( M \) be a 2m-dimensional \( \text{Spin} \)-manifold with \( \text{Spin} \)-preserving \( S^1 \)-action. Let \( M^{S^1} \subset M \) be the fixed point manifold of the \( S^1 \)-action on \( M \) and let \( Y \) be a connected component of \( M^{S^1} \). Since \( Y \) is a trivial \( S^1 \)-space, the tangent bundle \( TM \) of \( M \) restricted to \( Y \) splits equivariantly as a direct sum of the tangent bundle \( \nu_0 \) of \( Y \) and the normal bundle \( \nu \) of \( Y \) in \( M \). The latter splits equivariantly as a finite direct sum \( \nu = \bigoplus_{k=1}^\infty \nu_k \), where the non-trivial \( S^1 \)-action on \( \nu_k \) induces a complex structure on \( \nu_k \), s.t. \( \lambda \in S^1 \) acts on \( \nu_k \) by multiplication with \( \lambda^{m_k} \) and all \( m_k \) are positive integers. These integers will be called rotation numbers of the \( S^1 \)-action at \( Y \). We define \( m_0^Y := 0 \) which we interpret as the tangential rotation number of \( Y \). Let the orientation of \( Y \) be induced by the orientation of \( M \) and the complex structures on \( \nu_k \). We denote by \( r(k) \) the complex rank of \( \nu_k \) and let \( r(0) \) be equal to half of the dimension of \( Y \). We remark that the integers \( l \) and \( r(k) \) for
$k = 0, \ldots, l$, depend on the chosen component $Y$. We are now in the position to state the Lefschetz fixed point theorem.

**Theorem 2.8** (Lefschetz fixed point formula [AtSiIII68]). Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action and let $Y$ be the set of connected components of $M^{S^1}$. Let $V \in R(\text{Spin}(2m))[[q]]$. Then

$$\hat{A}_{S^1}(M; V) = \sum_{Y \in \mathcal{Y}} a(Y, V),$$

where $a(Y, V) \in \mathbb{Q}(\lambda^\mathbb{Z})[[q]]$ is given by

$$a(Y, V)(\lambda) = (-1)^m \left( \prod_{j=1}^{r(0)} x_{0,j} \right) \cdot F_1(e^{x_{0,1}+m^k_{Y}z}, \ldots, e^{x_{k,j}+m^k_{Y}z}, \ldots, e^{x_{l,r(1)}+m^k_{Y}z})$$

$$\cdot F_2(e^{x_{0,1}+m^k_{Y}z}, \ldots, e^{x_{k,j}+m^k_{Y}z}, \ldots, e^{x_{l,r(1)}+m^k_{Y}z}, [Y])$$

for $\lambda = e^z$. Here $m^k_{Y}$ are the rotation numbers of $Y$ and $x_{k,j}$ are the roots of the bundle $v_k$.

**Remark 2.9.**

1. **Recipe:** The formula giving $a(Y, V)$ is obtained from formula (3) for the non-equivariant index of $M$ by replacing the Euler class $\prod_{i=1}^{m} x_i$ of $M$ by the Euler class $\prod_{j=1}^{r(0)} x_{0,j}$ of $Y$ and replacing the roots $x_i$ of $TM$ by $x_{k,j} + m^k_{Y} \cdot z$.

2. By definition $\hat{A}_{S^1}(M; V)$ is a power series in $q$ with coefficients which are characters on $S^1$, i.e. Laurent polynomials in $\lambda$. The given formula describes the global equivariant index $\hat{A}_{S^1}(M; V)$ in terms of local invariants $a(Y, V)$ associated to the fixed point components $Y$ of $M$. We will see in the next section (cf. Theorem 2.13) that each local invariant $a(Y, V)$ is an element in $\mathbb{Q}(\lambda^\mathbb{Z})[[q]]$, where the coefficients of this power series might have poles only at zero or at any $\lambda$ with $\lambda m^k_{Y} = 1$. Identity (4) of the Lefschetz fixed point theorem is proven for topological generators $\lambda$ of $S^1$. Since the set of topological generators is dense on $S^1$, identity (4) is $q$-coefficientwise an identity of rational functions. Since each coefficient on the left side is actually a Laurent polynomial in $\lambda$, the possible poles on $S^1$ on the right side must cancel out by summation over the fixed point components $Y$.

2.5. **The Lefschetz Fixed Point Formula - Revisited.** In this section we will have a closer look at the Lefschetz fixed point formula. We will define a power series $G_{V,Y}$ which is closely related to an equivariant analog of the formal Chern character of $V$. Then we will rephrase the evaluation of the cohomological expression on the fundamental class to express the local invariants $a(Y, V)$ as a $\mathbb{Q}$-linear combination of the coefficients of $G_{V,Y}$. The coefficients of this $\mathbb{Q}$-linear combination only depend on the $S^1$-action over the fixed point component and not on the chosen power series of representations $V$.

Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action and let $Y$ be a connected component of $M^{S^1}$ with rotation numbers $m^k_{Y}$ and roots $x_{k,j}$, $j = 1, \ldots, r(k)$, of the vector bundle $v_k$, $k = 0, \ldots, l$, defined in the beginning of Section 2.4. Finally let $C(Y) := \{(k, j) \mid 0 \leq k \leq l, 1 \leq j \leq r(k)\}$ be the index set of the roots $x_{k,j}$.
For $A := \mathbb{Q}(\lambda^k)\langle q \rangle$ we study the following map:

$$A[[c_{k,i}, p_h, e \mid (k, i) \in C(Y), k \neq 0, h = 1, \ldots, r(0) - 1]] \xrightarrow{\iota} A[[x_{k,j} \mid (k, j) \in C(Y)]]$$

where each $c_{k,i}$ is mapped by $\iota$ to the $i$-th elementary symmetric function in the $x_{k,j}$ for $k \neq 0$, $p_h$ is mapped to the $h$-th elementary symmetric function in the $x_{0,j}^2$, and $e$ is mapped to the product of the $x_{0,j}$, i.e.

$$\iota(c_{k,i}) = \sigma_i(x_{k,j}), \quad \iota(p_h) = \sigma_h(x_{0,j}^2) \quad \text{and} \quad \iota(e) = \prod_{j=1}^{r(0)} x_{0,j}.$$ 

Note that after giving $x_{k,j}, c_{k,i}, p_h$ and $e$ degrees $2, 2i, 4h$ and $2r(0)$, respectively, the above rings become graded rings and $\iota$ a graded homomorphism.

Consider the group action $W$ on $A[[x_{k,j} \mid (k, j) \in C(Y)]]$ generated by all permutations of $x_{k,1}, \ldots, x_{k,r(k)}$ for fixed $k \in \{0, \ldots, l\}$ and even numbers of sign changes on $x_{0,1}, \ldots, x_{0,r(0)}$. Note that the image of $\iota$ lies in the invariants of the group action $W$.

**Lemma 2.10.** 1. The map $\iota$ is injective.

2. The image of $\iota$ is equal to the invariants of the group action $W$.

3. For every $a \in A[[c_{k,i}, p_h, e \mid (k, i) \in C(Y), k \neq 0, h = 1, \ldots, r(0) - 1]]$ the coefficients of $a$ are given by unique $\mathbb{Q}$-linear combinations of the coefficients of the monomials $\prod_{(k,j) \in C(Y)} x_{k,j}^{n_{k,j}}$ in $\iota(a)$ where $n_{k,j} \geq n_{k,j+1}$. The coefficients of these $\mathbb{Q}$-linear combinations do not depend on $a$.

**Proof.** Statements (1) and (2) follow easily from standard facts about symmetric functions after splitting domain and range of $\iota$ into appropriate tensor products. For (3) we may assume that $a$ is homogeneous of some degree $d$. Note that since $\iota$ is injective the image of $\iota$ is again a free $A$-module with basis in degree $d$ given by the image of monomials in $c_{k,i}, p_h$ and $e$ of degree $d$. Two monomials in the $x_{k,j}$ are called equivalent iff they are in the same orbit with respect to the action of $W$. For any monomial $y$ let $\overline{y}$ denote the sum of all monomials which are equivalent to $y$. Then the equivalence classes $\frac{1}{d} \sum_{(k,j) \in C(Y)} x_{k,j}^{n_{k,j}}$ for $n_{k,j} \geq n_{k,j+1}$ and $\sum_{(k,j) \in C(Y)} 2n_{k,j} = d$ define another basis. Since the matrix for the basis change has rational entries statement (3) follows.

Recall the formulas for $F_1$ and $F_{2,V}$ from Definition 2.7.

**Definition 2.11.** For any $m$-tuple $N$ of integer numbers $m_i$ and any power series of representations $V$ we define

$$G_{1,N}(\lambda, x_1, \ldots, x_m) := F_1(\lambda^{m_1}e^{x_1}, \ldots, \lambda^{m_m}e^{x_m}),$$

$$G_{2,V,N}(\lambda, x_1, \ldots, x_m) := F_{2,V}(\lambda^{m_1}e^{x_1}, \ldots, \lambda^{m_m}e^{x_m}).$$

---

The structure group of the bundle $TM\mid_Y$ restricts to the product $G$ of $U(r(k))$ for $k \neq 0$ and $SO(2r(0))$. The inclusion of the maximal torus in $G$ induces a map between classifying spaces which is given in cohomology with coefficients in $A$ by $\iota$. 


For the $m$-tuple $\mathcal{N} = \mathcal{N}(Y)$ of rotation numbers $m_{k,j} := m_{k,j}^Y$, $(k, j) \in C(Y)$, of the fixed point component $Y$ we define

$$G_{V,N}(Y)(\lambda, x_{0,1}, \ldots, x_{k,j}, \ldots, x_{l,r(l)}) := (\prod_{j=1}^{r(0)} x_{0,j}) \cdot G_{1,N}(Y)(\lambda, x_{0,1}, \ldots, x_{k,j}, \ldots, x_{l,r(l)})$$

$$\cdot G_{2,V,N}(Y)(\lambda, x_{0,1}, \ldots, x_{k,j}, \ldots, x_{l,r(l)}).$$

From Definition 2.7 it is immediate that

$$F_1(\lambda^{m_1} \mu_1, \ldots, \lambda^{m_m} \mu_m) \in \mathbb{Q}(\lambda^{1/2}, \mu_1^{1/2}, \ldots, \mu_m^{1/2}),$$

$$F_2(\lambda^{m_1} \mu_1, \ldots, \lambda^{m_m} \mu_m) \in \mathbb{Q}[\lambda^{\pm 1/2}, \mu_1^{\pm 1/2}, \ldots, \mu_m^{\pm 1/2}][q]$$

and

$$G_{1,N}(\lambda, x_1, \ldots, x_m) \in \prod_{\mathbf{m}_i = 0}^{d_i} \mathbb{Q}[\lambda^{\pm 1} | m_i \neq 0][\lambda^{\pm 1/2}][x_1, \ldots, x_m],$$

$$G_{2,V,N}(\lambda, x_1, \ldots, x_m) \in \mathbb{Q}[\lambda^{\pm 1/2}][x_1, \ldots, x_m][q].$$

**Lemma 2.12.** The expression $G_{V,N}(Y)$ is in the image of $\iota$.

**Proof.** It follows directly from the definitions that $G_{V,N}(Y)$ is an element in $\mathcal{A}[x_{k,j} | (k, j) \in C(Y)]$ where $\mathcal{A}$ was defined as $\mathcal{A} = \mathbb{Q}(\lambda^{1/2})[[q]]$. By Lemma 2.10 the image of $\iota$ is equal to the invariants of the action $W$ on $\mathcal{A}[x_{k,j} | (k, j) \in C(Y)]$. This action $W$ is given by arbitrary permutations of the $x_{k,j}$ for fixed $k$, and by even numbers of sign changes on the $x_{0,j}$. Since $F_1$ is symmetric in all its arguments and an odd function in $x_i$ and the rotation numbers $m_{k,j}$ do not depend on $j$ for fixed $k$, $G_{1,N}(Y)$ is invariant under $W$. Obviously $\prod_{j=1}^{r(0)} x_{0,j}$ is symmetric in $x_{0,j}$ and an odd function, so again it is invariant under $W$. Since $V$ is a power series of representations of $Spin(2m)$, the formal Chern character $F_2(V)$ is symmetric in all its arguments and invariant under an even number of sign changes on the $x_i$. By definition

$$G_{2,V,N}(Y)(\lambda, x_{0,1}, \ldots, x_{k,j}, \ldots, x_{l,r(l)}) = F_2(V(x^{a_0}, \ldots, x^{a_r(0)}, \lambda^{m_{a_1}} \cdot e^{x_{1,1}}, \ldots, \lambda^{m_{a_l}} \cdot e^{x_{l,r(l)}}), \lambda^{m_{b_1}} \cdot e^{x_{b_1}}, \ldots, \lambda^{m_{b_l}} \cdot e^{x_{b_l}}).$$

Hence, $G_{2,V,N}(Y)$ is invariant under $W$. Therefore $G_{V,N}(Y)$ is in the image of $\iota$. \qed

Next we consider the map:

$$\mathcal{A}[c_{k,i}, p_i, e | (k, i) \in C(Y), \ k \neq 0, h = 1, \ldots, r(0) - 1] \xrightarrow{\iota} \mathbb{H}^*(Y; \mathcal{A}),$$

where $t$ is the graded ring homomorphism defined by mapping $c_{k,i}$ to the $i$-th Chern class of the complex bundle $\nu_k$, mapping $p_h$ to the $h$-th Pontrjagin class of the tangent bundle of $Y$ and $e$ to the Euler class of $Y$.

We are now in the position to rephrase the Lefschetz fixed point formula (cf. Theorem 2.8) in terms of $\iota$, $t$ and $G_{V,N}(Y)$.

\footnote{This is the map in cohomology with coefficients in $\mathcal{A}$ induced by the classifying map between $Y$ and $BG$ (see the previous footnote).}
Theorem 2.13 (Lefschetz fixed point formula - Revisited). Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action and let $Y$ be the set of connected components of $M^{S^1}$. Let $V \in R(\text{Spin}(2m))[[q]]$. Then

$$\tilde{A}_{S^1}(M; V) = \sum_{Y \in Y} a(Y, V),$$

where

$$a(Y, V) := (-1)^m (t \circ \iota^{-1}(G_{V,N}(Y)) = \dim(Y), \{Y\}) \in \mathcal{A}.$$

In the next proposition we establish the main result of this section: We describe the local invariants as linear combinations of coefficients of $G_{V,N}(Y)$. Recall that $G_{V,N}(Y)$ is in $\mathcal{A}[[x_{k,j} \mid (k, j) \in C(Y)]]$. If we assign to $x_{k,j}$ degree 2 the homogeneous part of $G_{V,N}(Y)$ of degree 2$r(0) = \dim(Y)$ is an $\mathcal{A}$-linear combination of the monomials $\prod_{(k,j) \in C(Y)} x_{k,j}^{n_{k,j}}$ of degree 2$r(0)$.

Proposition 2.14. Consider the coefficients of the monomials $\prod_{(k,j) \in C(Y)} x_{k,j}^{n_{k,j}}$ of degree 2$r(0)$ in $G_{V,N}(Y)$ satisfying $n_{k,j} \geq n_{k,j+1}$. The local invariants $a(Y, V)$ are unique $\mathbb{Q}$-linear combinations of these coefficients. The rational coefficients of these linear combinations only depend on the fixed point data $C(Y)$ and the mixed characteristic numbers of $Y$ and the bundles $\nu_k$; in particular they do not depend on the chosen power series of representations $V$.

Proof. We use the formula for $a(Y, V)$ given in the Lefschetz fixed point theorem 2.13. Applying $(t(\cdot), [Y])$ to $\iota^{-1}(G_{V,N}(Y))$ amounts to extracting the degree 2$r(0)$-part and substituting the corresponding mixed characteristic numbers of $Y$ and the bundles $\nu_k$ for the monomials in $c_{k,i}$, $p_i$, and $e$. The result is an integer linear combination of the coefficients of $\iota^{-1}(G_{V,N}(Y))$ with respect to the monomials in $c_{k,i}$, $p_i$, and $e$. By Lemma 2.10 these coefficients are unique $\mathbb{Q}$-linear combinations of the coefficients of the monomials $\prod_{(k,j) \in C(Y)} x_{k,j}^{n_{k,j}}$ in $G_{V,N}(Y)$ of the same degree (with $n_{k,j} \geq n_{k,j+1}$), which do not depend on $G_{V,N}(Y)$. □

2.6. Exponential Representations and Differential Operators. In this section we will simplify the main result of the previous section in the case of exponential representations. For any exponential representation $V$ we will define the building block $f_V$. The equivariant index of the twisted Dirac operator will then be expressed as the result of applying a certain operator polynomial to $f_V$. The operator polynomial only depends on the $S^1$-action over the fixed point components and not on the chosen exponential representation $V$. This result leads to the definition of DSC-rings. We will see that if the building block associated to the exponential representation lies in some DSC-ring, then the equivariant index lies in the same ring. We will make use of this statement as a tool to derive properties of the equivariant index from properties of the building block in Chapter 3.

Definition 2.15. 1. A power series of representations $V \in R(\text{Spin}(2m))[[q]]$ is called an exponential representation iff its formal Chern character $F_{2,V} \in \mathbb{Q}[\mu_1^{\pm \frac{1}{2}}, \ldots, \mu_m^{\pm \frac{1}{2}}][[q]]$ is of the form $F_{2,V} = \prod_{i=1}^m f_{2,V}(\mu_i)$, where $f_{2,V} \in \mathbb{Q}[\mu^{\pm \frac{1}{2}}][[q]]$. 
For an exponential representation $V$ with $F_{2,V} = \prod_{i=1}^{m} f_{2,V}(\mu_i)$ we define the building block
\[ f_V(\mu) := \frac{1}{\mu^{\frac{1}{2}} - \mu^{-\frac{1}{2}}} \cdot f_{2,V}(\mu) \in \frac{1}{\mu^{\frac{1}{2}} - \mu^{-\frac{1}{2}}} \cdot \mathbb{Q}[\mu^{\frac{1}{2}}][[q]]. \]

As an example the power series of representations $R$ and $R^0$ defining elliptic genera are exponential with the building blocks
\[ \frac{1}{\mu^{\frac{1}{2}} - \mu^{-\frac{1}{2}}} \cdot \prod_{n=1}^{\infty} (1 - q^n\mu)(1 - q^n\mu^{-1})(1 + q^n)^2 \]
and
\[ \frac{1}{\mu^{\frac{1}{2}} - \mu^{-\frac{1}{2}}} \cdot \prod_{n=1}^{\infty} (1 - q^{2n-1}\mu)(1 - q^{2n-1}\mu^{-1})(1 - q^{2n})^2 \].

Note that $x \cdot f_R(e^x)$ (resp. $x \cdot f_R(e^x)$) is the characteristic power series of the elliptic genus $\varphi$ (resp. $\varphi^0$) in the Hirzebruch formalism.

For an exponential representation $V$ the expression $G_{V,N}(Y)$ simplifies in the following way:
\[ G_{V,N}(Y)(\lambda, x_{0,1}, \ldots, x_{k,j}, \ldots, x_{l,r(l)}) = \prod_{j=1}^{r(0)} x_{0,j} \cdot \prod_{k=0}^{r(k)} \prod_{l=0}^{r(l)} f_V(\lambda^{m_k} e^{x_{k,j}}). \]

**Definition 2.16.** For $r \neq 0$ and $i \geq 0$ let $\partial_i(r) : \mathbb{Q}(\lambda^{\frac{1}{2}})[[q]] \to \mathbb{Q}(\lambda^{\frac{1}{2}})[[q]]$ be the operator defined by
\[ \partial_i(r)(f) := \frac{1}{i!} \cdot \frac{\partial^i}{\partial x^i} (f(\lambda)), \text{ where } \lambda = e^x. \]

For $f \in \mathbb{Q}(\lambda^{\frac{1}{2}})[[q]]$ such that $xf(e^x) \in \mathbb{Q}[[x]][[q]]$ we define
\[ \partial_i(0)(f) := \frac{1}{(i+1)!} \cdot \frac{\partial^{i+1}}{\partial x^{i+1}} (xf(e^x))(0) \text{ for } i \geq -1. \]

We give the operator $\partial_i(r)$ degree $i$ for any $r$.

In the next proposition we describe the equivariant index $\hat{A}_{S^1}(M;V)$ as the result of applying a polynomial in the $\partial_i(r)$ to the building block.

**Proposition 2.17.** Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action and let $Y$ be a connected component of $M^{S^1}$.

1. There exists a polynomial of degree zero in the operators $\partial_i(r)$ with rational coefficients such that for any exponential representation $V \in \text{R}(\text{Spin}(2m))[[q]]$ the local invariants $a(Y,V)$ defined in the Lefschetz fixed point theorem 2.13 are the result of applying this operator polynomial to the building block $f_V$. More precisely this operator polynomial is a rational linear combination of the monomials $\prod_{(k,j) \in C(Y)} \partial_{n_{k,j}}(m_{k,j}^X)$ with $n_{k,j} \geq n_{k,j+1}$ and having degree 0. Especially all monomials have length $m$.

2. There exists a polynomial $\Phi_M$ of degree zero in the operators $\partial_i(r)$ with rational coefficients such that for any exponential representation $V \in \text{R}(\text{Spin}(2m))[[q]]$ the equivariant index $\hat{A}_{S^1}(M;V)$ is the result of applying this operator polynomial to the building block $f_V$, i.e. $\hat{A}_{S^1}(M;V) = \Phi_M(f_V)$. All monomials in this polynomial have length $m$. 
Proof. Recall that for any exponential representation \( V \) we introduced in Definition 2.15 the building block \( f_V(\mu) \in \frac{\lambda^{\frac{1}{2}}}{\mu^{\frac{3}{2}} - \mu^\frac{1}{2}} \cdot \mathbb{Q}[\mu^{\frac{1}{2}}][[q]] \). Note that \( f_V(\lambda^r e^z) \in \mathbb{Q}(\lambda^\frac{1}{2})[[x]][[q]] \) for \( r \neq 0 \) and \( f_V(\lambda e^z) \in \frac{1}{x} \mathbb{Q}[[x]][[q]] \) for \( r = 0 \). Let \( a_{V,i}(r) \in \mathbb{Q}(\lambda^\frac{1}{2})[[q]] \) be the coefficient of \( x^i \) in \( f_V(\lambda^r e^z) \). So for \( r \neq 0 \)
\[
a_{V,i}(r) = \frac{1}{i!} \cdot \frac{\partial^i}{\partial x^i} (f_V(\lambda^r e^z))(0)
= \frac{1}{i!} \cdot \frac{\partial^i}{\partial z^i} (f_V(\lambda^r)) \in \mathbb{Q}(\lambda^\frac{1}{2})[[q]],
\]
where \( \lambda = e^z \), and
\[
a_{V,i}(0) = \frac{1}{(i+1)!} \cdot \frac{\partial^{i+1}}{\partial x^{i+1}} (x f_V(e^z))(0) \in \mathbb{Q}[[q]].
\]
From the definition of \( \partial_i(r) \) it is obvious that \( a_{V,i}(r) = \partial_i(r)(f_V) \). So Part 1 of the proposition follows directly from Proposition 2.14 and formula (7). For Part 2 recall that \( A_{S^1}(M; V) = \sum_{Y \in \mathcal{Y}} a(Y, V) \).

We will now study this result from a more abstract point of view. For this we define the following operators on the ring \( \mathcal{T} := \mathbb{C}[\frac{1}{z}][[z]][[q]] \):
\[
\partial_i : \mathcal{T} \to \mathcal{T}, \quad \partial_i(f) := \frac{\partial^i}{\partial z^i} (f) \quad \text{for } i \in \mathbb{N},
\]
\[
\iota_r : \mathcal{T} \to \mathcal{T}, \quad \iota_r(f)(z) := f(rz) \quad \text{for } r \in \mathbb{Z} \setminus \{0\}.
\]
Let us call \( f \in \mathcal{T} \) almost regular if \( f \in \mathcal{T}_0 := \frac{1}{z} \mathbb{C}[[z]][[q]] \). We define operators \( \partial^0_i \) on \( \mathcal{T}_0 \) by
\[
\partial^0_i : \mathcal{T}_0 \to \mathcal{T}_0, \quad \partial^0_i(f) = \frac{\partial^{i+1}}{\partial z^{i+1}} (z \cdot f)(0) \quad \text{for } i \in \mathbb{Z}, \ i \geq -1.
\]

**Definition 2.18.** A \( \mathbb{Z} \)-graded \( \mathbb{Q} \)-algebra \( S^* \), which is an ungraded subalgebra of \( \mathcal{T} \), is called a DSC-ring of series of type \( s \), \( s \in \mathbb{Z} \), iff
1. the operation of \( \partial_i \) and \( \iota_r \) for \( i \in \mathbb{N} \) and \( r \in \mathbb{Z} \setminus \{0\} \) restrict to \( S^* \),
2. the operation of \( \partial^0_i \) for \( i \in \mathbb{Z} \) and \( i \geq -1 \) restricts to the almost regular elements \( S^*_0 := S^* \cap \mathcal{T}_0 \),
3. the operations \( \partial_i, \iota_r, \) and \( \partial^0_i \) have degrees \( s \cdot i \), \( 0 \) and \( s \cdot i \), respectively (i.e. they shift degrees by \( s \cdot i \), \( 0 \) and \( s \cdot i \)).

These rings are called DSC-rings since they are closed under differentiation and scalar multiplication by integers. We will be interested in the case of DSC-rings of series of type 0 or 1. Observe that any ungraded ring \( S \) can be viewed as a graded ring \( S^* := S^0 := S \). Examples for DSC-rings of series of type 0 which come from ungraded rings in this way are the ring \( \mathcal{T} \) itself and the ring \( \mathbb{Q}(\lambda^\frac{1}{2})[[q]] \) via the inclusion to \( \mathcal{T} \) given by \( \lambda^\frac{1}{2} \mapsto e^z \). Note that for any exponential representation \( V \) the building block \( f_V(\lambda) \) is an almost regular element in the DSC-ring of series \( \mathbb{Q}(\lambda^\frac{1}{2})[[q]] \). The next lemma is trivial.

**Lemma 2.19.** The action of \( \partial_i(r) := \frac{1}{(i-r)!} \cdot \partial_i \circ \iota_r \) for \( i \in \mathbb{N} \) and \( r \in \mathbb{Z} \setminus \{0\} \), respectively of \( \partial_i(0) := \frac{1}{(i+1)!} \cdot \partial^0_i \) for \( i \in \mathbb{Z}, \ i \geq -1 \), is defined on any DSC-ring of series, respectively its almost regular elements. On the ring \( \mathbb{Q}(\lambda^\frac{1}{2})[[q]] \) it coincides with the action introduced in Definition 2.16. \( \square \)
The last result of this chapter will become important in the next chapter.

Proposition 2.20. Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action. Let $V$ be an exponential representation of $\text{Spin}(2m)$, let $S^*$ be a DSC-ring of series of type $s$ and assume $f_V(e^x) \in S^k$ for some $k$. Then the equivariant index $\hat{A}_{S^1}(M; V)(\lambda)$ is in $S^{nk}$ for $\lambda = e^x$. More precisely, there exists a polynomial $\mathfrak{P}_M$ in the operators $\partial_i(r)$ such that $\hat{A}_{S^1}(M; V) = \mathfrak{P}_M(f_V)$. The polynomial is independent of the chosen exponential representation $V$ and the chosen DSC-ring $S^*$.

Proof. By Proposition 2.17, Part 2, the equivariant index $\hat{A}_{S^1}(M; V)$ is the result of applying a polynomial $\mathfrak{P}_M$ of degree zero in the operators $\partial_i(r)$ to the building block $f_V$, which is always almost regular. Furthermore each monomial in this polynomial has length $m$. Since by Lemma 2.19 the operators $\partial_i(r)$ act on $S^*$ ($\partial_i(r)$ acts on $S_0$ for $r = 0$), and shift degree by $s \cdot i$, the result follows.

3. Function-Theoretical Considerations

3.1. DSC-Rings of Functions. In this section we will prepare the setting which will be used to study elliptic genera as meromorphic functions. We will define a DSC-ring of series and a DSC-ring of meromorphic functions especially adapted to elliptic genera. These two rings will be related by a convergence map $\kappa$.

Let $B \subset \mathbb{C}$ be the open unit disk around 0 and let $\hat{\mathbb{C}}^*$ be the connected double cover of $\mathbb{C}^*$. We denote by $\lambda$, resp. $\lambda^2$, the coordinate functions on $\mathbb{C}^*$, resp. $\hat{\mathbb{C}}^*$, and define a family of open sets by $B_N := \{(q, \lambda) \in B \times \hat{\mathbb{C}}^* \mid |q|^{\frac{1}{N}} < |\lambda| < |q|^{-\frac{1}{N}}\}$ for $N \in \mathbb{N}$.

Definition 3.1. Let $\mathcal{R} \subset \mathbb{C}(\lambda^2)[[q]]$ be the set of all elements $f(\lambda) = \sum_{n=0}^{\infty} f_n(\lambda)q^n$, $f_n(\lambda) \in \mathbb{C}(\lambda^2)$, for which there exists $a(\lambda) \in \mathbb{C}[\lambda] \setminus \{0\}$, such that $a(\lambda)f_n(\lambda)$ is holomorphic on $\hat{\mathbb{C}}^*$ for all $n$ and $\sum_{n=0}^{\infty} a(\lambda)f_n(\lambda)q^n$ converges normally on $B_N$ for some $N \in \mathbb{N}$.

It is an easy exercise to show that $\mathcal{R}$ is a $\mathbb{Q}$-algebra. We make $\mathcal{R}$ into a graded $\mathbb{Q}$-algebra via $\mathcal{R}^* := \mathcal{R}^0 := \mathcal{R}$. The $\mathbb{Q}$-algebra $\mathcal{R}$ can be embedded as a subalgebra of $T = \mathbb{C}[[z]][[[q]]] \text{via } \lambda^2 \mapsto e^z$.

Lemma 3.2. The ring $\mathcal{R}^*$ is a DSC-ring of series of type 0.

Proof. The condition that the action of $i_\tau$ restricts to $\mathcal{R}$ is obviously fulfilled. For the action of $\partial_i$ note that if $\sum_{n=0}^{\infty} a(\lambda)f_n(\lambda)q^n$ converges normally, then also $\sum_{n=0}^{\infty} a^2(\lambda) \frac{\partial}{\partial z} f_n(\lambda)q^n$ converges normally. To show that $\partial_i^0 f = \sum_{n=0}^{\infty} \frac{\partial^{i+1}}{\partial z^{i+1}}(zf_n(e^z))(0)q^n$ converges normally for every almost regular $f$ on some $B_N$ we remark that if $a(\lambda) = (\lambda - 1)b(\lambda)$ with $b(\lambda) \in \mathbb{C}[\lambda]$ and $b(1) \neq 0$, then $\frac{\partial^{i+1}}{\partial z^{i+1}}(zf_n(e^z))(0)$ is a $\mathbb{C}$-linear combination of $\frac{\partial^j}{\partial z^j}(a(\lambda)f_n(\lambda))(1)$ for $j \in \{0, \ldots, k + i\}$. From the normal convergence of $\sum_{n=0}^{\infty} a(\lambda)f_n(\lambda)q^n$ on some $B_N$ it follows that $\sum_{n=0}^{\infty} \frac{\partial^j}{\partial z^j}(a(\lambda)f_n(\lambda))(j)$ also converges normally on $B_N$ for all $j$. Since $B \times \{1\} \subset B_N$ for all $N$ we get that $\partial_i^0 f$ converges normally on $B_N$, so $\partial_i^0 f \in \mathcal{R}$. 

\[\Box\]
A function on an open subset of $\mathbb{C}^r$ is meromorphic iff it is locally the quotient \( \frac{f}{g} \) of holomorphic functions $f$ and $g$, where $g \neq 0$. A function on a subset $V$ of $\mathbb{C}^r$ is meromorphic iff it extends to a meromorphic function on some open neighborhood of $V$. Let $\mathcal{M}(V)$ denote the ring of meromorphic functions on $V$.

For any subset $V = V_1 \times V_2$, $V_1 \subset \mathbb{C}^l$, $V_2 \subset \mathbb{C}$ with $r \cdot V_2 \subset V_2$, for all $r \in \mathbb{Z}$, we define operators $\partial_i$ and $\iota_r$ on $\mathcal{M}(V)$ by

$$\partial_i : \mathcal{M}(V) \to \mathcal{M}(V), \partial_i(f)(\xi, z) := \frac{\partial_i}{\partial z_i}(f)(\xi, z) \quad \text{for } i \in \mathbb{N},$$

$$\iota_r : \mathcal{M}(V) \to \mathcal{M}(V), \iota_r(f)(\xi, z) := f(\xi, r \cdot z) \quad \text{for } r \in \mathbb{Z} \setminus \{0\}.$$ 

Let us call $f \in \mathcal{M}(V)$ almost regular if $f$ is an element in $\mathcal{M}(V)_0 := \{g \in \mathcal{M}(V) \mid z \cdot g \text{ is holomorphic on } V_1 \times \{0\} \subset V\}$.

We define operators $\partial_i^0$ on $\mathcal{M}(V)_0$ by

$$\partial_i^0 : \mathcal{M}(V)_0 \to \mathcal{M}(V)_0, \partial_i^0(f)(\xi, z) = \frac{\partial_i}{\partial z_i} (z \cdot f)(\xi, z)(z = 0),$$

for $i \in \mathbb{Z}$, $i \geq -1$. In particular, the operators $\partial_i$ and $\iota_r$ (resp. $\partial_i^0$) act on $\mathcal{M}(B \times i\mathbb{R})$ (resp. $\mathcal{M}(B \times i\mathbb{R})_0$). The ring $\mathcal{M}(B \times S^1)$ may be embedded into $\mathcal{M}(B \times i\mathbb{R})$ via $i\mathbb{R} \to S^1$, $z \mapsto e^z = \lambda$, and the action of $\partial_i$ and $\iota_r$ restricts to $\mathcal{M}(B \times S^1)$. The action on $\mathcal{M}(B \times S^1)$ will also be denoted by $\partial_i$ and $\iota_r$ (here we abuse notation; the operators are distinguished by the variables $z$ and $\lambda$). It is given by

$$\partial_i : \mathcal{M}(B \times S^1) \to \mathcal{M}(B \times S^1), \partial_i(f)(q, \lambda) := \frac{\partial_i}{\partial z_i}(f)(q, \lambda) \quad \text{for } i \in \mathbb{N},$$

where $\lambda = e^z$,

$$\iota_r : \mathcal{M}(B \times S^1) \to \mathcal{M}(B \times S^1), \iota_r(f)(q, \lambda) := f(q, \lambda^r) \quad \text{for } r \in \mathbb{Z} \setminus \{0\}.$$ 

Let us call $f \in \mathcal{M}(B \times S^1)$ almost regular if $f$ is an element in $\mathcal{M}(B \times S^1)_0 := \{g \in \mathcal{M}(B \times S^1) \mid (\lambda - 1) \cdot g \text{ is holomorphic on } B \times \{1\} \subset B \times \tilde{C}^*\}$, $\lambda - 1 \cdot g$ is holomorphic on $B \times \{1\} \subset B \times \tilde{C}^*$, so $f$ is almost regular iff its image in $\mathcal{M}(B \times i\mathbb{R})$ is almost regular. Again, the action of $\partial_i^0$ on $\mathcal{M}(B \times i\mathbb{R})_0$ restricts to $\mathcal{M}(B \times S^1)_0$ and is given by

$$\partial_i^0 : \mathcal{M}(B \times S^1)_0 \to \mathcal{M}(B \times S^1)_0, \partial_i^0(f)(q, \lambda) = \frac{\partial_i}{\partial z_i} (z \cdot f)(q, \lambda)(z = 0),$$

for $i \in \mathbb{Z}$, $i \geq -1$, where $\lambda = e^z$.

**Definition 3.3.** A $\mathbb{Z}$-graded $\mathbb{Q}$-algebra $S^*$, which is an ungraded subalgebra of $\mathcal{M}(B \times S^1)$, is called a **DSC-ring of functions of type** $s$, $s \in \mathbb{Z}$, iff

1. the operation of $\partial_i$ and $\iota_r$ for $i \in \mathbb{N}$ and $r \in \mathbb{Z} \setminus \{0\}$ restrict to $S^*$,
2. the operation of $\partial_i^0$ for $i \in \mathbb{Z}$ and $i \geq -1$ restricts to the almost regular elements $S^*_0 := S^* \cap \mathcal{M}(B \times S^1)_0$,
3. the operations $\partial_i$, $\iota_r$, and $\partial_i^0$ have degrees $s \cdot i$, 0 and $s \cdot i$, respectively (i.e. they shift degrees by $s \cdot i$, 0 and $s \cdot i$).

The ring $\mathcal{M}(B \times S^1)$ itself is a DSC-ring of functions of type 0, which is concentrated in degree 0. The next lemma is trivial.
Lemma 3.4. The action of $\partial_i(r) := \frac{1}{i! r^i} \cdot \partial_i \circ \iota_r$ for $i \in \mathbb{N}$ and $r \in \mathbb{Z} \setminus \{0\}$, respectively of $\partial_i(0) := \frac{1}{(i+1)!} \cdot \partial_i^0$ for $i \in \mathbb{Z}$, $i \geq -1$, is defined on any DSC-ring of functions, respectively its almost regular elements. If the ring is of type $s$, they shift degree by $i \cdot s$.

Definition 3.5. A homomorphism of DSC-rings (of series or functions) $\gamma : S_0^* \to S_1^*$ is a $\mathbb{Q}$-algebra homomorphism which maps almost regular elements to almost regular elements and commutes with the action of $\partial_i$, $\iota_r$ and $\partial_i^0$. The homomorphism does not have to be graded.

From the definition of a homomorphism the following property is obvious. Recall the definition of $\mathfrak{P}_M$ as a polynomial in the operators $\partial_i(r)$ from Proposition 2.17, Part 2.

Lemma 3.6. Any homomorphism $\gamma : S_0^* \to S_1^*$ of DSC-rings commutes with the action of the operators $\partial_i(r)$ for $i \geq 0$, $r \in \mathbb{Z}$. Especially, if $f \in (S_0^*)_0$ (i.e. $f$ is almost regular), then $\gamma(\mathfrak{P}_M(f)) = \mathfrak{P}_M(\gamma(f))$. Furthermore for $f$ of degree $k$, $\mathfrak{P}_M(f)$ has degree $mk$.

Definition 3.7. We define the limit map $\kappa : \mathcal{R} \to \mathcal{M}(B \times S^1)$ in the following way: If $f = \sum_{n=0}^{\infty} f_n(\lambda)q^n \in \mathcal{R}$ and $a(\lambda) \in \mathbb{C}[\lambda] \setminus \{0\}$ s.t. $a(\lambda)f_n(\lambda)$ is holomorphic on $\mathbb{C}^*$ and $\sum_{n=0}^{\infty} a(\lambda)f_n(\lambda)q^n$ converges normally to a function $\tilde{f}(\lambda,q)$ on some $B_N$, then let $\kappa(f) := \frac{\tilde{f}(\lambda,q)}{a(\lambda)}$.

Lemma 3.8. The limit map $\kappa$ is a well-defined injective homomorphism of $\mathbb{Q}$-algebras.

Proof. By an easy argument the map $\kappa$ does not depend on the chosen function $a(\lambda)$. So $\kappa$ is well-defined and it is obviously also a homomorphism of $\mathbb{Q}$-algebras. For the injectivity of $\kappa$ note that if $\kappa(f) = 0$, then $\sum_{n=0}^{\infty} a(\lambda)f_n(\lambda)q^n$ converges normally to the 0-function. By taking derivatives with respect to $q$ all $a(\lambda)f_n(\lambda)$ vanish identically, so all $f_n$ vanish.

Lemma 3.9. Let $f \in \mathcal{R}$, let $a(\lambda) \in \mathbb{C}[\lambda] \setminus \{0\}$ and let $\tilde{f}$ be a holomorphic function s.t. $\kappa(f) = \frac{\tilde{f}(\lambda,q)}{a(\lambda)}$ on some $B_N$. Let $\mathcal{Z}(a) = \{ \lambda \in \mathbb{C}^* \mid a(\lambda) = 0 \}$ be the finite set of zeroes of $a$ on $\mathbb{C}^*$. Then $\sum_{n=0}^{\infty} f_n(\lambda)q^n$ converges normally on $B_N \setminus (B \times \mathcal{Z}(a))$ to $\kappa(f)$. So $\kappa(f)$ is a meromorphic extension of the holomorphic function $\sum_{n=0}^{\infty} f_n(\lambda)q^n$ from $B_N \setminus (B \times \mathcal{Z}(a))$ to $B_N$.

Proof. The lemma is a direct consequence of the definition of normal convergence, since the norm of $a(\lambda)$ for $\lambda$ in any compact subset of $\mathbb{C}^* \setminus \mathcal{Z}(a)$ is greater than 0.

3.2. Holomorphicity on $S^1$. In this section we will show that the elliptic genera $\varphi_{S^1}(M)$ and $\varphi_{S^1}^0(M)$ converge to holomorphic functions on a neighborhood of $B \times S^1$ in $B \times \mathbb{C}^*$. To show holomorphicity we will relate these functions to the functions coming from the building blocks by showing that the convergence map $\kappa$ is a homomorphism of DSC-rings.
Proposition 3.10. Let \( U \) be a domain in \( \mathbb{C} \times \mathbb{C} \). Consider a series \( b = \sum_{n=0}^{\infty} b_n \) of holomorphic functions \( b_n \) on \( U \) such that \( b \) converges normally on \( U' = \{(q, \lambda) \in U \mid \lambda \neq \lambda_0 \} \) for some \( \lambda_0 \in \mathbb{C} \). Then \( b \) converges normally on all of \( U \).

Proof. To prove normal convergence it suffices to show that any point in \( U \) lies in the interior of a compact subset of \( U' \), on which the series converges absolutely in the maximum norm. Since \( b \) converges normally on \( U' \), we only have to check normal convergence on some compact neighborhood of any point of the form \((q_0, \lambda_0) \in U \). We take as a compact neighborhood the product \( K = D_q \times D_\lambda \) of two small closed disks around \( q_0 \) and \( \lambda_0 \) in \( U \). Since \( K \) is compact any function \( b_n \) takes its maximum on \( K \) in some point \((q', \lambda')\). Since \( b_n \) is holomorphic, it is also holomorphic in \( \lambda \) for fixed \( q \). So by the maximum principle we can assume that \( \lambda' \) lies on the boundary of the disk \( D_\lambda \), i.e.

\[ |b_n|_K = |b_n|_{D_q \times \partial D_\lambda}. \]

Since \( D_q \times \partial D_\lambda \) is a compact subset of \( U' \), the normal convergence of \( b = \sum_{n=0}^{\infty} b_n \) on \( U \) now follows from the normal convergence of the series on \( U' \).

From this proposition we get the following corollary about the DSC-ring \( \mathcal{R} \) of series.

Corollary 3.11. Let \( f = \sum_{n=0}^{\infty} f_n(\lambda)q^n \in \mathcal{R} \) and let \( b \in \mathbb{C}[\lambda] \setminus \{0\} \) such that \( b(\lambda)f_n(\lambda) \) is holomorphic on \( \mathbb{C}^* \). Then \( \sum_{n=0}^{\infty} b(\lambda)f_n(\lambda)q^n \) converges normally on \( B_N \) for some \( N > 0 \).

Proof. Since \( f \in \mathcal{R} \), there is a polynomial \( a \in \mathbb{C}[\lambda] \setminus \{0\} \) such that \( a(\lambda)f_n(\lambda) \) is holomorphic on \( \mathbb{C}^* \) and \( \sum_{n=0}^{\infty} a(\lambda)f_n(\lambda)q^n \) converges normally on \( B_N \) for some \( N > 0 \).

By Lemma 3.9 we know that \( \sum_{n=0}^{\infty} f_n(\lambda)q^n \) converges normally on \( B_N \setminus \left(B \times \mathcal{Z}(a)\right) \), where \( \mathcal{Z}(a) = \{\lambda \in \mathbb{C}^* \mid a(\lambda) = 0\} \) is the finite set of zeroes of \( a \) on \( \mathbb{C}^* \). Thus also \( \sum_{n=0}^{\infty} b(\lambda)f_n(\lambda)q^n \) converges normally on \( B_N \setminus \left(B \times \mathcal{Z}(a)\right) \). But since all summands are by assumption actually holomorphic, by Proposition 3.10 this sum converges normally on all of \( B_N \).

Lemma 3.12. The limit map \( \kappa : \mathcal{R} \rightarrow \mathcal{M}(B \times S^1) \) is a homomorphism of DSC-rings.

Proof. We already know from Lemma 3.8 that \( \kappa \) is a homomorphism of \( \mathbb{Q} \)-algebras. The fact that \( \kappa \) commutes with the action of \( \iota_r \) is immediate. Now if \( \sum_{n=0}^{\infty} a(\lambda)f_n(\lambda)q^n \) converges to some function \( \hat{f} \), so \( \kappa(f) = \frac{\hat{f}}{a} \), and \( \sum_{n=0}^{\infty} a^2(\lambda)\frac{\partial}{\partial \lambda} f_n(\lambda)q^n \) converges to some function \( \hat{g} \), so \( \kappa\left(\frac{\partial}{\partial \lambda} f\right) = \frac{\hat{g}}{a^2} \), one can easily check that \( \frac{\hat{g}}{a^2} = \frac{\partial}{\partial \lambda} \frac{\hat{f}}{a} \). So \( \kappa \) commutes with \( \frac{\partial}{\partial \lambda} \) and by the chain rule also with \( \partial_i = \frac{\partial}{\partial x_i} \) for \( \lambda = e^z \). By induction \( \kappa \) commutes with \( \partial_i \) for all \( i > 0 \). Now we want to show that \( \kappa \) maps almost regular elements to almost regular elements. If \( f \in \mathcal{R}_0 \) is any almost regular element, then
it follows from Corollary 3.11 that one can choose the element \( a \in \mathbb{C}[\lambda] \), s.t. \( \lambda - 1 \) divides \( a \) only once. Hence \( \kappa(f) = \frac{f}{\hat{f}} \) is obviously almost regular. Finally we have to show that \( \kappa \) commutes with \( \partial_{\lambda}^i \) for all \( i \geq -1 \). In the proof of Lemma 3.2 we used the fact that if \( a(\lambda) = (\lambda - 1)b(\lambda) \) with \( b(\lambda) \in \mathbb{C}[\lambda] \) and \( b(1) \neq 0 \), then \( \frac{\partial_{\lambda}^{i+1}}{\partial_{\lambda}^i} (z f_n(e^\lambda))(0) \) is a \( \mathbb{C} \)-linear combination of \( \frac{\partial_{\lambda}^{i+1}}{\partial_{\lambda}^i} (a(\lambda)f_n(\lambda))(1) \) for \( j \in \{0, \ldots, i+1\} \). Since the same formula holds for the function \( \kappa(f) \) instead of \( f \), and \( \kappa \) commutes with all \( \frac{\partial_{\lambda}^{i+1}}{\partial_{\lambda}^i} \) it follows that \( \kappa \) also commutes with \( \partial_{\lambda}^i \) for all \( i \geq -1 \).

**Definition 3.13.** Let \( V \in R(Spin(2m))[|q|] \) be an exponential representation such that the building block \( f_V(\lambda) \) is an element in \( R \). We define a function \( \psi_V \) in \( \mathcal{M}(B \times S^1) \) by

\[
\psi_V := \kappa(f_V).
\]

Let furthermore \( M \) be a 2m-dimensional Spin-manifold with Spin-preserving \( S^1 \)-action. We define a function \( \psi_{M,V} \) in \( \mathcal{M}(B \times S^1) \) by

\[
\psi_{M,V} := \kappa(A_{\psi}(M;V)).
\]

By Proposition 2.20 the function \( \psi_{M,V} \) is well-defined, i.e. the series \( \tilde{A}_{S^1}(M;V) \) actually converges lies in \( R \). The next proposition shows that the equivariant index \( \tilde{A}_{S^1}(M;V) \) converges to a function that is actually holomorphic on \( B \times S^1 \). It also relates this function to the function coming from the building block of \( V \).

**Proposition 3.14.** Let \( M \) be a 2m-dimensional Spin-manifold with Spin-preserving \( S^1 \)-action and let \( V \in R(Spin(2m))[|q|] \) be an exponential representation such that the building block \( f_V(\lambda) \) is an element in \( R \). Let \( \chi_M \) be the operator polynomial defined in Proposition 2.17, Part 2.

1. The functions \( \psi_V = \kappa(f_V) \) and \( \psi_{M,V} = \kappa(A_{\psi}(M;V)) \) are related in the following way:

\[
\psi_{M,V} = \chi_M(\psi_V).
\]

2. The function \( \psi_{M,V} \) is holomorphic in some neighborhood \( B_N \) of \( B \times S^1 \subset B \times \mathbb{C}^* \).

**Proof.** For the first statement we recall from Definition 3.13 that \( \psi_{M,V} = \kappa(A_{\psi}(M;V)) \) and from Proposition 2.20 that \( A_{\psi}(M;V) = \chi_M(f_V) \). Since \( \kappa \) is a homomorphism of DSC-rings it commutes with the operator polynomial \( \chi_M \) (cf. Lemma 3.6) and we get

\[
\psi_{M,V} = \kappa(A_{\psi}(M;V)) = \kappa(\chi_M(f_V)) = \chi_M(\kappa(f_V)) = \chi_M(\psi_V).
\]

The second statement follows immediately from Corollary 3.11: Since we have \( \psi_{M,V} = \kappa(A_{\psi}(M;V)) \) and \( \tilde{A}_{S^1}(M;V) \) as a series of characters of \( S^1 \) actually lies in \( \mathbb{Q}[\lambda, \lambda^{-1}][|q|] \) (i.e. all coefficients are Laurent polynomials), one can choose \( b = 1 \) in Corollary 3.11, so \( \kappa(A_{\psi}(M;V)) \) is holomorphic some \( B_N \).

Now we want to apply this result to elliptic genera. The next lemma will be used to show that the building blocks defining elliptic genera are in \( R \).

**Lemma 3.15.** Let \( g(\lambda) \) be a holomorphic function on an open subset \( U \) of \( \mathbb{C}^* \).
1. The series \( \sum_{n=0}^{\infty} f_n q^n = 1 + g q + g q^2 + (g^2 + g) \cdot q^3 + \ldots \) defined as a \( q \)-power series by the infinite product \( \prod_{n=1}^{\infty} (1 + g q^n) \) converges normally on \( B \times U \).

2. Let \( V \) be an open subset of \( B \times U \) on which \( |g(\lambda) \cdot q| < 1 \). Then the series \( \sum_{n=0}^{\infty} f_n q^n = 1 + g q + g q^2 + (g^2 + g) q^3 + (g^3 + 2 g^2 + g) q^4 + \ldots \) defined as a \( q \)-power series by the infinite product \( \prod_{n=1}^{\infty} \frac{1}{1 - q^n} \) converges normally on \( V \).

Proof. We will use the following elementary fact (cf. [Ah66], p. 191): Let \( \{u_n\}_{n \in \mathbb{N}} \) be a sequence of complex numbers. Then the product \( \prod_{n=1}^{\infty} (1 + u_n) \) converges absolutely iff \( \sum_{n=1}^{\infty} u_n \) does.

Ad 1: Let \( K \subset B \times U \) be a compact set. Without loss of generality we may assume that \( K \) has the form \( K = K_1 \times K_2 \), where \( K_1 \subset B \) and \( K_2 \subset U \). Choose \((q_0, \lambda_0) \in K\) for which \( |g(\lambda_0) \cdot q_0| = |g(\lambda) \cdot q| \). Let \( \sum_{n=0}^{\infty} a_n q^n \) be the \( q \)-power series defined by the infinite product \( \prod_{n=1}^{\infty} (1 + g(\lambda_0) q^n) \). By the quotient criterion the series \( \sum_{n=1}^{\infty} |g(\lambda_0) \cdot q_0^n| \) converges to a finite value. Now the above given fact implies that \( \sum_{n=0}^{\infty} a_n |q_0|^n \) also converges to a finite value. Applying the triangle inequality gives

\[
\sum_{n=0}^{\infty} |f_n(\lambda) \cdot q^n|_K \leq \sum_{n=0}^{\infty} a_n |q_0|^n < \infty.
\]

Ad 2: Let \( K \subset V \) be a compact set. Without loss of generality we may assume that \( K \) has the form \( K = K_1 \times K_2 \), where \( K_1 \subset B \) and \( K_2 \subset U \). Choose \((q_0, \lambda_0) \in K\) for which \( |g(\lambda_0) \cdot q_0| = |g(\lambda) \cdot q| \). By assumption \( |g(\lambda_0) \cdot q_0| < 1 \). Let \( b_n \) be defined as \( \frac{|g(\lambda_0) \cdot q^n_0|}{1 - |g(\lambda_0) \cdot q^n_0|} \), thus \( 1 + b_n = \frac{1}{(1 - |g(\lambda_0) \cdot q^n_0|)} \). Let \( \sum_{n=0}^{\infty} a_n q^n \) be the \( q \)-power series defined by the infinite product \( \prod_{n=1}^{\infty} \frac{1}{1 - |g(\lambda_0) \cdot q^n_0|} = \prod_{n=1}^{\infty} (1 + b_n) \). By the quotient criterion the series \( \sum_{n=1}^{\infty} b_n \) converges to a finite value. Now the above given fact implies that \( \sum_{n=0}^{\infty} a_n |q_0|^n \) also converges to a finite value. By the triangle inequality

\[
\sum_{n=0}^{\infty} |f_n(\lambda) \cdot q^n|_K \leq \sum_{n=0}^{\infty} a_n |q_0|^n < \infty.
\]

Recall from formulas (5) and (6) of Section 2.6 the building blocks \( f_R \) and \( f_{R^0} \) defining elliptic genera.

**Proposition 3.16.** The \( q \)-power series \((\lambda - 1) f_R(\lambda)\) and \((\lambda - 1) f_{R^0}(\lambda)\) converge normally on \( B_1 \). In particular, the building blocks \( f_R(\lambda) \) and \( f_{R^0}(\lambda) \) of the exponential representations \( R \) and \( R^0 \) are elements in \( \mathcal{R} \).
Proof. It follows from Lemma 3.15 and basic properties of normal convergence that the \( q \)-power series defined by the infinite products

\[
\prod_{n=1}^{\infty} \frac{(1 + q^n \lambda)(1 + q^n \lambda^{-1})(1 - q^n)^2}{(1 - q^n \lambda)(1 - q^n \lambda^{-1})(1 + q^n)^2}
\]

and

\[
\prod_{n=1}^{\infty} \frac{(1 - q^{2^n-1} \lambda)(1 - q^{2^n-1} \lambda^{-1})(1 - q^{2^n})^2}{(1 - q^{2^n} \lambda)(1 - q^{2^n} \lambda^{-1})(1 - q^{2^n-1})^2}
\]

converge normally on \( B_1 \). In view of the formulas for \( f_R \) and \( f_{R^0} \) (cf. formulas (5) and (6)) the proposition follows directly.

Corollary 3.17. Let \( M \) be a 2m-dimensional Spin-manifold with Spin-preserving \( S^1 \)-action and let \( R, R^0 \in R(Spin(2m))[q] \) be the exponential representations defining elliptic genera. There exists a positive integer \( N(M) \) such that the following holds:

1. The equivariant elliptic genus \( \varphi_{S^1}(M) = \sum_{n=0}^{\infty} \hat{A}_{S^1}(M; R_n)q^n \) at the cusp \( i\infty \)
   converges normally on \( B_{N(M)} \) to the holomorphic function \( \psi_{M,R} \). In particular, this function has no poles for \( \lambda \in S^1 \).
2. The equivariant elliptic genus \( \varphi^0_{S^1}(M) = \sum_{n=0}^{\infty} \hat{A}_{S^1}(M; R^0_n)q^n \) at the cusp 0 converges normally on \( B_{N(M)} \) to the holomorphic function \( \psi_{M,R^0} \). In particular, this function has no poles for \( \lambda \in S^1 \).
3. For the functions \( \psi_R = \kappa(f_R) \) and \( \psi_{R^0} = \kappa(f^0_R) \) there holds
   \[
   \psi_{M,R} = \mathcal{P}_M(\psi_R) \quad \text{and} \quad \psi_{M,R^0} = \mathcal{P}_M(\psi_{R^0}).
   \]

Proof. This is an application of Proposition 3.14 using Proposition 3.16.

3.3. The DSC-Ring of Special Jacobi Functions. In this section we introduce a DSC-ring consisting of functions which transform like Jacobi forms. In the next section we show that equivariant elliptic genera converge to such functions. The modularity properties of these functions with respect to the action of \( SL_2(\mathbb{Z}) \) are then used to finally prove the rigidity theorem.

Let \( \mathcal{H} \) be the upper half plane. Now we will recall the action on \( \mathcal{M}(\mathcal{H} \times \mathbb{C}) \) which is usually used to define Jacobi forms (cf. [ElZa85]).

Let \( L \) denote the lattice \( 2\mathbb{Z} \times 2\mathbb{Z} \) and let \( \Gamma \) be a subgroup of \( SL_2(\mathbb{Z}) \) of finite index. The group \( \Gamma \) acts on the abelian group \( L \) by automorphisms, where the action of \( A \in \Gamma \) is defined by \( (\alpha, \beta) \mapsto (\alpha, \beta)A \). Let \( \Gamma \times L \) be the corresponding semi-direct product, i.e. the multiplication in \( \Gamma \times L \) is given by

\[
(A, (\alpha, \beta)) \cdot (B, (\gamma, \delta)) := (A \cdot B, (\alpha, \beta)B + (\gamma, \delta)).
\]

Let \( (A, X) \in \Gamma \times L, A = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right), X = (\alpha, \beta) \), and let \( f \) be a meromorphic function on \( \mathcal{H} \times \mathbb{C} \). For fixed \( k \in \mathbb{Z} \) one easily verifies that the assignments

\[
f[A](\tau, z) := (c\tau + d)^{-k} \cdot f \left( \frac{a\tau + b}{c\tau + d}, \frac{z}{c\tau + d} \right)
\]

and

\[
f[X](\tau, z) := f(\tau, z + 2\pi i \alpha + 2\pi i \beta)
\]

define an action of \( \Gamma \times L \) on the field \( \mathcal{M}(\mathcal{H} \times \mathbb{C}) \) of meromorphic functions on \( \mathcal{H} \times \mathbb{C} \).
Definition 3.18. We say a meromorphic function \( f \) on \( \mathcal{H} \times \mathbb{C} \) transforms like a Jacobi form of weight \( k \) and index 0 for \( \Gamma \) iff
\[
|A|_k(\tau, z) = f(\tau, z) \quad \text{and} \quad f[X](\tau, z) = f(\tau, z)
\]
for any \( (A, X) \in \Gamma \times L \).

Definition 3.19. We define the ring \( \mathcal{J}^k_\Gamma \subset \mathcal{M}(\mathcal{H} \times \mathbb{C}) \) of special Jacobi functions to be the graded ring of meromorphic functions \( f(\tau, z) \) on \( \mathcal{H} \times \mathbb{C} \), s.t. \( f \in \mathcal{J}^k_\Gamma \) iff
\begin{enumerate}[(i)]  
  
  \item the function \( f \) transforms like a Jacobi form of weight \( k \) and index 0 for \( \Gamma \),
  
  \item the function \( f \) has for fixed \( \tau \) only poles for \( z \in 2\pi i(\mathbb{Q} \cdot \tau + \mathbb{Q}) \),
  
  \item for any \( A \in SL_2(\mathbb{Z}) \) there exists a positive integer \( N \), s.t. the function \( |A|_k \) restricted to \( \mathcal{H} \times i\mathbb{R} \) is in the image of the injective map \( \mathcal{E}_N : \mathcal{M}(B \times S^1) \to \mathcal{M}(\mathcal{H} \times i\mathbb{R}) \),
\end{enumerate}
\[
g(q, \lambda) \mapsto f(\tau, z) := g(e^{2\pi i\tau/N}, e^z).
\]

Note that in contrast to Jacobi forms these special Jacobi functions are meromorphic with poles on the rational lattice and do not need to fulfill the additional vanishing conditions for the Fourier coefficients (cf. [EiZa85], p. 9).

Remark 3.20. Property (i) implies that \( |A|_k \) transforms like a Jacobi form of weight \( k \) and index 0 for \( A^{-1} \Gamma A \). Since this group has finite index in \( SL_2(\mathbb{Z}) \) there exists an integer \( N \) such that \( (\frac{1}{0} \frac{N}{1}) \in A^{-1} \Gamma A \). Now the matrix \( (\frac{1}{0} \frac{N}{1}) \) acts by \( f(\tau, z) \mapsto f(\tau + N, z) \). So we see that the restriction of \( |A|_k \) to \( \mathcal{H} \times i\mathbb{R} \) is in the image of the map \( \mathcal{E}_N : \mathcal{M}(B \times S^1) \to \mathcal{M}(\mathcal{H} \times i\mathbb{R}) \), where \( N \) depends on \( A \) and \( \Gamma \) but not on \( f \). This means property (iii) only asserts that the meromorphic function \( \mathcal{E}_N^{-1}(|A|_k) \) on \( B^* \times S^1 \) in fact extends to \( B \times S^1 \).

Since in (iii) the integer \( N \) may be chosen to depend only on \( A \) and \( \Gamma \) (but not on \( f \)) we see for \( A = Id \) that the ring \( \mathcal{J}^k_\Gamma \) is a subring of \( \mathcal{M}(B \times S^1) \) via \( (q, \lambda) \mapsto (e^{2\pi i\tau/N}, e^z) \). Recall from Section 3.1 that the operators \( \iota_r \) and \( \partial_i \) act on \( \mathcal{M}(\mathcal{H} \times \mathbb{C}) \) and \( \mathcal{M}(\mathcal{H} \times i\mathbb{R}) \) as well as on \( \mathcal{M}(B \times S^1) \). These actions are compatible with the restriction from \( \mathcal{M}(\mathcal{H} \times \mathbb{C}) \) to \( \mathcal{M}(\mathcal{H} \times i\mathbb{R}) \) and the embeddings \( \mathcal{E}_N \) from \( \mathcal{M}(B \times S^1) \) to \( \mathcal{M}(\mathcal{H} \times i\mathbb{R}) \) for all \( N \). The same is true for the operators \( \partial_i^0 \) acting on the subsets of almost regular functions.

Proposition 3.21. The ring of special Jacobi functions \( \mathcal{J}^k_\Gamma \) is a DSC-ring of functions of type 1, i.e. for \( f \in \mathcal{J}^k_\Gamma \) holds:
\begin{enumerate}[(1)]  
  
  \item \( \iota_r(f) \in \mathcal{J}^k_\Gamma \),
  
  \item \( \partial_i(f) \in \mathcal{J}^{k+i}_\Gamma \),
  
  \item if \( z \cdot f(\tau, z) \) is holomorphic on \( \mathcal{H} \times \{0\} \), also \( \partial_i^0(f) \in \mathcal{J}^{k+i}_\Gamma \).
\end{enumerate}

Proof. The proof will use Lemma 3.22 below. To show property (i) of Definition 3.19 first note that by Lemma 3.22 all functions \( \iota_r(f), \partial_i(f) \) and \( \partial_i^0(f) \) stay fixed under the action of \( |X| \) for any \( X \in L \). From Lemma 3.22 also follows that \( \iota_r(f), \partial_i(f) \) and \( \partial_i^0(f) \) stay fixed under the action of \( |A|_k \), \( |A|_{k+i} \) and \( |A|_{k+i} \), respectively, for any \( A \in \Gamma \). Thus they transform like Jacobi forms of weight \( k \), \( k+i \) and \( k+i \), respectively, and index 0.

For property (ii) note that for any fixed \( \tau \in \mathcal{H} \) the set of poles of \( \iota_r(f), \partial_i(f) \) and \( \partial_i^0(f) \) is contained in the \( \mathbb{Q} \)-span of the set of poles of \( f \). This shows property (ii).
Finally we show property (iii). Again by Lemma 3.22 for any $A \in SL_2(\mathbb{Z})$ the functions $(\tau_\ast(f))[A]_k, (\delta_i(f))[A]_{k+i}$ and $(\partial_Y^i(f))[A]_{k+i}$ are equal to $\tau_\ast(f[A]_k), \delta_i(f[A]_k)$ and $\partial_Y^i(f[A]_k)$, respectively. Since the action of $\tau_\ast, \delta_i$ and $\partial_Y^i$ restricts to the image of $X_N$ (for $\partial_Y^i$ one has to restrict to the subspace on which $\partial_Y^i$ is defined) the functions $(\tau_\ast(f))[A]_k, (\delta_i(f))[A]_{k+i}$ and $(\partial_Y^i(f))[A]_{k+i}$ have property (iii) of Definition 3.19.

**Lemma 3.22.** Let $f(\tau, z)$ and $g(\tau, z)$ be meromorphic functions on $H \times \mathbb{C}$, let $X \in L$ and let $A \in SL_2(\mathbb{Z})$. Then:

1. $f[A]_k \cdot g[A]_l = (f \circ g)[A]_{k+l}$,
2. $(\tau_\ast(f))[A]_k = \tau_\ast(f[A]_k)$ and $(\tau_\ast(f))[X] = \tau_\ast(f[rX])$,
3. $(\delta_i(f))[A]_{k+i} = \delta_i(f[A]_k)$,
4. if $z \cdot f(\tau, z)$ is holomorphic on $H \times \{0\}$, then $(\partial_Y^i(f))[A]_{k+i} = \partial_Y^i(f[A]_k)$,
5. $(\partial_Y^i(f))[X] = \partial_Y^i(f[X]),$
6. if $z \cdot f(\tau, z)$ is holomorphic on $H \times \{0\}$ and $f[X] = f$, then $(\partial_Y^i(f))[X] = \partial_Y^i(f[X])$.

**Proof.** The first two statements follow directly from the definition of the action. Now let $F(\tau, z)$ be any meromorphic function on $H \times \mathbb{C}$. Then

$$\partial_1(F)[A]_{k+1}(\tau, z) = \frac{\partial F}{\partial z}[A]_{k+1}(\tau, z) = \frac{\partial F}{\partial z}(\frac{ar+b}{cr+d}, \frac{z}{cr+d}) \cdot (ct+d)^{-(k+1)}$$

Thus $([A]_{k+1} \circ \partial_1)(F) = (\partial_1 \circ [A]_k)(F)$ for every $F \in M(H \times \mathbb{C})$. By induction this implies

$$([A]_{k+i} \circ \partial_i)(F) = (\partial_i \circ [A]_k)(F)$$

for every $i \in \mathbb{N}$ and every $F \in M(H \times \mathbb{C})$. Now the third statement follows from the last identity by taking $F = f$ and the fourth statement follows by taking $F = zf$ and specializing at $z = 0$. Statement (5) follows from the chain rule and statement (6) follows directly from the definitions.

### 3.4. Proof of the Rigidity Theorem

In this section we show that the elliptic genera $\varphi_{1,1}(M)$ and $\varphi_{0,0}(M)$ converge to special Jacobi functions $\psi_{M,R}$ and $\psi_{M,R^0}$ of index 0 for $\Gamma_0(2)$. We determine the orbit of $\psi_{M,R}$ under the action of the full group $SL_2(\mathbb{Z})$ (see Proposition 3.26). Using Corollary 3.17 and the transformation properties of special Jacobi functions we conclude that $\psi_{M,R}$ is holomorphic which finally implies the rigidity theorem for elliptic genera (see Theorem 3.29).

First we want to show that the building blocks defining elliptic genera converge to special Jacobi functions.

It follows from Lemma 3.15 that the $q$-power series $f_{\phi} \in \mathbb{C}(\lambda^\frac{1}{2})[[q]]$ defined by

$$f_{\phi}(\lambda) = (\lambda^\frac{1}{2} - \lambda^{-\frac{1}{2}}) \sum_{n=1}^{\infty} \frac{1 - q^n \lambda)(1 - q^n \lambda^{-1})}{(1 - q^n)^2}$$

converges normally to a holomorphic function $\phi(q, \lambda)$ on $B \times \mathbb{C}^*$. By Definition 3.1 and Definition 3.7 this means $f_{\phi} \in \mathcal{R}$ and $\phi = \kappa(f_{\phi})$.  

---
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Definition 3.23. The **Weierstrass’ Φ-function** is the holomorphic function on $\mathcal{H} \times \mathbb{C}$ defined by

$$\Phi(\tau, z) := \mathcal{E}_1(\phi(q, \lambda)) = \phi(e^{2\pi i \tau}, e^z).$$

For the proof of the following proposition we refer to [HiBeJu92], I.5.

**Proposition 3.24.** The Weierstrass’ Φ-function satisfies the following properties:

1. For fixed $\tau \in \mathcal{H}$ the divisor of $\Phi$ is equal to $2\pi i (\mathbb{Z} \cdot \tau + \mathbb{Z})$, i.e. $\Phi$ as a function in $z$ has a zero of order one in each point of $2\pi i (\mathbb{Z} \cdot \tau + \mathbb{Z})$.
2. For any $A = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in SL_2(\mathbb{Z})$

$$\Phi(A^{-1} \tau, z) = e^{\frac{cz^2}{2(\tau + d)}} \cdot \Phi(\tau, z).$$

3. For any $(\alpha, \beta) \in \mathbb{Z} \times \mathbb{Z}$

$$\Phi(\tau + \alpha \tau, z + \beta z) = (-1)^{\alpha + \beta} \cdot e^{(\pi i \alpha^2 \tau + \alpha z)} \cdot \Phi(\tau, z).$$

□

Recall from Proposition 3.16 that $(\lambda - 1)f_R(\lambda)$ and $(\lambda - 1)f_{Re}(\lambda)$ converge normally on the open set $B_1 = \{(q, \lambda) \in B \times \mathbb{C}^+ \mid |q| < |\lambda| < |q|^{-1}\}$, especially $f_R, f_{Re} \in \mathcal{R}$. In Definition 3.13 the meromorphic functions to which these power series converge were denoted by $\psi_R$ and $\psi_{Re}$, i.e. $\psi_R = \kappa(f_R)$ and $\psi_{Re} = \kappa(f_{Re})$. Let $\Psi_R(\tau, z)$ and $\Psi_{Re}(\tau, z)$ be the meromorphic function on $\mathcal{H} \times \mathbb{C}$ defined by

$$\Psi_R(\tau, z) := 2 \frac{\Phi(\tau, z + \pi i)}{\Phi(\tau, z) \Phi(\tau, \pi i)} \quad \text{and} \quad \Psi_{Re}(\tau, z) := e^{-\pi / 2} \frac{\Phi(2\tau, z - 2\pi i \cdot \tau)}{\Phi(2\tau, z) \Phi(2\tau, -2\pi i \cdot \tau)}.$$
so $\Psi_R(\tau, z)$ is equal to $\psi_R(q, \lambda)$ for $(q, \lambda) = (e^{2\pi i \tau}, e^z)$. The proof of the second part is similar.

To show Part 3 we use Proposition 3.24. From the divisor property of $\Phi$ it follows directly that for fixed $\tau$ the poles of $\Psi_R(\tau, z)$ and $\Psi_{R^0}(\tau, z)$ are contained in $2\pi i (\mathbb{Q} \cdot \tau + \mathbb{Q})$. From Part 1 and 2 it follows that $\Psi_R(\tau, z)$ and $\Psi_{R^0}(\tau, z)$ are in the image of $\mathcal{E}_1$. So we are left to show that both functions transform like Jacobi forms of weight 1 and index 0 for $\Gamma_0(2)$.

First let $X = (\alpha, \beta)$ be any element of $L$ (note that $\alpha$ and $\beta$ are even). From Proposition 3.24, Part 3, it follows easily

$$\Psi_R(\tau, z)[[X]] = \Psi_R(\tau, z) \quad \text{and} \quad \Psi_{R^0}(\tau, z)[[X]] = \Psi_{R^0}(\tau, z).$$

Next we want to show that both functions are invariant under $[[A]]$ for any $A \in \Gamma_0(2)$. Let $S := \left( \begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix} \right)$ and $T := \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right)$. Note that $\Gamma_0(2)$ is generated by $T$ and $ST^2 S$. It follows directly that $\Psi_R(\tau, z)$ and $\Psi_{R^0}(\tau, z)$ are fixed under $[[T]]$. Furthermore a straightforward calculation using Proposition 3.24, Part 2, shows that the operation $[[S]]$ interchanges $\Psi_R(\tau, z)$ and $2\Psi_{R^0}(\tau/2, z)$ and also interchanges $\Psi_{R^0}(\tau, z)$ and $\frac{1}{2}\Psi_R(\tau/2, z/2)$. From Proposition 3.24, Part 2, it follows also that $\Psi_{R^0}(\tau/2, z)$ and $\Psi_R(\tau/2, z/2)$ are fixed under $[[T^2]]$. Thus $\Psi_R(\tau, z)$ and $\Psi_{R^0}(\tau, z)$ are fixed under $\Gamma_0(2) = (T, ST^2 S)$. This finishes the proof of the third part.

For the last part note that $\Gamma_0(2)$ has index 3 in $SL_2(\mathbb{Z})$ and coset representatives $Id, S$ and $ST$, $\Psi_R(\tau, z)$ is fixed under the action of $\Gamma_0(2)$ and $\Psi_R(\tau, z)[[S]] = 2\Psi_{R^0}(\tau/2, z)$. \hfill $\Box$

**Proposition 3.26.** Let $R, R^0 \in R(\text{Spin}(2m))[q]$ be the exponential representations defining elliptic genera. Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action.

1. The functions $\psi_{M,R} = \kappa(\varphi_{S^1}(M))$ and $\psi_{M,R^0} = \kappa(\varphi_{S^1}^0(M))$ are in $\mathcal{J}_\Gamma^m$ for $(q, \lambda) = (e^{2\pi i \tau}, e^z)$.

2. The orbit of $\psi_{M,R}$ under the action of $SL_2(\mathbb{Z})$ is given by

$$\{ \psi_{M,R}(q, \lambda), 2^m \psi_{M,R}(q^{1/2}, \lambda), 2^m \psi_{M,R}(-q^{1/2}, \lambda) \}.$$ 

**Proof.** Substituting $(e^{2\pi i \tau}, e^z)$ for $(q, \lambda)$ means applying the map $\mathcal{E}_1$. Now

$$\mathcal{E}_1(\psi_{M,R}) = \mathcal{E}_1(\Phi_M(\psi_R)) = \Phi_M(\mathcal{E}_1(\psi_R)) = \Phi_M(\psi_R).$$

The first equation is due to Corollary 3.17, Part 3, the second is the fact that $\mathcal{E}_1$ and $\Phi_M$ commute, and the last one is Proposition 3.25, Part 1. By Part 3 of the same proposition, $\psi_R$ is in $\mathcal{J}_\Gamma^m$. Since $\mathcal{J}_\Gamma^m$ is a DSC-ring of functions we get by Lemma 3.6 $\mathcal{E}_1(\psi_{M,R}) = \Phi_M(\psi_R) \in \mathcal{J}_\Gamma^m$. The argument for $\psi_{M,R^0}$ is analogous.

For the second statement note that from the above and Lemma 3.22 we get

$$\langle \mathcal{E}_1(\psi_{M,R})[[A]] \rangle_m = \Phi_M(\psi_R)[[A]]_1.$$ 

So the orbit is given by Proposition 3.25, Part 4. \hfill $\Box$

The proposition gives a more precise meaning to the statement that the elliptic genera $\varphi_{S^1}(M)$ and $\varphi_{S^1}^0(M)$ are two descriptions of the same invariant of the manifold $M$. This invariant is a special Jacobi function. The genera are essentially Fourier expansions of the orbit of this invariant under the $SL_2(\mathbb{Z})$-action.

To finally prove the rigidity theorem we will use a corollary to the following
Proposition 3.27. Let $f(\tau, z)$ be a meromorphic function on $\mathcal{H} \times \mathbb{C}$, s.t. $f$ has only poles for $z \in 2\pi i \cdot (Q \cdot \tau + Q)$ and for all $A \in SL_2(\mathbb{Z})$ the function $f([A]_k)$ has no poles for $z \in i\mathbb{R}$. Then for any fixed $\tau \in \mathcal{H}$ the function $f$ and all the functions $f([A]_k)$ are holomorphic as functions in $z \in \mathbb{C}$.

Proof. It suffices to prove the statement for $f$. By the definition of the action of a matrix $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z})$ on $\mathcal{M}(\mathcal{H} \times \mathbb{C})$ we have

$$f(\tau, 2\pi i (\alpha \tau + \beta)) = (c\tau' + d)^k (f([A]_k)(\tau', 2\pi i (\alpha \tau' + \beta))),$$

where $\tau' = A^{-1}\tau$ and $(\alpha', \beta') = (\alpha, \beta)A$ for $\alpha, \beta \in \mathbb{Q}$ and $\tau \in \mathcal{H}$. If $\tau \in \mathcal{H}$ is fixed and $f$ has a pole in $2\pi i (\alpha \tau + \beta)$ we can choose a matrix $A \in SL_2(\mathbb{Z})$ s.t. $(\alpha, \beta)A = (0, \beta')$ for some $\beta' \in \mathbb{Q}$. Formula (10) now shows that $f([A]_k)$ must have a pole in $2\pi i \beta' \in i\mathbb{R}$ for fixed $\tau' = A^{-1}\tau \in \mathcal{H}$. This contradicts the assumptions. So $f$ has no pole for fixed $\tau$, i.e. it is holomorphic as a function in $z \in \mathbb{C}$.

Corollary 3.28. Let $f(\tau, z) \in \mathcal{J}^Z_1$ such that for all $A \in SL_2(\mathbb{Z})$ the function $f([A]_k)$ has no poles for $z \in i\mathbb{R}$. Then $f$ and all the functions $f([A]_k)$ are constant in $z$. Moreover they are holomorphic on $\mathcal{H} \times \mathbb{C}$.

Proof. By Proposition 3.27 for any fixed $\tau \in \mathcal{H}$ the function $f([A]_k)$ is holomorphic in $z \in \mathbb{C}$. The second transformation property for special Jacobi functions given in Definition 3.18 implies that $f([A]_k)$ as a function in $z$ is elliptic with respect to the lattice $2\pi i (2\mathbb{Z} \cdot \tau + 2\mathbb{Z})$. Since for any fixed $\tau \in \mathcal{H}$ the function $f([A]_k)$ is holomorphic in $z$ it has to be constant in $z$. Since $f([A]_k)$ is meromorphic on $\mathcal{H} \times \mathbb{C}$ and is constant in $z$ it is holomorphic on $\mathcal{H} \times \mathbb{C}$.

Theorem 3.29 (Rigidity Theorem). Let $M$ be a $2m$-dimensional Spin-manifold with Spin-preserving $S^1$-action. Then the equivariant elliptic genera $\varphi_{S^1}(M)$ and $\varphi_{S^1}^0(M)$ are both rigid, i.e. they are power series in $q$ with coefficients which are constant as characters of $S^1$. In other words

$$\varphi_{S^1}(M) = \varphi(M) \quad \text{and} \quad \varphi_{S^1}^0(M) = \varphi^0(M).$$

Proof. In Corollary 3.17 we proved that the equivariant elliptic genera $\varphi_{S^1}(M)$ and $\varphi_{S^1}^0(M)$ converge normally on some $B_N$ to holomorphic functions $\psi_{M,R}$ and $\psi_{M,R^0}$. In particular both have no poles on $S^1$. In Proposition 3.26 we identified these functions as elements in $\mathcal{J}^m_{\text{rig}}(2)$. In particular they have only poles for $z \in 2\pi i \cdot (Q \cdot \tau + Q)$, but still no poles for $\lambda = e^z \in S^1$. Furthermore the orbit of $\psi_{M,R}$ under the action of $SL_2(\mathbb{Z})$ is given by the functions $\psi_{M,R}(q, \lambda)$, $2^m \psi_{M,R^0}(q^{1/2}, \lambda)$, and $2^m \psi_{M,R^0}(-q^{1/2}, \lambda)$, all of which have no poles for $\lambda = e^z \in S^1$. But then Corollary 3.28 shows that $\psi_{M,R}$ (and also $\psi_{M,R^0}$) is constant in $\lambda$. So from the normal convergence of the equivariant elliptic genera $\varphi_{S^1}(M)$ and $\varphi_{S^1}^0(M)$ to the limit functions $\psi_{M,R}$ and $\psi_{M,R^0}$, it follows that the equivariant elliptic genera $\varphi_{S^1}(M)$ and $\varphi_{S^1}^0(M)$ themselves are constant in $\lambda$.
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