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Abstract. We consider the Allen-Cahn equation in a well-known scaling regime which gives motion by mean curvature. A well-known transformation of this PDE, using its standing wave, yields a PDE the solution of which is approximately the distance function to an interface moving by mean curvature. We give bounds on this last fact in terms of thermal capacity. Our techniques hinge upon the analysis of a certain semimartingale associated with a certain PDE (the PDE for the approximate distance function) and an analogue of some results by Bañuelos and Øksendal relating lifetimes of diffusions to exterior capacities.

1. Introduction

One way of constructing the evolution of a surface by mean curvature is through the Allen-Cahn equation

$$\frac{\partial u^\varepsilon}{\partial t} = \frac{1}{2} \Delta u^\varepsilon + \frac{1}{\varepsilon^2} f(u^\varepsilon), \quad t > 0.$$  

(1)

Here $f: \mathbb{R} \to \mathbb{R}$ is $C^\infty$, odd, zero at $-1, 0, 1$, positive on $(0, 1)$, and it has a nonzero derivative at $0, -1, 1$. We assume that the initial data $u^\varepsilon(0, \cdot)$ takes on both positive and negative values.

In [ESS], Evans, Soner, and Souganidis (see also [BSS]) proved that, if we define $\Gamma^\varepsilon_t \equiv \{ x \in \mathbb{R}^d : u^\varepsilon(t, x) = 0 \}$ and $\Gamma_t \equiv \lim_{\varepsilon \to 0} \Gamma^\varepsilon_t$, then $\{ \Gamma_t : t \geq 0 \}$ moves by mean curvature, this being understood via the mean curvature equations (see [CGG] and [ESI]–[ESIV]). They considered initial data of the form

$$u^\varepsilon(0, x) = q(\text{dist}(x, \Gamma_0)/\varepsilon), \quad x \in \mathbb{R}^d,$$  

(2)

where $\Gamma_0$ is the smooth boundary of a bounded, connected, and open subset $U$ of $\mathbb{R}^d$ (of course $\Gamma_0 = \Gamma_0$), $\text{dist}(x, \Gamma_0)$ is the signed distance from $x$ to $\Gamma_0$ (being positive if $x \in U^\circ$ and negative if $x \notin U$), and $q: \mathbb{R} \to \mathbb{R}$ is the standing wave for
(1); i.e., the unique odd solution of
\[ \frac{1}{2} \ddot{q} + f(q) = 0, \quad x \in \mathbb{R}, \]
such that \( q(0) = 0 \) and \( \lim_{x \to \infty} q(x) = \pm 1 \).

The proofs in [BSS] and [ESS] relied upon an analysis of the quantity
\[ w^\varepsilon(t, x) \overset{\text{def}}{=} \varepsilon^{-1} \left( q^\varepsilon(t, x) - 1 \right), \quad t \geq 0, \quad x \in \mathbb{R}^d. \]

It is easy to see that \( w^\varepsilon \) satisfies the PDE
\[ \frac{\partial w^\varepsilon}{\partial t} = \frac{1}{2} \Delta w^\varepsilon + \frac{1}{\varepsilon} F(w^\varepsilon / \varepsilon) \left( \| \nabla w^\varepsilon \|^2 - 1 \right) \tag{3} \]
where
\[ F(z) \overset{\text{def}}{=} \frac{f(q(z))}{\dot{q}(z)}, \quad z \in \mathbb{R}. \]

The initial data (2) implies that \( w^\varepsilon(0, x) = \text{dist}(x, \Gamma_0) \) for all \( x \in \mathbb{R}^d \). Matching like powers of \( \varepsilon \) in (3), we first hope that in some sense \( w^\varepsilon \) satisfies the eikonal equation; i.e.
\[ \| \nabla w^\varepsilon \| \approx 1 \tag{4} \]
as \( \varepsilon \) tends to zero. Thus \( w^\varepsilon(t, \cdot) \) is a function which is zero on \( \Gamma_\varepsilon^t \) and has gradient with magnitude 1. This more or less implies that
\[ w^\varepsilon(t, x) \approx \text{dist}(x, \Gamma_\varepsilon^t). \tag{5} \]

If this is accurate enough, then \( w^\varepsilon \) satisfies
\[ \frac{\partial w^\varepsilon}{\partial t} \approx \frac{1}{2} \Delta w^\varepsilon, \quad t > 0, \]
\[ w^\varepsilon(0, x) = \text{dist}(x, \Gamma_0), \]
for \( t \geq 0 \) and \( x \in \Gamma_\varepsilon^t \), and this implies that \( \Gamma_\varepsilon^t \) approximately moves by mean curvature.

We here would like to study (3) probabilistically with the goal of getting some bounds on (4). In particular, we will fix positive constants \( a, \delta, \) and \( L \) and study the structure of the sets
\[ A_{a, L}^\varepsilon \overset{\text{def}}{=} \{ (t, x) \in \mathbb{R}_+ \times \mathbb{R}^d : \| \nabla w^\varepsilon(t, x) \|^2 > 1 + a \text{ and } |w^\varepsilon(t, x)| < L \}, \]
\[ B_{a, \delta, L}^\varepsilon \overset{\text{def}}{=} \{ (t, x) \in \mathbb{R}_+ \times \mathbb{R}^d : \| \nabla w^\varepsilon(t, x) \|^2 < 1 - a \text{ and } \delta \varepsilon < |w^\varepsilon(t, x)| < L \}. \]

These sets give some idea of the oscillations of \( w^\varepsilon \). Although we would like to show that \( A_{a, L}^\varepsilon \) and \( B_{a, \delta, L}^\varepsilon \) are in some sense small, we will instead show that they have “large” complements. This will make (4) a bit more precise. Our end result is given in terms of thermal capacity (since capacity is not a Borel measure, the smallness of a set is not equivalent to the largeness of its complement). To remind ourselves what this means, define
\[ g(t, x) \overset{\text{def}}{=} \begin{cases} (2\pi t)^{-d/2} \exp \left[ -\|x\|^2 / (2t) \right] & \text{if } t > 0, \\ 0 & \text{if } t \leq 0. \end{cases} \]
If \( K \subset R \times R^d \), let \( \mathcal{M}^+(K) \) be the collection of all nonnegative Radon measures \( \mu \) on \( R \times R^d \) with support in \( K \); for such a \( \mu \), define
\[
\langle \mathfrak{P} \mu \rangle (t, x) \overset{\text{def}}{=} \int_{(s, y) \in R \times R^d} g(t - s, x - y) \mu(ds, dy), \quad (t, x) \in R \times R^d.
\]
Then the thermal capacity of \( K \) is
\[
\operatorname{Cap}(K) \overset{\text{def}}{=} \sup \left\{ \mu(R \times R^d) : \mu \in \mathcal{M}^+(K) \text{ and } \sup_{(t, x) \in R \times R^d} \langle \mathfrak{P} \mu \rangle (t, x) \leq 1 \right\}.
\]
Next, for \((t, x) \in R \times R^d \) and \( \alpha > 0 \), define
\[
D(t, x; \alpha) \overset{\text{def}}{=} \{ (s, y) \in R \times R^d : t - \alpha \leq s \leq t, \| y - x \| \leq \sqrt{\alpha} \}.
\]
Then our main result is

**Theorem 1.** Fix positive constants \( a, \delta, \) and \( L \). Then there are a \( \beta > 0 \) and a \( \gamma > 0 \) such that, for all \( \epsilon > 0 \),
\[
\frac{\operatorname{Cap}(D(t, x; \beta \epsilon) \setminus A_{a, L}^\epsilon)}{\operatorname{Cap}(D(t, x; \beta \epsilon))} \geq \gamma \quad \text{all } (t, x) \in A_{a, L}^\epsilon,
\]
\[
\frac{\operatorname{Cap}\left(D(t, x; \beta \epsilon) \setminus B_{a, \delta, L}^\epsilon\right)}{\operatorname{Cap}(D(t, x; \beta \epsilon))} \geq \gamma \quad \text{all } (t, x) \in B_{a, \delta, L}^\epsilon.
\]

Essentially, this means that for any \((t, x) \) in \( A_{a, L}^\epsilon \) (or \( B_{a, \delta, L}^\epsilon \)), a “significant” portion of the thermal capacity of the small closed neighborhood \( D(t, x; \beta \epsilon) \) of \((t, x) \) is contained in the complement of \( A_{a, L}^\epsilon \) (or \( B_{a, \delta, L}^\epsilon \)). In fact, our arguments allow us to replace \( \epsilon \) by \( \epsilon^2 \) if we replace \( L \) by \( L \epsilon \).

**Theorem 2.** Fix positive constants \( a, \delta, \) and \( L \). Then there are a \( \beta > 0 \) and a \( \gamma > 0 \) such that, for all \( \epsilon > 0 \),
\[
\frac{\operatorname{Cap}(D(t, x; \beta \epsilon^2) \setminus A_{a, L}^\epsilon)}{\operatorname{Cap}(D(t, x; \beta \epsilon^2))} \geq \gamma \quad \text{all } (t, x) \in A_{a, L}^\epsilon,
\]
\[
\frac{\operatorname{Cap}(D(t, x; \beta \epsilon^2) \setminus B_{a, \delta, L}^\epsilon)}{\operatorname{Cap}(D(t, x; \beta \epsilon^2))} \geq \gamma \quad \text{all } (t, x) \in B_{a, \delta, L}^\epsilon.
\]

Our basic argument is as follows. We look at the behavior of \( w^\epsilon \) along a (time-reversed) parabolic Brownian motion; our method of study is stability theory of SDE’s. We show that a parabolic Brownian motion is very likely to leave \( A_{a, L}^\epsilon \) and \( B_{a, \delta, L}^\epsilon \) quickly (by time of order \( \epsilon \) as \( \epsilon \) tends to zero). Some calculations similar to those of Bănuelos and Øksendal [BanOks] then lead to Theorems 1 and 2.

Several explanatory comments are in order. First, although the presence of \( \delta \) in the definition of \( B_{a, \delta, L}^\epsilon \) at first looks a bit disconcerting, it is in fact natural; it excludes the identically zero solution of the PDE (3); without this, we could not hope to bound the second ratios in Theorems 1 and 2 away from zero. Second, note that our analysis does not depend on the assumption that the initial condition is of the form (2); in fact, our results will hold for any initial condition of the PDE (1). Soner ([Sonera] and [Sonerb]) has considered some other questions (via a different approach) concerning the effects of the initial condition on interface formation in Ginzburg-Landau equations.
The connection of our work to other work is as follows. The essence of [BSS] and [ESS] is a pointwise verification of (5) and the fact that $\Gamma_\varepsilon$ approximately moves by mean curvature; a functional investigation of (5) is not developed. Such a functional theory is partially considered in [Illmanen], in which a Ginzburg-Landau energy measure is shown to tend to a varifold satisfying Brakke’s definition of motion by mean curvature. Indeed, if one were to try to prove the results of our paper by analytical means, a reasonable place to start would be Ilmanen’s paper and some of the Huisken-monotonicity arguments therein.

2. A stochastic differential equation

Let $\Omega \overset{\text{def}}{=} C([0, \infty); \mathbb{R}^d)$. Let $W$ be the coordinate process on $\Omega$, and let $\mathcal{F} \overset{\text{def}}{=} \sigma\{W_s; s \geq 0\}$. For each $x \in \mathbb{R}^d$, let $\mathbb{P}_x$ be Wiener measure on $(\Omega, \mathcal{F})$ such that $\mathbb{P}_x\{W_0 = x\} = 1$; let $E_x$ be the associated expectation operator (we will later consider parabolic Brownian motion, but for the moment let’s keep things as simple as possible). Fix $T > 0$ and define

$$Z_\varepsilon^s \overset{\text{def}}{=} w^\varepsilon(T - s, W_s), \quad 0 \leq s \leq T,$$

for every $\varepsilon > 0$. Then it is easy to see that, under $\mathbb{P}_x$,

$$dZ_\varepsilon^s = dM_\varepsilon^s + \frac{1}{\varepsilon} F\left(\frac{Z_\varepsilon^s}{\varepsilon}\right) \left\{d \langle M^\varepsilon \rangle_s - ds\right\}, \quad 0 \leq s \leq T,$$

where

$$M_\varepsilon^s \overset{\text{def}}{=} \sum_{j=1}^d \int_0^s \frac{\partial w^\varepsilon}{\partial x_j}(T - r, W^\varepsilon_r)dW^\varepsilon_r^j, \quad 0 \leq s \leq T,$$

and where, of course,

$$\langle M^\varepsilon \rangle_s \overset{\text{def}}{=} \int_0^s \|\nabla w^\varepsilon(T - r, W^\varepsilon_r)\|^2 dr, \quad 0 \leq s \leq T.$$

Thus, statements about $\|\nabla w^\varepsilon\|$ can be translated into statements about $\langle M^\varepsilon \rangle$.

Let’s next take a look at the function $F$. L’Hôpital’s rule implies that

$$\lim_{z \to 0} \frac{F(z)}{z} = \frac{\dot{f}(0)}{f'(0)} > 0$$

and that

$$\lim_{z \to \pm\infty} (F(z))^2 = \lim_{z \to \infty} \frac{f(q(z))^2}{(\dot{q}(z))^2} = \lim_{z \to \infty} \frac{f(q(z))\dot{f}(q(z))\dot{q}(z)}{\dot{q}(z)\dot{q}(z)} = -\frac{1}{2} f'(1),$$

or rather, since $F$ is odd,

$$\lim_{z \to \pm\infty} F(z) = \pm \kappa,$$

where

$$\kappa \overset{\text{def}}{=} \sqrt{-\frac{1}{2} f'(1)}.$$

We now see what has to happen. For small $\varepsilon$, (6) looks like

$$dZ_\varepsilon^s \approx \frac{\kappa}{\varepsilon} \text{sign}(Z_\varepsilon^s) \left\{d \langle M^\varepsilon \rangle_s - ds\right\}.$$
3. An upper bound

We first show that the complement of $A_{a,L}$ is “large” in a certain sense; this is roughly equivalent to showing that $\langle M^{\varepsilon} \rangle$ cannot be larger than $1 + a$, which is in turn equivalent to giving an upper bound on $\| \nabla w^{\varepsilon} \|$ in terms of $1 + a$. Fix $(T, x) \in A_{a,L}$ and define the random time (i.e., measurable with respect to $(\Omega, \mathcal{F})$)

$$\tau_1^{\varepsilon} \overset{\text{def}}{=} \inf \{s \in (0, T) : (T - s, W_s) \not\in A_{a,L} \} = \inf \{s \in (0, T) : |Z_s^{\varepsilon}| \geq L \text{ or } d(\langle M^{\varepsilon} \rangle)_s / ds \geq 1 + a \} \quad (\inf \emptyset = T).$$

We will show that $\tau_1^{\varepsilon}$ is small and that the process $(T - s, W_s)$ should hit the complement of $A_{a,L}$ very quickly. In particular, we will show that there is a $K > 0$ such that

$$\mathbb{E}[\tau_1^{\varepsilon}] \leq K \varepsilon,$$

where $K$ does not depend on $T, x, \varepsilon$. To visually ease our arguments, we will drop the dependence on $x$ until we state the final result of this section (Proposition 3.3).

Our starting point is the formula

$$|Z_s^{\varepsilon}| = |Z_0^{\varepsilon}| + \int_0^s \text{sign}(Z_u^{\varepsilon}) dM_u^{\varepsilon} + \frac{1}{\varepsilon} \int_0^s F(|Z_u^{\varepsilon}| / \varepsilon) \{ d \langle M^{\varepsilon} \rangle_u - du \},$$

$$0 \leq s \leq T.$$

Here $\int_0^s (Z_u^{\varepsilon})$ is the local time of $Z^{\varepsilon}$ at $0$.

Since $\int_0^s (Z_u^{\varepsilon})$ is a nondecreasing process, by definition of $\tau_1^{\varepsilon}$, we have that

$$L \geq \mathbb{E}[|Z_{\tau_1^{\varepsilon}}^{\varepsilon}|] \geq \mathbb{E}[|Z_0^{\varepsilon}|] + \frac{a}{\varepsilon} \mathbb{E} \left[ \int_0^{\tau_1^{\varepsilon}} F(|Z_s^{\varepsilon}| / \varepsilon) ds \right] \geq \frac{a}{\varepsilon} \mathbb{E} \left[ \int_0^{\tau_1^{\varepsilon}} F(|Z_s^{\varepsilon}| / \varepsilon) ds \right].$$

When $Z_s^{\varepsilon}$ is not too close to zero, $F(|Z_s^{\varepsilon}| / \varepsilon) \approx \kappa$. Fix $\eta > 0$ such that $F(z) \geq \kappa / 2$ whenever $z \geq \eta$. Define

$$C_1 \overset{\text{def}}{=} \sup_{0 \leq z \leq \eta} F(z) < \infty.$$

Then

$$\int_0^{\tau_1^{\varepsilon}} F(|Z_s^{\varepsilon}| / \varepsilon) ds \geq \frac{\kappa}{2} \tau_1^{\varepsilon} - C_1 \int_0^{\tau_1^{\varepsilon}} \chi_{\{|Z_s^{\varepsilon}| \leq \eta \varepsilon \}} ds,$$

and hence

$$\mathbb{E}[\tau_1^{\varepsilon}] \leq \frac{\varepsilon}{a} \{ 2/\kappa \} \left\{ L + C_1 a \varepsilon^{-1} \mathbb{E} \left[ \int_0^{\tau_1^{\varepsilon}} \chi_{\{|Z_s^{\varepsilon}| \leq \eta \varepsilon \}} ds \right] \right\}.$$  \hspace{1cm} (7)

We now want to bound the last term from above. Some heuristics for proceeding are in Appendix A. Define

$$H^{\varepsilon} \overset{\text{def}}{=} \mathbb{E} \left[ \int_0^{\tau_1^{\varepsilon}} \chi_{\{|Z_s^{\varepsilon}| \leq \eta \varepsilon \}} ds \right], \quad \varepsilon > 0.$$

We now make a time change (analogous to that of (22)). Set

$$\zeta^{\varepsilon}(s) \overset{\text{def}}{=} \inf \{r \in (0, T) : \langle M^{\varepsilon} \rangle_r > s \} \quad (\inf \emptyset = T), \quad 0 \leq s \leq \langle M^{\varepsilon} \rangle_T.$$
Then there is a Brownian motion \( B^\epsilon \) (possibly on an augmented probability triple) such that
\[
B^\epsilon_s \overset{\text{def}}{=} M^{\xi_\epsilon(s)}_t, \quad 0 \leq s \leq \langle M^\epsilon \rangle_T.
\]
Now define
\[
\hat{Z}^\epsilon_s \overset{\text{def}}{=} \epsilon^{-1} Z^{\xi_\epsilon(s \epsilon^2)}_s, \quad 0 \leq s \leq \epsilon^{-2} \langle M^\epsilon \rangle_T,
\]
and the Brownian motion
\[
\hat{B}^\epsilon_s \overset{\text{def}}{=} \epsilon^{-1} B^{\xi_\epsilon(s \epsilon^2)}_s, \quad s \geq 0.
\]
Then
\[
\hat{Z}^\epsilon_s = \epsilon^{-1} Z^\infty_0 + \hat{B}^\epsilon_s + \int_0^s F(\hat{Z}^\epsilon_r) \left( \frac{\langle M^\epsilon \rangle^{\xi_\epsilon(r \epsilon^2)} - 1}{\langle M^\epsilon \rangle^{\xi_\epsilon(r \epsilon^2)}_r} \right) \, dr, \quad 0 \leq s \leq \epsilon^{-2} \langle M^\epsilon \rangle_T,
\]
and
\[
H^\epsilon = \epsilon^2 \mathbb{E} \left[ \int_0^{\epsilon^{-2} \langle M^\epsilon \rangle_T} \chi(-\eta, \eta) (\hat{Z}^\epsilon_r) \left( \frac{1}{\langle M^\epsilon \rangle^{\xi_\epsilon(r \epsilon^2)}} \right) \, dr \right]
\]
(in this last expression, we used the fact that \( \xi^\epsilon \) and \( \langle M^\epsilon \rangle \) are inverses of each other).

For \( 0 \leq s \leq \epsilon^{-2} \langle M^\epsilon \rangle_T \), we have that \( \xi^\epsilon(s \epsilon^2) \leq \pi^\epsilon_1 \), in which case \( \langle M^\epsilon \rangle^{\xi_\epsilon(s \epsilon^2)}_r \geq 1 + a \). Thus, for \( 0 \leq s \leq \epsilon^{-2} \langle M^\epsilon \rangle_T \), \( \hat{Z}^\epsilon_s = Y^\epsilon_s \), where \( Y^\epsilon \) is the solution of the stochastic integral equation
\[
Y^\epsilon_s = \epsilon^{-1} Z^\infty_0 + \hat{B}^\epsilon_s + \int_0^s F(\hat{Y}^\epsilon_r) \left( 1 - \min \left\{ \frac{1}{\langle M^\epsilon \rangle^{\xi_\epsilon(r \epsilon^2)}}, \frac{1}{1 + a} \right\} \right) \, dr,
\]
\[
0 \leq s \leq \epsilon^{-2} \langle M^\epsilon \rangle_T,
\]
and
\[
H^\epsilon \leq \frac{\epsilon^2}{1 + a} \mathbb{E} \left[ \int_0^{\infty} \chi(-\eta, \eta)(Y^\epsilon_s) \, ds \right]
\]
(this is the analogue of (24)).

We will now roughly follow some standard calculations involving transience (see [Stroock, Chapter 7]; these calculations will be analogous to showing transience of (23) and then showing that \( G \chi(-\eta, \eta) \) on the right side of (24) is bounded). To simplify our notation, we will temporarily drop the superscript \( \epsilon \).

Set now \( \rho_0 \overset{\text{def}}{=} 0 \) and
\[
\sigma_n \overset{\text{def}}{=} \inf \{ t > \rho_{n-1} : Y_s \in [-\eta, \eta] \}, \quad n = 1, 2, \ldots
\]
\[
\rho_n \overset{\text{def}}{=} \inf \{ t > \sigma_n : Y_s \not\in [-2\eta, 2\eta] \},
\]
Then
\[
\mathbb{E} \left[ \int_0^{\infty} \chi(-\eta, \eta)(Y_s) \, ds \right] = \mathbb{E} \left[ \sum_{j=1}^{\infty} \int_{\sigma_n}^{\rho_n} \chi(-\eta, \eta)(Y_s) \, ds \right]
\]
\[
\leq \sum_{j=1}^{\infty} \mathbb{E} \left[ \mathbb{E} [\rho_n - \sigma_n | \mathcal{F}_{\sigma_n}] \chi(\sigma_n < \infty) \right],
\]
where $\{F_t; t \geq 0\}$ is the filtration defined as

$$F_t = \mathcal{W}_{\xi(t^2)}, \quad t \geq 0,$$

with $\{\mathcal{W}_t; t \geq 0\}$ being the filtration generated by the original Wiener process $W$.

We now need the first of two claims, which we will prove later in Appendix B.

**Lemma 3.1.** For all $n \geq 1$,

$$E[\rho_n - \sigma_n | F_{\sigma_n}] \leq 3\eta^2$$

on $\{\sigma_n < \infty\}$.

Thus,

$$E\left[\int_0^\infty \chi_{(-\eta,\eta)}(Y_s) ds\right] \leq 3\eta^2 \sum_{j=1}^\infty P\{\sigma_n < \infty\}.$$

Note that, for $n \geq 1$,

$$P\{\sigma_{n+1} < \infty\} = P\{\sigma_n < \infty, \rho_n < \infty, \sigma_{n+1} - \rho_n < \infty\} \leq E[P\{\sigma_{n+1} - \rho_n < \infty | F_{\rho_n}\} \chi_{\rho_n<\infty}\chi_{\sigma_n<\infty}].$$

The second lemma we need is

**Lemma 3.2.** There is a constant $\alpha \in (0, 1)$ (which depends upon $a$ but not $\varepsilon$) such that

$$P\{\sigma_{n+1} - \rho_n < \infty | F_{\rho_n}\} \chi_{\rho_n<\infty} \leq \alpha$$

for all $n \geq 1$.

Thus, for any $n \geq 1$, we know that $P\{\sigma_n < \infty\} \leq \alpha^{n-1}$, which immediately implies that

$$H^\varepsilon \leq \varepsilon^2 \frac{3\eta^2}{(1 + a)(1 - \alpha)}$$

for all $\varepsilon > 0$.

Thus, we get

**Proposition 3.3.** There is a constant $K$ (which depends upon $a$ and $L$ but not on $\varepsilon, T$, or $x$) such that

(9) $$E_x[\tau_1^*] \leq \varepsilon K.$$

**Proof.** In fact, we have that

(10) $$E_x[\tau_1^*] \leq \varepsilon \left(\frac{2}{\kappa a}\right) \left(\frac{L + \varepsilon \frac{3C_1 a \eta^2}{(1 + a)(1 - \alpha)}}{(1 + a)(1 - \alpha)}\right).$$

This implies (9).
4. A Lower Bound

We next show that the complement of \( B_{a,\delta,L} \) is “large”, i.e., that
\[
\tau_\varepsilon \overset{\text{def}}{=} \inf \{ s \in (0, T] : (T - s, W_s) \not\in B_{a,\delta,L} \} = \inf \{ s \in (0, T] : |Z_s^\varepsilon| \not\in (\delta\varepsilon, L) \text{ or } d \langle M_s^\varepsilon \rangle / ds \leq 1 - a \} \quad (\text{inf } \emptyset = T)
\]
is small (which in turn gives a lower bound on \( \| \nabla w^\varepsilon \| \) in terms of \( 1 - a \)). We will show that there is a \( K > 0 \) which does not depend on \( T, x, \) or \( \varepsilon \) such that
\[
E_x[\tau_\varepsilon^a] \leq K\varepsilon.
\]
Define
\[
C_2 \overset{\text{def}}{=} \inf_{|z| \geq \delta} |F(z)| > 0
\]
(here is where we need that \( \delta > 0 \); if we would set \( \delta \) to zero, then \( C_2 \) would also be zero). Since we are assuming that \( (T, x) \in B_{a,\delta,L}^\varepsilon \), either \( Z_0^\varepsilon \geq \delta \) or \( Z_0^\varepsilon \leq -\delta \).
Assume the former; the calculations for the latter are essentially the same. Now we have that
\[
\delta\varepsilon \leq E_x[Z_{\tau_\varepsilon}^\varepsilon] \leq E_x[Z_0^\varepsilon] - \frac{a}{\varepsilon} E_x \left[ \int_0^{\tau_\varepsilon} F(Z_s^\varepsilon / \varepsilon) ds \right] \leq L - \frac{a}{\varepsilon} C_2 E_x[\tau_\varepsilon^a].
\]
Thus
\[
E_x[\tau_\varepsilon^a] \leq \varepsilon \left( L - \frac{\delta\varepsilon}{aC_2} \right).
\]
(11)

Proposition 4.1. There is a constant \( K \) (which depends upon \( a \) but not on \( \varepsilon, T, \) or \( x \)) such that
\[
E_x[\tau_\varepsilon^a] \leq \varepsilon K.
\]

5. Some Capacity Arguments

The content of Propositions 3.3 and 4.1 is that \( s \mapsto (T - s, W_s) \) leaves \( A_{\varepsilon,L}^\varepsilon \) and \( B_{a,\delta,L}^\varepsilon \) quickly. We now convert this into Theorems 1 and 2.

First, we need to put our problem into the framework of Markov processes; of course \( s \mapsto (T - s, W_s) \) is a Markov process. Define
\[
(P_s f)((T, x)) \overset{\text{def}}{=} \int_{z \in \mathbb{R}^d} f((T - s, z)) g(s, x - z) dz,
\]
\[
s \geq 0, f \in C^\infty(\mathbb{R} \times \mathbb{R}^d), (T, x) \in \mathbb{R} \times \mathbb{R}^d.
\]
Then \( \{ P_s : s \geq 0 \} \) is a semigroup on \( C^\infty(\mathbb{R} \times \mathbb{R}^d) \). Henceforth, we will start to use tildes to emphasize that we are working with parabolic Wiener measure rather than ordinary Wiener measure. Define now \( \tilde{\Omega} \overset{\text{def}}{=} C(\mathbb{R}_+; \mathbb{R} \times \mathbb{R}^d) \). Let \( \tilde{X} \) be the coordinate process on \( \tilde{\Omega} \), and let \( \tilde{\mathcal{F}} \overset{\text{def}}{=} \sigma\{ \tilde{X}_s : s \geq 0 \} \). For each \( (T, x) \in \mathbb{R} \times \mathbb{R}^d \), let \( \tilde{\mathbb{P}}_{T,x} \) be the unique measure on \( (\tilde{\Omega}, \tilde{\mathcal{F}}) \) under which \( \tilde{X} \) is a Markov process with transition semigroup \( \{ P_s : s \geq 0 \} \) and such that \( \tilde{\mathbb{P}}_{T,x}\{ \tilde{X}_0 = (T, x) \} = 1 \); let \( \tilde{\mathbb{E}}_{T,x} \)
be the associated expectation operator. Note that the $\mathbb{P}_{T,x}$–law of $\tilde{X}$ is the same as the $\mathbb{P}_x$–law of the process $s \mapsto (T - s, W_s)$. Define

$$\tilde{\tau}_{1,a,L} \defeq \inf\{s \geq 0 : \tilde{X}_s \notin A_{a,L}^c\},$$

$$\tilde{\tau}_{2,a,L,\delta} \defeq \inf\{s \geq 0 : \tilde{X}_s \notin B_{a,\delta,L}^c\};$$

then Propositions 3.3 and 4.1 say that, for some $K > 0$,

$$\sup_{(T,x) \in A_{a,L}^c} \tilde{E}_{T,x}[\tilde{\tau}_{1,a,L}] \leq K \varepsilon,$$

$$\sup_{(T,x) \in B_{a,\delta,L}^c} \tilde{E}_{T,x}[\tilde{\tau}_{2,a,\delta,L}] \leq K \varepsilon.$$

In a moment, we will prove a result similar to one of Bañuelos and Øksendal [BanOks] (related results appear in [HayPomm], [Mueller], and [Stegenga]) which related the lifetime of a Brownian motion in a domain to the exterior capacities of the domain. First, however, let’s recall some aspects of thermal capacity (see [Chung, Ch. 5], [Hunt], [Stroock, Ch. VIII], and [Watson]). Recall the notation of §1.

Fix a compact subset $K$ of $\mathbb{R} \times \mathbb{R}^d$. Define

$$p_K((T,x)) \defeq \mathbb{P}_{T,x}\left\{\tilde{X}_s \in K \text{ for some } s > 0\right\} = \mathbb{P}_x\left\{(T - s, W_s) \in K \text{ for some } s > 0\right\}.$$

Then $p_K = \mathcal{P}_0 \mu^K$ for some $\mu \in \mathcal{M}^+(K)$, and $\text{Cap}(K) = \mu^K(K)$. Let’s now introduce some parabolic scaling. For $\alpha > 0$, define $S^\alpha : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \times \mathbb{R}^d$ as

$$S^\alpha((t,x)) \defeq (t\alpha, x\sqrt{\alpha}), \quad (t,x) \in \mathbb{R} \times \mathbb{R}^d.$$ 

Noting that $g \circ S^\alpha = \alpha^{-d/2}g$, we have that

$$\text{Cap}(S^\alpha(K)) = \alpha^{d/2} \text{Cap}(K) \quad (12)$$

for any compact subset $K$ of $\mathbb{R} \times \mathbb{R}^d$ and any $\alpha > 0$.

Next, we start to prove the analogue of the Bañuelos-Øksendal result. For any open subset $G$ of $\mathbb{R} \times \mathbb{R}^d$, define an $(\tilde{\Omega}, \tilde{\mathcal{F}})$–random time $\tilde{\sigma}_G \defeq \inf\{s > 0 : \tilde{X}_s \notin G\}$. The general problem is now as follows: we have a set $G$ (i.e., either $A_{a,L}^c$ or $B_{a,\delta,L}^c$) such that

$$a \defeq \sup_{(T,x) \in G} \tilde{E}_{T,x}[\tilde{\sigma}_G] < \infty \quad (13)$$

and we want to get lower bounds (in terms of $a$ and the dimension $d$) on exterior thermal capacities of $G$.

First, let’s assume that $(0,0) \in G$ and consider some “boxes” in $\mathbb{R} \times \mathbb{R}^d$. For $l > 0$, define the sets

$$D(l) \defeq \left\{(s,y) \in \mathbb{R} \times \mathbb{R}^d : -l \leq s \leq 0, \|y\| \leq \sqrt{l}\right\},$$

$$D^{\text{bot}}(l) \defeq D(l) \cap \left\{-l^2\right\} \times \mathbb{R}^d.$$ 

Our first result concerns the way in which $\tilde{X}$ exits a fixed $D(l)$ under $\mathbb{P}_{0,0}$:
Lemma 5.1. There is a $\lambda > 0$ such that
\begin{equation}
\tilde{P}_{0,0} \left\{ \tilde{X}_{\tilde{\sigma}(l)} \in D^{\text{bot}}(l) \right\} \geq \lambda
\end{equation}
for all $l > 0$.

Proof. In fact, the left-hand side of (14) is independent of $l$ due to parabolic scaling, so the inequality is actually an equality.

Next let’s consider the time at which $\tilde{X}$ exits a fixed $D(l)$ under $\tilde{P}_{t,x}$ for a collection of $(t, x)$’s. For $l > 0$, define
\begin{equation}
B(l) \overset{\text{def}}{=} \left\{ (t, x) \in D(l) : -l/2 \leq t \leq 0, \|x\| \leq \sqrt{l - \sqrt{l + t}} \right\}.
\end{equation}
The set $B(l)$ consists of exactly those points $(t, x)$ in $D(l) \cap ([-l/2, 0] \times \mathbb{R}^d)$ such that $(t, x) + D(l + t) \subset D(l)$. Then we have

Lemma 5.2. For every $l > 0$ and $(t, x) \in B(l)$,
\begin{equation}
\tilde{E}_{t,x} \left[ \tilde{\sigma}_{D(l)} \right] \geq l\lambda / 2.
\end{equation}

Proof. First, note that, for any $l > 0$, $\tilde{E}_{0,0} \left[ \tilde{\sigma}_{D(l)} \right] \geq \tilde{E}_{0,0} \left[ \tilde{\sigma}_{D(l)} \chi \{ \tilde{X}_{\tilde{\sigma}(D(l))} \in D^{\text{bot}}(l) \} \right] \geq l\lambda$ (if $\tilde{X}_{\tilde{\sigma}(D(l))} \in D^{\text{bot}}(l)$, then $\tilde{\sigma}_{D(l)} = l$). Using the comment following (15), we thus have that
\begin{align*}
\tilde{E}_{t,x} \left[ \tilde{\sigma}_{D(l)} \right] &= \int_0^\infty \tilde{P}_{t,x} \left\{ \tilde{X}_r \in D(l) \text{ for all } 0 < r < s \right\} ds \\
&\geq \int_0^\infty \tilde{P}_{t,x} \left\{ \tilde{X}_r \in (t, x) + D(l + t) \text{ for all } 0 < r < s \right\} ds \\
&\geq \int_0^\infty \tilde{P}_{0,0} \left\{ \tilde{X}_r \in D(l + t) \text{ for all } 0 < r < s \right\} ds \\
&= \tilde{E}_{0,0} \left[ \tilde{\sigma}_{D(l+t)} \right] \geq (l + t)\lambda \geq l\lambda / 2.
\end{align*}
This is what we want.

Next, let’s get back to $G$ satisfying (13); note that we still are assuming that $(0,0) \in G$. Set
\begin{equation}
l \overset{\text{def}}{=} 4a / \lambda,
\end{equation}
\begin{equation}
\rho \overset{\text{def}}{=} \inf \left\{ s > 0 : \tilde{X}_s \in D(l) \setminus G \right\}.
\end{equation}
Then we have

Proposition 5.3. For all $(t, x) \in B(l)$, we have
\begin{equation}
\tilde{P}_{t,x} \left\{ \rho < l \right\} \geq \lambda / 4.
\end{equation}

Proof. For convenience, define the $(\tilde{\Omega}, \tilde{\mathcal{F}})$-random time
\begin{equation}
\eta \overset{\text{def}}{=} \inf \left\{ s > 0 : \tilde{X}_s \notin D(l) \cap G \right\}
\end{equation}
and define the shift maps $\{\theta_s : s \geq 0\}$ from $\tilde{\Omega}$ to itself by
\begin{equation}
\theta_s(\tilde{X}_t) \overset{\text{def}}{=} \tilde{X}_{t+s}, \quad t, s \geq 0.
\end{equation}
\[ \tilde{\sigma}_{D(l)} = \eta + \tilde{\sigma}_{D(l)} \circ \theta_{\eta} \]

(separately consider the two cases where \( \tilde{X}_\eta \in \partial D(l) \) and \( \tilde{X}_\eta \notin \partial D(l) \)). By our choice of \( l \) and Lemma 5.2, we know that \( \tilde{F}_{t,x}[\tilde{\sigma}_{D(l)}] \geq 2a \). Also, since \( D(l) \cap G \subset G \), we know that \( \eta \leq \tilde{\sigma}_G \). Third, \( \tilde{\sigma}_{D(l)} \circ \theta_{\eta} \leq l \). Finally, if \( \tilde{\sigma}_{D(l)} \circ \theta_{\eta} > 0 \), then \( \tilde{X}_\eta \notin \partial D(l) \), in which case \( \eta < l \) and \( \tilde{X}_\eta \in D(l) \setminus G \), implying that \( \rho < l \). Combining all of this, we get that
\[ 2a \leq \tilde{F}_{t,x}[\tilde{\sigma}_G] + l\tilde{P}_{t,x}\{\rho < l \}. \]

It is now an easy step to (17). \( \square \)

Note that if \( \rho < l \), then of course \( \rho < \infty \), so \( \tilde{X} \) touches \( D(l) \setminus G \) in some finite time.

We now can remove the restriction that \((0,0) \in G\).

**Corollary 5.4.** Assume that (13) holds and define \( l \) as in (16). Fix \((t,x) \in G\). Then for every \((s,y) \in B(l) + (t,x)\),
\[ \tilde{P}_{s,y}\{ \tilde{X}_r \in (D(l) + (t,x)) \setminus G \text{ for some } r > 0 \} \geq \lambda/4. \]

**Proof.** Translate the statement of Proposition 5.3 by \((t,x)\). \( \square \)

Under the same assumptions, we consequently have that
\[ \lambda/4 \leq (\tilde{P}_{B(l) + (t,x)} G)(s,y), \]
where \( \mu_{D(l) + (t,x)} G \) is the thermal capacitory measure of \((D(l) + (t,x)) \setminus G\). The final step is to integrate (18) in \( s \) and \( y \).

**Proposition 5.5.** Assume that (13) holds. Fix \((t,x) \in G\). Then
\[ \text{Cap}((D(4a/\lambda) + (t,x)) \setminus G) \geq \left(2^{d-1}/\lambda^{d/2-1}\right) \mathcal{L}^{d+1}(B(1))a^{d/2}, \]
where \( \mathcal{L}^{d+1} \) is \( d + 1 \)-dimensional Lebesgue measure on \((\mathbb{R} \times \mathbb{R}^d, \mathcal{B}(\mathbb{R} \times \mathbb{R}^d))\).

**Proof.** Let \( l \) be given by (16). Then from (18),
\[ (\lambda/4)\mathcal{L}^{d+1}(B(l) + (t,x)) \leq \int_{(s,y) \in B(l) + (t,x)} \int_{(r,w) \in \mathbb{R} \times \mathbb{R}^d} g(s - r, y - w)\mu_{(D(l) + (t,x)) \setminus G}(dr dw)ds dy. \]

Note that
\[ \mathcal{L}^{d+1}(B(l) + (t,x)) = \mathcal{L}^{d+1}(B(l)) = l^{d/2 + 1}\mathcal{L}^{d+1}(B(1)). \]

We then use Tonelli’s theorem on the right-hand side of (20) and calculate that, for any \((r,w) \in \mathbb{R} \times \mathbb{R}^d\),
\[ \int_{(s,y) \in B(l) + (t,x)} g(s-r, y-w)ds dy \leq \int_{l-1/2 < s < l} \left( \int_{y \in \mathbb{R}^d} g(s-r, y-w)dy \right) ds = l/2. \]

Simplify this and use the definition of \( l \) as in (16) to get (19). \( \square \)
Corollary 5.6. There are constants \( \beta > 0 \) and \( \gamma > 0 \) (depending only on the dimension \( d \)) such that if (13) holds, then
\[
\frac{\text{Cap}((D(\beta a) + (t, x)) \setminus G)}{\text{Cap}(D(\beta a) + (t, x))} \geq \gamma.
\]

Proof. We set \( \beta = 4/\lambda \) and note that, by (12),
\[
\text{Cap}(D(\beta a) + (t, x)) = \text{Cap}(D(\beta a)) = \text{Cap}(S^a(D(\beta))) = a^{d/2} \text{Cap}(D(\beta)).
\]
This is what we want. \( \square \)

Thus, we finally have

Proof of Theorems 1 and 2. Almost immediate from the preceding. For Theorem 1, we use Propositions 3.3 and 4.1. For Theorem 2, we use (10) and (11). \( \square \)

Appendix A

Here we provide some heuristics on how to bound the expression on the right of (7). Consider the SDE
\[
d\hat{\xi}^{\beta, \varepsilon} = \beta dW_s + \frac{\beta^2}{\varepsilon} \arctan(\hat{\xi}^{\beta, \varepsilon}/\varepsilon)ds,
\]
(21)
and the quantity
\[
h^{\beta, \varepsilon} \overset{\text{def}}{=} \mathbb{E} \left[ \int_0^t \chi_{(-\eta, \eta)}(\hat{\xi}^{\beta, \varepsilon}_s/\varepsilon)ds \right].
\]
We want to understand what happens to this quantity as \( \varepsilon \) tends to zero and as \( \beta \) ranges over \( [\beta_c, \infty) \), where \( \beta_c > 1 \) is some prespecified number (which should be compared to \( \sqrt{a} \) and \( \sqrt{1+a} \)).

First, we can get rid of many of the \( \beta \)'s and \( \varepsilon \)'s in the dynamics of (21) by defining
\[
\hat{\xi}^{\beta, \varepsilon}_s = \varepsilon^{-1} \xi^{\beta, \varepsilon}_s, \quad s \geq 0.
\]
(22)
Then
\[
d\hat{\xi}^{\beta, \varepsilon}_s = dW_s + \arctan(\hat{\xi}^{\beta, \varepsilon}_s)ds,
\]
(23)
\[
\hat{\xi}^{\beta, \varepsilon}_0 = \varepsilon^{-1} y
\]
and
\[
h^{\beta, \varepsilon} = \frac{\varepsilon^2}{\beta^2} \mathbb{E} \left[ \int_0^{t(\beta/\varepsilon)} \chi_{(-\eta, \eta)}(\hat{\xi}_s^{\beta, \varepsilon})ds \right].
\]
(24)
One can now check that, for each \( \beta \geq \beta_c \), \( \hat{\xi}^{\beta, \varepsilon} \) is transient (use [KS, Proposition 5.22] or [RY, Theorem V.1.6]). Thus, we should not lose too much with the bound
\[
h^{\beta, \varepsilon} \leq \frac{\varepsilon^2}{\beta^2} \mathbb{E} \left[ \int_0^\infty \chi_{(-\eta, \eta)}(\hat{\xi}_s^{\beta, \varepsilon})ds \right] = \frac{\varepsilon}{\beta^2} (G\chi_{(-\eta, \eta)})(y/\varepsilon),
\]
where \( G \) is the Green’s operator defined by the SDE (23). It is reasonable that \( \sup_{z \in \mathbb{R}} (G\chi_{(-\eta, \eta)})(z) < \infty \), in which case
\[
\sup_{\beta \geq \beta_c} \lim_{\varepsilon \to 0} \varepsilon^{-1} h^{\beta, \varepsilon} = 0.
\]
Here we prove Lemmas 3.1 and 3.2. For convenience, let’s define the mapping $b^a : (0, \infty) \to (0, \infty)$ as

$$b^a(x) \overset{\text{def}}{=} 1 - \min \left\{ \frac{1}{x}, \frac{1}{1 + a} \right\}, \quad x > 0,$$

for $a > 0$.

**Proof of Lemma 3.1.** By Itô’s formula applied to (8),

$$Y_{t \wedge \rho_n}^2 - Y_{t \wedge \sigma_n}^2 = 2 \int_{t \wedge \rho_n}^{t \wedge \sigma_n} Y_s d\hat{B}^\varepsilon_s$$

$$+ \int_{t \wedge \rho_n}^{t \wedge \sigma_n} \left\{ 2 Y_s F(Y_s) b^a(\langle M^\varepsilon \rangle_{t \wedge \sigma_n}) + 1 \right\} ds, \quad t \geq 0.$$  

(25)

Note that $y F(y) \geq 0$ for all $y \in \mathbb{R}$, and $Y_{t \wedge \rho_n}^2 - Y_{t \wedge \sigma_n}^2 \in (0, 3\eta^2)$ for all $t \geq 0$. Thus from (25),

$$E \left[ \rho_n \wedge t - \sigma_n \wedge t | F_{\rho_n} \right] \leq 3\eta^2$$

for all $n$. Since $\rho_n \wedge t - \sigma_n \wedge t$ monotonically increases to $\rho_n - \sigma_n$ as $t$ tends to infinity, we get the result. \(\square\)

**Proof of Lemma 3.2.** First of all, note that for $n \geq 1$, if $\rho_n < \infty$, then $Y_{\rho_n} \in \{-2\eta, 2\eta\}$. We next want to compare $Y$ to a diffusion with a drift which does not depend on $\langle M^\varepsilon \rangle$. We shall then analyze these diffusions via Feller’s study of one-dimensional diffusions. Choose a real number $c$ such that

$$\frac{1}{1 + a} \kappa < c < \kappa,$$

and define

$$F_\pm(y) \overset{\text{def}}{=} F(y) \pm c, \quad y \in \mathbb{R}.$$

Then

$$F_-(y) \leq F(y) b^a(x) \leq F_+(y), \quad y \in \mathbb{R}, \quad x > 0,$$

$$\lim_{y \to -\infty} F_-(y) = \kappa - c > 0, \quad \text{and} \quad \lim_{y \to +\infty} F_+(y) = -\kappa + c < 0.$$

Fix now $n \geq 1$ and define $Y^\pm_t$ as the solution of the stochastic integral equation

$$Y_t^\pm = \mp 2\eta + \int_{\rho_n}^t F_\pm(Y_s^\pm) ds + (\hat{B}^\varepsilon_t - \hat{B}^\varepsilon_{\rho_n}), \quad t \geq \rho_n.$$

Then (by [RY, Theorem IX.3.8]), noting that $F_\pm$ are Lipschitz functions,

$$\mathbb{P}\{Y_t^+ \geq Y_t \text{ for all } t \geq \rho_n | F_{\rho_n}\} = 1$$

on the set $\{\rho_n < \infty, Y_{\rho_n} = -2\eta\}$ and

$$\mathbb{P}\{Y_t^- \leq Y_t \text{ for all } t \geq \rho_n | F_{\rho_n}\} = 1$$

on the set $\{\rho_n < \infty, Y_{\rho_n} = 2\eta\}$. Note that if $\rho_n < \infty$ and $Y_{\rho_n} = -2\eta$, then $\sigma_{n+1} - \rho_n < \infty$ implies that $\sup_{t \geq \rho_n} Y_t \geq -\eta$, which in turn implies that $\sup_{t \geq \rho_n} Y_t^+ \geq -\eta$. 
Similarly, if \( \rho_n < \infty \) and \( Y_{\rho_n} = 2\eta \), then \( \sigma_{n+1} - \rho_n < \infty \) implies that \( \inf_{t \geq \rho_n} Y_t^- \leq \eta \). Collecting things together for a moment, we have that

\[
\mathbb{P}\{\sigma_{n+1} - \rho_n < \infty | \mathcal{F}_{\rho_n}\} \chi_{\{\rho_n < \infty\}} \leq \mathbb{P}\left\{ \sup_{t \geq \rho_n} Y_t^+ \geq -\eta | \mathcal{F}_{\rho_n}\right\} \chi_{\{\rho_n < \infty, Y_{\rho_n} = -2\eta\}} + \mathbb{P}\left\{ \inf_{t \geq \rho_n} Y_t^- \leq \eta | \mathcal{F}_{\rho_n}\right\} \chi_{\{\rho_n < \infty, Y_{\rho_n} = 2\eta\}}.
\]

We now use Feller’s theory (see [KS, Section 5.5B]). Define the scale functions

\[
p^+(x) = \int_0^x \exp\left[ -2 \int_0^z F_\pm(u)du \right] dz, \quad x \in \mathbb{R},
\]

and observe that

\[
p^+(-\infty) \overset{\text{def}}{=} \lim_{x \to -\infty} p^+(x) > -\infty \quad \text{and} \quad p^-(\infty) \overset{\text{def}}{=} \lim_{x \to -\infty} p^-(x) < \infty.
\]

Thus (see [KS, eq. (5.61) of Ch. 5])

\[
\mathbb{P}\left\{ \sup_{t \geq \rho_n} Y_t^+ \geq -\eta | \mathcal{F}_{\rho_n}\right\} = \frac{p^+(-2\eta) - p^+(-\infty)}{p^+(-\eta) - p^+(-\infty)} \overset{\text{def}}{=} \alpha^+ < 1
\]

on the set \( \{\rho_n < \infty, Y_{\rho_n} = -2\eta\} \), and

\[
\mathbb{P}\left\{ \inf_{t \geq \rho_n} Y_t^- \leq \eta | \mathcal{F}_{\rho_n}\right\} = \frac{p^-(\infty) - p^-(2\eta)}{p^-(\infty) - p^-(\eta)} \overset{\text{def}}{=} \alpha^- < 1
\]

on the set \( \{\rho_n < \infty, Y_{\rho_n} = 2\eta\} \). Hence (for any \( n \geq 1 \)),

\[
\mathbb{P}\{\sigma_{n+1} - \rho_n < \infty | \mathcal{F}_{\rho_n}\} \chi_{\{\rho_n < \infty\}} \leq \alpha \overset{\text{def}}{=} \max\{\alpha^+, \alpha^-\} < 1.
\]

This completes the proof. \( \square \)
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