NORM ESTIMATES AND REPRESENTATIONS FOR CALDERÓN-ZYGMUND OPERATORS USING AVERAGES OVER STARLIKE SETS

DAVID K. WATSON AND RICHARD L. WHEEDEN

Abstract. We show that homogeneous singular integrals may be represented in terms of averages over starlike sets. This permits us to use the geometry of starlike sets to derive operator-specific weighted norm inequalities.

1. Introduction and main results

Homogeneous singular integrals on \( \mathbb{R}^d, d \geq 2, \) are given by
\[
T_\Omega f(x) = \text{p.v.} \int_{\mathbb{R}^d} f(x - y) \frac{\Omega(y)}{|y|^d} dy,
\]
where \( \Omega \) is homogeneous of degree 0 and integrable on the unit sphere \( S^{d-1}, \) with integral 0. We may associate with this operator a set \( S = S(\Omega) \) defined by
\[
S = \{ x : |\Omega(x)|/|x|^d \geq 1 \} = \{ x : x = r\theta, \ \theta \in S^{d-1}, \ 0 \leq r \leq |\Omega(\theta)|^{1/d} \}.
\]
The set \( S \) is starlike with respect to the origin, and using polar coordinates shows that \( |S| = \frac{1}{d} \int_{S^{d-1}} |\Omega(\theta)| d\theta, \) so that \( |S| < \infty \) iff \( \Omega \in L^1(S^{d-1}). \) In this paper we derive a new representation for \( T_\Omega \) in terms of averages over dilates of \( S. \) We then use this representation to derive weighted norm inequalities for \( T_\Omega, \) with the geometry of \( S \) being used to describe the weights.

In order to describe the representation, for \( t > 0 \) let \( tS = \{ tx : x \in S \} \) and define averages
\[
A_t f(x) = \frac{1}{t^d} \int_{tS} f(x - y) \text{sgn} \Omega(y) dy = \int_S f(x - ty) \text{sgn} \Omega(y) dy,
\]
where \( \text{sgn} \Omega(y) \) is the complex sign of \( \Omega, \) i.e., \( \text{sgn} \Omega(y) = \Omega(y)/|\Omega(y)| \) when \( \Omega(y) \neq 0, \infty. \) We arbitrarily define \( \text{sgn} \Omega(y) \) to be 0 if \( \Omega(y) = 0 \) or \( \infty, \) since this can be seen to have no effect on any of our formulas.

Our representation formula is contained in the following result.
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Theorem 1.1. Either let \( \Omega \) be odd with \( \Omega \in L^1(S^{d-1}) \), or else let \( \Omega \) have integral 0 on \( S^{d-1} \) with \( \Omega \in L \log L(S^{d-1}) \), i.e.,

\[
\| \Omega \|_{L \log L(S^{d-1})} = \int_{S^{d-1}} |\Omega(\theta)| \left( 1 + \log^+ |\Omega(\theta)| \right) d\theta < \infty.
\]

Then the integral \( \int_0^\infty A_t f(x) dt/t = \lim_{R \to \infty} \int_R^\infty A_t f(x) dt/t \) converges absolutely for all \( x \in \mathbb{R}^d \), uniformly in \( x \), whenever \( f, \hat{f} \in L^1(\mathbb{R}^d) \) (in particular when \( f \in S \), the Schwartz class of smooth, rapidly decreasing functions on \( \mathbb{R}^d \)). The integral also converges in \( L^2(\mathbb{R}^d) \) for \( f \in L^2(\mathbb{R}^d) \) and defines a bounded operator on \( L^2 \).

Furthermore, if \( \Omega \) is odd and \( \Omega \in L^1(S^{d-1}) \), then

\[
T_\Omega f(x) = d \int_0^\infty A_t f(x) \frac{dt}{t},
\]

and if \( \Omega \) has integral 0 on \( S^{d-1} \) and \( \Omega \in L \log L(S^{d-1}) \), then

\[
T_\Omega f(x) = c_\Omega \cdot f(x) + d \int_0^\infty A_t f(x) \frac{dt}{t},
\]

where \( c_\Omega = \frac{1}{d} \int_{S^{d-1}} \Omega(\theta) \log |\Omega(\theta)| d\theta \). The identities (1.1) and (1.2) are valid in the sense of convergence in \( L^2 \) for \( f \in L^2 \). Also, if \( f, \hat{f} \in L^1(\mathbb{R}^d) \), then (1.1) holds pointwise for all \( x \in \mathbb{R}^d \) and (1.2) holds pointwise almost everywhere, and (1.2) can be made to hold pointwise for all \( x \in \mathbb{R}^d \) by redefining \( f \) on a set of measure 0 so as to be continuous everywhere (which we can do since \( \hat{f} \in L^1 \)).

The requirements for the representation formulas (1.1) and (1.2) are the same minimal conditions of the method of rotations [CZ]. The representation (1.2) proves to be useful for obtaining weighted norm inequalities, particularly so when \( \Omega \) is unbounded.

Let \( \rho \) be the boundary function of \( S \), i.e. \( \rho(\theta) = |\Omega(\theta)|^{1/d} \). As motivation for the theorem, let us proceed formally to write

\[
\int_0^\infty A_t f(x) \frac{dt}{t} = \int_{S^{d-1}} \sgn \Omega(\theta) \int_0^{\rho(\theta)} \int_0^\infty f(x - tr\theta) \frac{dt}{t} r^{d-1} dr d\theta
\]

\[
= \int_{S^{d-1}} \sgn \Omega(\theta) \left( \int_0^{\rho(\theta)} r^{d-1} dr \right) \left( \int_0^\infty f(x - t\theta) \frac{dt}{t} \right) d\theta
\]

\[
= \frac{1}{d} \int_{S^{d-1}} \int_0^\infty f(x - t\theta) \Omega(\theta) \frac{dt}{t} d\theta
\]

\[
= \frac{1}{d} T_\Omega f(x),
\]

with the second line arising by an unjustified interchange of the \( t \) and \( r \) integrals, followed by a change of variables in the \( t \) integral so that it is independent of \( r \). While (1.2) shows that this formula cannot always hold, it is correct if \( f \in C_0^\infty \) and \( x \) is outside the support of \( f \). To see this, let \( B \) be an upper bound for \( |f| \) and let \( 0 < \delta < R < \infty \) be such that \( \text{supp } f \subseteq \{ y : x \in \delta \} < R \}. Then the
integral obtained by bringing absolute values inside the above integral converges, being bounded by
\[
\int_{S^{d-1}} \int_0^{\rho(\theta)} r^{d-1} \int_0^\infty B\chi\{\delta tr < R\} \frac{dt}{t} dr d\theta = B|S| \ln(R/\delta),
\]
so the formal operations in the preceding argument are justified.

The proof of Theorem 1.1 can be used to show that the operation mapping \( f \) into the integral
\[
\int_0^\infty A_t f(x) dt/t
\]
can be represented as convolution with a tempered distribution which is homogeneous of degree \(-d\), and the preceding argument shows that this distribution can only differ from the kernel of \( \frac{1}{t} T_\Omega \) by a point distribution at \( \{0\} \). We see that by (1.2) the point distribution may in fact be a nonzero multiple of the Dirac measure.

When \( \Omega \in L\log L(S^{d-1}) \) with integral 0, we will use the representation (1.2) to prove weighted norm inequalities for \( T_\Omega \). The weights can be described fairly precisely in terms of a covering of \( S \) by rectangles centered at the origin. A similar idea was used in [CWW] for fractional integral and maximal operators associated with a starlike set. We shall also give examples which show that in many cases the sufficient conditions are very close to being necessary.

These weighted inequalities are initially described in terms of a sequence of auxiliary operators whose description requires the following. Decompose the boundary function \( \rho = |\Omega|^{1/d} \) at heights \( 2^m, m \geq 0 \), letting
\[
\Theta_0 = \{ \theta \in S^{d-1} : \rho(\theta) \leq 1 \},
\]
\[
\Theta_m = \{ \theta \in S^{d-1} : 2^{m-1} < \rho(\theta) \leq 2^m \}, \quad m > 0.
\]
Let \( S_m \) be the starlike set whose boundary function is the restriction of \( \rho \) to \( \Theta_m \), so that \( S \) is the disjoint (except for the origin) union of \( \{S_m\}_{m=0}^\infty \). Let \( A_t^m \) be obtained from \( A_t \) by replacing \( S \) by \( S_m \), that is,
\[
A_t^m f(x) = \frac{1}{t^d} \int_{tS_m} f(x - y) \text{sgn}\Omega(y) dy.
\]
The auxiliary operators we will need are given by
\[
G_j f(x) = \sum_{m=0}^\infty \int_{2^{j-m-1}}^{2^{j+(N-1)m}} A_t^m f(x) \frac{dt}{t},
\]
where \( N \) is a large integer which will vary with use. It is important to note that the operators \( G_j \) are given by convolution with functions \( g_j \) which scale by dilatation, i.e., \( g_j(x) = 2^{-dj} g_0(2^{-j} x) \), and we will see (following (2.28)) that these functions are integrable, so that the operators \( G_j \) are well-defined.

We will use the operators \( G_j \) in our main result, which will be the basis for the remaining results of this section. As is customary, if \( 1 < p < \infty \), we use \( A_p \) to refer to Muckenhoupt’s family of weights \( w \) for which there is some constant \( C \) so that
\[
\left( \frac{1}{|Q|} \int_Q w(x) dx \right)^{1/p} \left( \frac{1}{|Q|} \int_Q w(x)^{-p'/p} dx \right)^{1/p'} \leq C
\]
for all cubes \( Q \), where (here and throughout the paper) \( 1/p + 1/p' = 1 \).
Theorem 1.2. Let \( \Omega \in L \log L(S^{d-1}) \) with integral 0. For \( 1 < p < \infty \), suppose that \( w \in A_p \) and that the square inequality
\[
\| \{ \sum_j |G_j f_j|^2 \}^{1/2} \|_{p,w} \leq C_{p,w} \| \{ \sum_j |f_j|^2 \}^{1/2} \|_{p,w}
\]
holds for a sufficiently large \( N \) depending on \( p \) and \( w \). Then for \( f \in \mathcal{S} \),
\[
\| T_{\Omega} f \|_{p,w} \leq C'_{p,w} \| f \|_{p,w}
\]
so that \( T_{\Omega} \) extends to a bounded operator on \( L^p(w) \).

This result will be proven in §2 using a Littlewood-Paley decomposition. We shall discuss partial two-weight analogues of Theorem 1.2 in §5. This is our most general theorem. The square inequality requirement (1.4) might appear difficult to verify, but the remainder of §2 is devoted to deriving conditions on \( w \) for which it holds. In §3 we will give examples which show that some of these sufficient conditions are very close to being necessary, which indicates how broad a result Theorem 1.2 is.

In order to formulate cases in which (1.4) holds, we will use the geometry associated with \( S \) together with some results from [CWW] to derive appropriate conditions on \( w \). These conditions are stated in terms of a collection of rectangles \( \{R_{m,k}\} \) centered at the origin with orientations chosen so that \( S \) is covered by \( \bigcup_{m,k} R_{m,k} \) in an efficient manner. Here, \( m \geq 0 \) and \( 1 \leq k < k_m \) for \( k_m \) possibly infinite. The index \( m \) measures the longest edgelength of the rectangles; specifically, the longest side of each \( R_{m,k} \) has length approximately \( 2^m \). The other significant property of the starlike cover is that for each \( m \geq 0 \), the set \( \bigcup_k R_{m,k} \) contains \( S_m \) and has measure \( \leq C|S_m| \) for \( C \) independent of \( m \). We call the collection \( \{R_{m,k}\} \) a stratified starlike cover of \( S \). A more precise definition and the construction of such a cover will be given in section 4. For a given rectangle \( R_{m,k} \), we will use \( \mathcal{B}(R_{m,k}) \) to denote the collection of translates and dilates of \( R_{m,k} \), so that \( \mathcal{B}(R_{m,k}) \) consists of all rectangles with the same orientation and eccentricity as \( R_{m,k} \).

We shall prove the following result.

Theorem 1.3. Let \( 1 < p < \infty \) and let \( \Omega \in L \log L(S^{d-1}) \). Let \( \{R_{m,k}\} \) be a stratified starlike cover of the set \( S = S(\Omega) = \{ r\theta : 0 \leq r \leq |\Omega(\theta)|^{1/d}, \theta \in S^{d-1} \} \). If \( w \) satisfies
\[
\left( \frac{1}{|R|} \int_R w(x) \, dx \right)^{1/p} \left( \frac{1}{|R|} \int_R w(x)^{-p'/p} \, dx \right)^{1/p'} \leq c
\]
for \( R \in \mathcal{B}(R_{m,k}) \) for all \( k \) and \( m \), with \( c \) independent of \( R, k, \) and \( m \), then (1.4) holds. If in addition \( \Omega \) has integral 0 over \( S^{d-1} \), then the corresponding singular integral operator \( T_{\Omega} \) satisfies
\[
\| T_{\Omega} f \|_{p,w} \leq C \| \log L(S^{d-1}) \|_{L_p} \| f \|_{p,w}
\]
for \( f \in \mathcal{S} \), with \( C \) independent of \( \Omega \) and \( f \).

In particular, we conclude that \( T_{\Omega} \) is bounded on \( L^p \) for \( 1 < p < \infty \) because (1.5) holds trivially for \( w = 1 \), so we therefore recover the conclusion of the even kernel case of the method of rotations.

Theorem 1.3 does not specifically require \( w \in A_p \), but this is automatic from the assumption (1.5) by fixing a rectangle \( R_{m,k} \) and observing that we may include
every cube $Q$ in a rectangle $R \in \mathcal{B}(R_{m,k})$ in such a way as to keep the ratio $|Q|/|R|$ fixed.

We will also prove two more general results. The first of these concerns the case $p = 2$ and can be stated as follows.

**Theorem 1.4.** For $\Omega \in L \log L(S^{d-1})$, let $\{R_{m,k}\}$ be a stratified starlike cover of $S(\Omega)$, and let $w$ satisfy the following estimate for $p = 2$:

$$
(1.7) \quad \left( \frac{1}{|R|} \int_R w(x) \, dx \right)^{1/p} \left( \frac{1}{|R|} \int_R w(x)^{-r'/p} \, dx \right)^{1/p'} \leq \frac{c_{m,k}}{|R_{m,k}|}
$$

for $R \in \mathcal{B}(R_{m,k})$ for all $k$ and $m$. Then (1.4) holds for $p = 2$ if

$$
(1.8) \quad \sum_{m,k} (m+1)c_{m,k} < \infty.
$$

If in addition $\Omega$ has integral 0 over $S^{d-1}$, then the corresponding singular integral operator $T_\Omega$ satisfies (1.6) for $p = 2$ and $f \in S$.

We will show in §4 that if $c_{m,k}$ is a fixed multiple of $|R_{m,k}|$, then (1.8) will be a corollary of the fact that $\Omega \in L \log L(S^{d-1})$, so that Theorem 1.4 includes the $p = 2$ case of Theorem 1.3. The next result of this section says that we need only a slight strengthening of (1.7) to extend the above result to $p \neq 2$.

**Theorem 1.5.** Suppose $\Omega \in L \log L(S^{d-1})$ has integral 0, $1 < p < \infty$, and that $\{R_{m,k}\}$ is a stratified starlike cover of $S(\Omega)$. Let $r > 1$ and suppose that

$$
(1.9) \quad \left( \frac{1}{|R|} \int_R w \right)^{1/p} \left( \frac{1}{|R|} \int_R w^{-rp'/p} \right)^{1/rp'} \leq \frac{c_{m,k}}{|R_{m,k}|} \quad \text{if } 1 < p \leq 2, \text{ or}
$$

$$
(1.10) \quad \left( \frac{1}{|R|} \int_R w^r \right)^{1/rp} \left( \frac{1}{|R|} \int_R w^{-p'/p} \right)^{1/p'} \leq \frac{c_{m,k}}{|R_{m,k}|} \quad \text{if } 2 \leq p < \infty,
$$

for all $k$, $m$ and all $R \in \mathcal{B}(R_{m,k})$, and that the constants $c_{m,k}$ satisfy (1.8). Then (1.4) and consequently (1.6) hold for $f \in S$.

As we shall see, Theorem 1.5 includes all of Theorem 1.3. For $p = 2$ and $r > 1$, either of the conditions (1.9), (1.10) is stronger than (1.7), and consequently Theorem 1.4 is a better result than Theorem 1.5 for the case $p = 2$.

The following shows that Theorem 1.2 recovers and extends two fairly basic older results.

**Theorem 1.6.** (A) Let $1 < r \leq \infty$, and suppose that $\Omega \in L^r(S^{d-1})$ and that $\Omega$ has integral 0 on $S^{d-1}$. Then (1.4) holds for all $N$, and hence $T_\Omega$ is bounded on $L^p(w)$, in the following cases:

1. $r' \leq p < \infty$, $p \neq 1$, and $w \in A_{p/r'}$,
2. $1 < p \leq r$, $p \neq \infty$, and $w^{-p'/p} \in A_{p/r'}$, or
3. $1 < p < \infty$, and $w^r \in A_p$.

(B) Suppose $\Omega \in L \log L(S^{d-1})$ has integral 0, $1 < p < \infty$, and $w(x) = |x|^{\beta}$ for $-1 < \beta < p - 1$. Then (1.4) holds for all $N$ and hence $T_\Omega$ is bounded on $L^p(w)$.
The weighted norm bounds in part (A) of this theorem were first proven for general \( r \) in [KW1], under the stronger assumption that \( \Omega \) also satisfies an \( L^r \)-Dini smoothness condition. In [W1], this smoothness condition was shown to be unnecessary by an argument using Fourier transform decay estimates to substitute for smoothness. Other proofs of the weighted inequalities in (A) are also given in [D], [W4]. The norm inequalities in part (B) of Theorem 1.6 were proven in [MW], and the range of \( \beta \) was shown to be sharp in [KW2].

Having stated our main results, let us outline the remainder of the paper. We will prove Theorems 1.1 and 1.2 in the next section. In \( \S \) 3 we will give some motivation for Theorems 1.3–1.5 by showing that the sufficient conditions are close to being necessary, and we will give the proofs of Theorems 1.3–1.6 in \( \S \) 4. Finally, in the last section, \( \S \) 5, we will give assorted results that did not fit naturally into the previous sections. Some of these results involve two-weight inequalities which we have only been able to show if \( p \geq 2 \) or if we require a greater degree of integrability of \( \Omega \). We will also give another proof of part (A) of Theorem 1.6 which only uses the methods of this paper, as opposed to the proof given in \( \S \) 4, which uses some advanced results of [W4]. Lastly, \( \S \) 5 will show how the singular integral results of this paper also lead to corresponding results for the associated starlike maximal operator

\[ M_S f(x) = \sup_{t>0} |t^{-d} \chi_{tS} * f(x)|. \]

Some of these maximal operator results are different from those obtained in [CWW].

2. Proofs of Theorems 1.1 and 1.2

Proof of Theorem 1.1. Note that for each \( t > 0 \) the operator \( A_t \) is given by convolution with the function \( a_t(\cdot) = t^{-d} \chi_{tS}(\cdot) \text{sgn} \Omega(\cdot) \), which satisfies \( \|a_t\|_1 \leq |S| \). Consequently, \( |\hat{a}_t(\xi)| \leq |S| \) for all \( \xi \) and we can write

\[ A_t f(x) = (\hat{a}_t \hat{f})(x) = \int_{\mathbb{R}^d} e^{2\pi i \xi \cdot x} \hat{a}_t(\xi) \hat{f}(\xi) \, d\xi, \]

with this identity holding in \( L^2 \) if \( f \in L^2 \). Also, if \( f, \hat{f} \in L^1(\mathbb{R}^d) \), then \( f \in L^\infty(\mathbb{R}^d) \) so \( A_t f \) is bounded, continuous and integrable by Young’s convolution theorem, and consequently (2.1) also holds for all \( x \in \mathbb{R}^d \). (Here, we use the Fourier transform and inverse Fourier transform defined respectively by

\[ \hat{f}(\xi) = \int_{\mathbb{R}^d} e^{-2\pi i \xi \cdot x} f(x) \, dx, \]

\[ g(\xi) = \int_{\mathbb{R}^d} e^{2\pi i \xi \cdot x} g(x) \, dx, \]

and their natural extensions to unitary operators on \( L^2 \), as in [SW2].) We shall prove the bound

\[ \int_0^\infty |\hat{a}_t(\xi)| \frac{dt}{t} \leq D\alpha, \]

which yields the claimed \( L^2 \) convergence of \( \int_0^\infty A_t f \, dt / t \) by the Lebesgue dominated convergence theorem, and gives the pointwise convergence we seek when \( f, \hat{f} \in L^1 \), since using (2.1) we see that

\[ \int_0^\infty |A_t f(x)| \frac{dt}{t} \leq \int_{\mathbb{R}^d} |\hat{a}_t(\xi)| \frac{d\xi}{\xi} \int_0^\infty |\hat{f}(\xi)| \, d\xi \leq D\alpha \| \hat{f} \|_1. \]
Also, if we integrate (2.1), then by (2.3) we may use Fubini’s theorem to obtain
\[ \int_0^\infty A_t f(x) \frac{dt}{t} = (m\hat{f})(x) \]
for all \( f, \hat{f} \in L^1 \), where
\[ (2.4) \quad m(\xi) = \int_0^\infty \hat{a}_t(\xi) \frac{dt}{t}. \]
To prove (2.2), using polar coordinates we have
\[ \hat{a}_t(\xi) = \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^{\rho(\theta)} e^{-2\pi i r \xi \cdot \theta} r^{d-1} dr d\theta, \]
where we recall that \( \rho(\theta) = |\Omega(\theta)|^{1/d} \). For the case of odd \( \Omega \in L^1(S^{d-1}) \) we can replace \( \exp\{i \cdot \} \) in this formula with \(-i \sin\{\cdot\}\), and since \(|\sin u| \leq |u|\), then letting \( v(\theta) = |\xi \cdot \theta|/\rho(\theta) \) we have the absolute value estimate
\[ (2.5) \quad \left| \int_0^{\rho(\theta)} \sin(2\pi i r \xi \cdot \theta) r^{d-1} dr \right| \leq c_d v(\theta) |\Omega(\theta)|. \]
Also, writing \( \sin(ru) = -\frac{1}{u} \frac{du}{dr} \cos(ru) \) and integrating by parts, we have
\[ (2.6) \quad \left| \int_0^{\rho(\theta)} \sin(2\pi i r \xi \cdot \theta) r^{d-1} dr \right| \leq c_d |\Omega(\theta)|/tv(\theta), \]
for the same choice of \( v \). Thus
\[ \int_0^\infty |\hat{a}_t(\xi)| \frac{dt}{t} \leq c_d \int_0^\infty \int_{S^{d-1}} |\Omega(\theta)| \min\{tv(\theta), \frac{1}{tv(\theta)}\} d\theta \frac{dt}{t} \]
\[ = c_d \int_{S^{d-1}} |\Omega(\theta)| \int_0^\infty \min\{1, \frac{1}{t}\} \frac{dt}{t} d\theta = 2c_d \int_{S^{d-1}} |\Omega(\theta)| d\theta. \]
The desired convergence in the case of general \( \Omega \in L \log L(S^{d-1}) \) with integral 0 is more difficult. Using the cancellation of \( \Omega \), we see that \( a_t \) has integral 0:
\[ \int_{\mathbb{R}^d} a_t(y) dy = \frac{1}{d} \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^{\rho(\theta)} r^{d-1} dr d\theta = \frac{1}{d} \int_{S^{d-1}} \Omega(\theta) d\theta = 0. \]
Therefore
\[ (2.8) \quad \hat{a}_t(\xi) = \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^{\rho(\theta)} |e^{-2\pi i r \xi \cdot \theta} - 1| r^{d-1} dr d\theta. \]
By arguing essentially as for (2.5) and (2.6) (using, e.g., the fact that \(|e^{iu} - 1|\) is bounded by both \(|u|\) and 2), we get
\[ (2.9) \quad \left| \int_0^{\rho(\theta)} |e^{-2\pi i r \xi \cdot \theta} - 1| r^{d-1} dr \right| \leq c_d |\Omega(\theta)| \min\{1, tv(\theta)\}, \]
\[ (2.10) \quad \left| \int_0^{\rho(\theta)} e^{-2\pi i r \xi \cdot \theta} r^{d-1} dr \right| \leq c_d |\Omega(\theta)| \min\{1, \frac{1}{tv(\theta)}\}, \]
for the same choice of \( v(\theta) \). Letting \( \chi(t) \) denote the characteristic function of \([0, 1]\), and using (2.8), we can write

\[
\int_0^\infty |g_t(\xi)| \frac{dt}{t} = \int_0^\infty \left| \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^r e^{-2\pi itr\xi/\theta} - \chi(|\xi|)r^{d-1} \, dr \right| \frac{dt}{t}
\]

where \( A \) is the part of the integral for \( 0 < t < 1/|\xi| \) and \( B \) is the remaining part. Then

\[
A \leq c_d \int_{1/|\xi|}^{1/|\xi|} \int_{S^{d-1}} |\Omega(\theta)| \min\{1, t v(\theta)\} \frac{d\theta}{t} \frac{dt}{t},
\]

\[
B \leq c_d \int_{1/|\xi|}^{\infty} \int_{S^{d-1}} |\Omega(\theta)| \min\{1, \frac{1}{t} v(\theta)\} \frac{d\theta}{t} \frac{dt}{t},
\]

using (2.9), (2.10) respectively. Interchange the order of integration and split the \( t \) integral into integrals over intervals \((0, \alpha(\theta))\) and \((\alpha(\theta), 1/|\xi|)\), where \( \alpha(\theta) = \min\{1/|\xi|, 1/v(\theta)\} \); to see that \( A \) is bounded by

\[
c_d \int_{S^{d-1}} |\Omega(\theta)| \left( \alpha(\theta) v(\theta) + \ln^+ \frac{v(\theta)}{|\xi|} \right) d\theta \leq c_d \int_{S^{d-1}} |\Omega(\theta)| \left( 1 + \frac{1}{d} \ln^+ |\Omega(\theta)| \right) d\theta,
\]

uniformly in \( \xi \). (The last inequality uses \( av \leq 1 \) and \( |\xi \cdot \theta| \leq |\xi| \).) Next, let \( \beta(\theta) = \max\{1/|\xi|, 1/v(\theta)\} \), interchange the order of integration and split the interval of \( t \) integration into the intervals \((1/|\xi|, \beta(\theta))\) and \((\beta(\theta), \infty)\), to see that \( B \) is bounded by a geometric multiple of

\[
(2.11) \int_{S^{d-1}} |\Omega(\theta)| \left( 1 + \ln^+ \frac{|\xi|}{v(\theta)} \right) d\theta \leq \|\Omega\|_{L \log L(S^{d-1})} + \int_{S^{d-1}} |\Omega(\theta)| \ln \frac{|\xi|}{|\xi \cdot \theta|} d\theta
\]

uniformly in \( \xi \). To see the last line, observe that the functions \( \phi(t) = e^t - 1 \), \( \psi(t) = \ln(t + 1) \) vanish at 0, are nonnegative, increasing and inverse to each other for \( t \geq 0 \), giving the inequality

\[
ab \leq \int_0^a \phi(t) dt + \int_0^b \psi(t) dt \leq e^a + b \ln(b + 1)
\]

for all \( a, b \geq 0 \) by Young’s generalization of Hölder’s inequality e.g., [Z, vol. 1, p. 16]. Letting \( \xi' = \xi/|\xi| \), the last line of (2.11) then follows by taking \( a = \frac{1}{2} \ln \frac{1}{|\xi' \cdot \theta|}, b = 2|\Omega(\theta)| \) and integrating in \( \theta \), observing that \( \exp \left( \frac{1}{2} \ln \frac{1}{|\xi' \cdot \theta|} \right) = |\xi' \cdot \theta|^{-1/2} \) is integrable uniformly in \( \xi \).

We are now left with the task of showing the identities (1.1) and (1.2). We will prove these identities by showing the corresponding identity of the Fourier
multipliers. Whenever they are defined, let
\[ m_o(\xi) = -i \frac{\pi}{2} \int_{S^{d-1}} \Omega(\theta) \text{sgn}(\xi \cdot \theta) \, d\theta, \]
\[ m_e(\xi) = \int_{S^{d-1}} \Omega(\theta) \log \frac{1}{|\xi' \cdot \theta|} \, d\theta, \quad \xi' = \xi/|\xi|. \]

Also let \( m_\Omega(\xi) \) be the multiplier of \( T_\Omega \), that is \((T_\Omega f) \hat{\circ}(\xi) = m_\Omega(\xi) \hat{f}(\xi)\). We know (e.g. [CZ] and also [S]) that \( m_\Omega = m_o + m_e \), that \( m_\Omega = m_o \) for odd \( \Omega \in L^1(S^{d-1}) \) and \( m_\Omega = m_e \) for even \( \Omega \in L \log L(S^{d-1}) \) with integral 0, and that \( m_\Omega \) is bounded for \( \xi \neq 0 \) for these cases. If \( m \) is the multiplier in (2.4), then (1.1) will follow once we show \( m(\xi) = m_o(\xi)/d \) when \( \Omega \) is integrable and odd, and (1.2) will follow once we show \( m(\xi) = m_\Omega(\xi)/d - c_\Omega/d \) for \( \Omega \in L \log L(S^{d-1}) \) with integral 0. This plainly gives (1.1), (1.2) immediately in the \( L^2 \) sense for \( f \in L^2 \). Further, if \( f, \hat{f} \in L^1 \) and if we redefine \( f \) on a set of measure 0 so that it is everywhere continuous, then the multiplier identities show that (1.1), (1.2) also hold in the pointwise sense for all \( x \), since the same kind of truncation and limiting argument by which we are able to conclude that \( \int_0^\infty A_t f(x) dt/t = (m \hat{f})'(x) \) for all \( x \) can be used to show a similar identity for \( T_\Omega \). In fact, suppose that \( f, \hat{f} \in L^1 \) and that \( \Omega \) is as in Theorem 1.1, and let
\[ K_{\epsilon R}(x) = \frac{\Omega(x)}{|x|^d} \chi\{\epsilon < |x| < R\}, \quad 0 < \epsilon < R < \infty. \]

Then \( K_{\epsilon R} \) is integrable, telling us that \( K_{\epsilon R} \ast f \) is integrable, bounded and continuous, in which case
\[ K_{\epsilon R} \ast f(x) = (\hat{K}_{\epsilon R} \hat{f})'(x) \]
everywhere. But (see [CZ], [S]) we know that \( \hat{K}_{\epsilon R}(\xi) \) is uniformly bounded for \( 0 < \epsilon < R < \infty \) and \( \xi \in \mathbb{R}^d \), and that \( \hat{K}_{\epsilon R}(\xi) \to m_\Omega(\xi) \) for \( \xi \neq 0 \) as \( \epsilon \to 0 \), \( R \to \infty \), which gives
\[ T_\Omega f(x) = \lim_{R \to \infty} \lim_{\epsilon \to 0} K_{\epsilon R} \ast f(x) = (m_\Omega \hat{f})'(x) \]
for all \( x \in \mathbb{R}^d \) by the Lebesgue dominated convergence theorem.

We first prove the multiplier identity when \( \Omega \) is odd. Recall that in this case \( \hat{a}_\lambda(\xi) \) can be written as a sine integral. The improper integral identity
\[ \int_0^\infty \sin(tu) \frac{dt}{t} = \frac{\pi}{2} \text{sgn} u \]
is well-known, and integrating by parts shows that
\[ \left| \int_\alpha^\beta \sin(tu) \frac{dt}{t} \right| \leq \frac{c}{|u|}, \quad\text{when } 0 < \alpha < \beta < \infty. \]
This tells us that
\[ \left| \frac{\pi}{2} \text{sgn} u - \int_0^\alpha \sin(tu) \frac{dt}{t} \right| \leq \frac{c}{|u|} \]
when \( \epsilon = \epsilon_\Omega(\xi, K) \). But, whenever they are defined, let
\[ m_\epsilon(\xi) = \int_{S^{d-1}} \Omega(\theta) \log \frac{1}{|\xi' \cdot \theta|} \, d\theta, \quad \xi' = \xi/|\xi|. \]
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whenever $\alpha > 0$, $u \neq 0$. The absolute convergence argument in the proof of (2.7) shows that we may interchange the $t$ and $\theta$ integrals to write

$$
\int_0^\infty \hat{a}_t(\xi) \frac{dt}{t} = -i \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^\infty \int_0^{\rho(\theta)} \sin(2\pi t r \xi \cdot \theta) r^{d-1} dr \frac{dt}{t} d\theta
$$

$$
= \lim_{R \to \infty} -i \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^{\rho(\theta)} r^{d-1} \int_0^{R/v(\theta)} \sin(2\pi t r \xi \cdot \theta) \frac{dt}{t} dr d\theta.
$$

In the last line we wrote the $t$ integral as a limit, which permitted us to interchange the $t$ and $r$ integrals within the limit. By (2.12), the $t$ integral inside the limit on the last line is $\frac{\pi}{2} \text{sgn}(\xi \cdot \theta)$ up to a difference term, which tells us that the quantity within the limit is $m_\omega(\xi)/d$ up to the corresponding $r$, $\theta$ integral of the difference term. By (2.12), this difference term integral is bounded by

$$
c \int_{S^{d-1}} \int_0^{\rho(\theta)} r^{d-1} \frac{\rho(\theta)}{R r} dr d\theta \leq \frac{c'}{R} \int_{S^{d-1}} |\Omega(\theta)| d\theta,
$$

which plainly vanishes as $R \to \infty$. Consequently, we have

$$
\int_0^\infty \hat{a}_t(\xi) \frac{dt}{t} = \frac{m_\omega(\xi)}{d},
$$

which is what we needed to show in the odd kernel case.

We now turn to the case $\Omega \in L \log L(S^{d-1})$ with integral 0 on $S^{d-1}$. Here $\hat{a}_t$ can be written as the sum of the sine and cosine integrals

$$
\hat{a}_t^{\sin}(\xi) = -i \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^{\rho(\theta)} \sin(2\pi t r \xi \cdot \theta) r^{d-1} dr d\theta,
$$

$$
\hat{a}_t^{\cos}(\xi) = \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^{\rho(\theta)} \cos(2\pi t r \xi \cdot \theta) r^{d-1} dr d\theta,
$$

and we have just shown that

$$
\int_0^\infty \hat{a}_t^{\sin}(\xi) \frac{dt}{t} = \frac{m_\omega(\xi)}{d},
$$

so we will be done if we show that

$$
\int_0^\infty \hat{a}_t^{\cos}(\xi) \frac{dt}{t} = \frac{m_\omega(\xi)}{d} - \frac{c_\Omega}{d}.
$$

To do this, recall that $\chi(t)$ is the characteristic function of the interval $[0,1]$ and that $v(\theta) = |\xi \cdot \theta| \rho(\theta)$. Since $a_t$ has integral 0 for each $t$, and since $\cos$ is an even function, we have

$$
\int_0^\infty \hat{a}_t^{\cos}(\xi) \frac{dt}{t} = \int_{S^{d-1}} \text{sgn} \Omega(\theta) \int_0^\infty \int_0^{\rho(\theta)} [\cos(2\pi t r |\xi| \cdot \theta|) - \chi(|\xi| t)] r^{d-1} dr \frac{dt}{t} d\theta = I + II,
$$
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where

\[ I = \int_{S^{d-1}} \text{sgn } \Omega(\theta) \int_0^\infty \int_0^{\rho(\theta)} \left[ \chi(tv(\theta)) - \chi(|\xi|t) \right] r^{d-1} \frac{dr}{t} \frac{dt}{d\theta} \]

and \( II \) is the remaining part (we are again justified in interchanging the \( t \) and \( \theta \) integrals because we were justified in doing so for the full multiplier integral and for the sine part of that integral by the proof of (2.2)). Bringing absolute values inside \( I \), we see that the resulting integral converges absolutely for \( \xi \neq 0 \), being bounded by

\[ \frac{1}{d} \int_{S^{d-1}} |\Omega(\theta)| |\ln \frac{|\xi|}{v(\theta)}| d\theta \leq \frac{1}{d} \int_{S^{d-1}} |\Omega(\theta)| \left( \ln \frac{1}{|\xi'\cdot\theta|} + \frac{1}{d} |\ln |\Omega(\theta)|| \right) d\theta, \]

which we can show is bounded by a constant independent of \( \xi \) by arguing as for (2.11). It is therefore permissible to bring the \( t \) integral all the way inside to see that

\[ I = \frac{1}{d} \int_{S^{d-1}} \Omega(\theta) \ln \frac{1}{|\xi'\cdot\theta|} \frac{d\theta}{\rho(\theta)} = \frac{1}{d} \int_{S^{d-1}} \Omega(\theta) \ln \frac{1}{|\xi'\cdot\theta|} d\theta - \frac{1}{d} \int_{S^{d-1}} \Omega(\theta) |\Omega(\theta)| d\theta = m_e(\xi) - \frac{1}{d} c_{\Omega}. \]

We are therefore done if we can show that the term \( II \) vanishes. But

\[ (2.13) \]

\[ II = \lim_{R \to \infty} \int_{S^{d-1}} \text{sgn } \Omega(\theta) \int_0^{R} \int_0^{\rho(\theta)} \left[ \cos(2\pi tr|\xi'\cdot\theta|) - \chi(tv(\theta)) \right] r^{d-1} \frac{dr}{t} \frac{dt}{d\theta} \]

\[ = \lim_{R \to \infty} \int_{S^{d-1}} \text{sgn } \Omega(\theta) \int_0^{R/\rho(\theta)} r^{d-1} \int_{\epsilon/\rho(\theta)}^R \cos(2\pi tr|\xi'\cdot\theta|) \frac{dt}{t} dr d\theta \]

\[ = \lim_{R \to \infty} \int_{S^{d-1}} \text{sgn } \Omega(\theta) \int_0^{R/\rho(\theta)} r^{d-1} \int_{\epsilon/\rho(\theta)}^R \cos(2\pi t) \frac{dt}{t} dr d\theta. \]

The second line follows by interchanging the \( t \) and \( r \) integrals inside the limit because

\[ \int_{S^{d-1}} \text{sgn } \Omega(\theta) \int_0^{\rho(\theta)} r^{d-1} \int_{\epsilon/\rho(\theta)}^{R/\rho(\theta)} \frac{dt}{t} dr d\theta = \frac{1}{d} \ln \frac{R}{\epsilon} \int_{S^{d-1}} \Omega(\theta) d\theta = 0, \]

which allows us to drop the subtracted expression appearing in the first line of (2.13), as its integral is just the above expression with \( R = 1 \). The last line in (2.13) then follows by a substitution in the \( t \) integral. But whenever \( u(t) \) is a
suitable function, interchanging the order of integration shows that
\[
\int_0^{\rho(\theta)} r^{d-1} \int_{\epsilon r/\rho(\theta)}^{R/n} u(t) \frac{dt}{t} \, dr = \int_0^\epsilon u(t) \int_{\rho(\theta)t/R}^{\rho(\theta)t} r^{d-1} \frac{dt}{t} \, dr
\]
\[
+ \int_\epsilon^R u(t) \int_{\rho(\theta)t/R}^{\rho(\theta)t} r^{d-1} \frac{dt}{t} \, dr = |\Omega(\theta)| \int_0^R u(t) h_{\epsilon, R}(t) \frac{dt}{t},
\]
for \( h_{\epsilon, R}(t) = t^d(1/\epsilon^d - 1/R^d)/d \) if \( 0 < t < \epsilon \) and \( h_{\epsilon, R}(t) = (1 - (t/R)^d)/d \) if \( \epsilon < t < R \). The integral in the bottom line is clearly finite for \( 0 < \epsilon < R < \infty \) with \( u(t) = \cos 2\pi t \), and we see that the integral in the limit on the bottom line of (2.13) is 0, being a multiple of the integral of \( \Omega \). Since \( II = 0 \), we are done. \( \square \)

**Littlewood-Paley Argument for \( T_\Omega \)**

*Proof of Theorem 1.2.* The proof requires the extensive use of weighted Littlewood-Paley theory. Define a Littlewood-Paley decomposition
\[
(Q_j f)\hat{}(\xi) = \Psi(2^j |\xi|)\hat{f}(\xi),
\]
with \( \Psi \in C_\infty^\infty((1/2, 2)) \) a nonnegative smooth function satisfying \( \sum_{j \in \mathbb{Z}} \Psi^2(2^j t) = 1 \) for \( t > 0 \). Then Plancherel’s theorem shows that \( \sum_{j \in \mathbb{Z}} Q_j^2 = \text{Id} \) on \( L^2 \), and this identity also holds in several other senses that we will describe later. One of those senses is in \( L^p(w) \) norm for \( 1 < p < \infty \), \( w \in A_p \), in which case we also have the following weighted inequalities: given \( 1 < p < \infty \) and \( w \in A_p \), there are positive constants \( c_{p,w}, C_{p,w}, C_{p,w}' \), depending only on \( p \) and the \( A_p \) constant of \( w \), such that
\[
(2.14) \quad c_{p,w} \|f\|_{p,w} \leq \left\{ \sum_j |Q_j f|^2 \right\}^{1/2} \|f\|_{p,w} \leq C_{p,w} \|f\|_{p,w},
\]
\[
(2.15) \quad \|\sum_j Q_j f_j\|_{p,w} \leq C_{p,w}' \left\{ \sum_j |Q_j f_j|^2 \right\}^{1/2} \|f\|_{p,w}.
\]
In §5 we will need two-weight analogues of these inequalities. To get these analogues, first note that in particular the above inequalities hold for all \( p > 1 \) if \( w \in A_1 \), i.e., for \( w \) such that \( Mw \leq Cw \) a.e., where \( M \) is the Hardy-Littlewood maximal operator and the constant depends only on the \( A_1 \) constant of \( w \). Now if we define \( M_rf(x) = \left\{ M(|f|^r) \right\}^{1/r} \), the Coifman-Rochberg inequality says that for \( r > 1 \)
\[
(2.16) \quad MM_rf(x) \leq C_{r,M} f(x) \text{ a.e. } x,
\]
i.e., if \( r > 1 \) and \( M_rf \) is not infinite on a set of positive measure, then \( M_rf \) is an \( A_1 \) weight with constant independent of \( f \). From this and (2.14), (2.15), we immediately obtain the corresponding two-weight inequalities
\[
(2.17) \quad \left\{ \sum_j |Q_j f|^2 \right\}^{1/2} \|f\|_{L^p(w)} \leq C_{p,r} \|f\|_{L^p(M_r, v)},
\]
\[
(2.18) \quad \|\sum_j Q_j f_j\|_{L^p(w)} \leq C_{p,r}' \left\{ \sum_j |Q_j f_j|^2 \right\}^{1/2} \|f\|_{L^p(M_r, v)};
\]
then \( K \) satisfies
\[
|K(x)| \leq C|D|^{-d}, \quad |\nabla K(x)| \leq C|D|^{-(d+1)}, \quad |\tilde{K}(\xi)| \leq C |D|^{-d},
\]
with \( D \) independent of \( m, n \) and choice of signs \( \pm \), and as a consequence of weighted Calderón-Zygmund theory, we get the bounds
\[
\|f \ast K\|_{p,w} \leq C_{p,w} \|f\|_{p,w}, \quad 1 < p < \infty, \ w \in A_p,
\]
with similar uniformity. From this, the last inequality in (2.14) follows by a standard Rademacher function argument. We get the corresponding inequality with \( Q_j^2 \) replacing \( Q_j \) by observing that the above argument holds upon replacing \( \psi_j \) with the function whose Fourier transform is \( \Psi(2^j|\xi|)^2 \).

Now recall that \( L^p(w^{-\gamma/p}) \) is the dual of \( L^p(w) \) under the standard pairing
\[
\langle f, g \rangle = \int f \overline{g} \quad \text{and that } w^{-\gamma/p} \in A_p \quad \text{iff } w \in A_p.
\]
Since the operators \( Q_j \) are self-adjoint, if \( f \in L^2 \cap L^p(w) \) and \( g \in L^2 \cap L^p(w^{-\gamma/p}) \), then
\[
\int f(x) \overline{g(x)} dx = \int \int \Psi(2^{i |\xi|}) \overline{f(\xi)} \overline{g(\xi)} d\xi = \sum_j \int Q_j f(x) \overline{Q_j g(x)} dx.
\]
This results in
\[
\int f \overline{g} \leq \left\{ \sum_j |Q_j f|^2 \right\}^{1/2} \|g\|_{p',w^{-\gamma/p}} \left\{ \sum_j |Q_j g|^2 \right\}^{1/2} \|f\|_{p',w^{-\gamma/p}},
\]
where the last estimate follows from the last inequality in (2.14), which we have already proven. By duality and a density argument, this gives the first inequality in (2.14).

Observe that the last inequality in (2.14) holds if we replace \( Q_j \) with operators \( \tilde{Q}_j \) which are defined in the same way, but with \( \Psi \) replaced by a function \( \tilde{\Psi} \in C_0^\infty((1/4, 4)) \) satisfying \( \tilde{\Psi}(t) = 1 \) for \( 1/2 \leq t \leq 2 \). Consequently, the first inequality...
in (2.14) holds if we replace $Q_j f$ with $Q_j^2 f$ by arguing as above but beginning instead with the identity

$$\int f \overline{g} = \sum_j \int Q_j^2 f \overline{Q_j g},$$

which follows upon taking Fourier transforms since $\Psi^2 \overline{\Psi} = \Psi^2$.

Next, to prove (2.15), if $w \in A_p$ and if $g \in L^{p'}(w^{-p'/p})$, we have

$$\left| \sum_j \int Q_j f_j g \right| = \left| \sum_j \int f_j Q_j g \right| \leq C_{p',w^{-p'/p}} \left\{ \left( \sum_j |f_j|^2 \right)^{1/2} \right\}^{1/2} \|g\|_{p',w^{-p'/p}},$$

where we have used (2.14) for $g$. Using duality for finite sums and a limiting argument, this gives us the inequality

$$\| \sum_j Q_j f_j \|_{p,w} \leq C_{p',w^{-p'/p}} \left\{ \left( \sum_j |f_j|^2 \right)^{1/2} \right\}^{1/2} \|g\|_{p,w},$$

which is one of the claimed variants of (2.15), and if we replace $Q_j$ with $\tilde{Q}_j$ (defined in the preceding argument) and $f_j$ with $Q_j f_j$, the observation that $\tilde{Q}_j Q_j = Q_j$ allows us to conclude (2.15). If we replace $Q_j$ with $Q_j^2$, a similar argument using instead the variant of (2.14) gives the remaining variants of (2.15). Note also that the one of these variants of (2.15) which has $Q_j^2$ in place of $Q_j$, on both sides follows immediately by applying the original inequality to the sequence $\{Q_j f_j\}$.

We turn now to some of the senses in which the identity $\sum_j Q_j^2 f = f$ holds. We first see that it holds in the pointwise sense, i.e.,

$$\lim_{r \to \infty} \sum_{j=-k}^l Q_j^2 f(x) = f(x)$$

for all $x$ if $f$ is a continuous function which vanishes at infinity. To see this, let $\varphi$ be the Schwartz function with integral 1 which is given by $\check{\varphi}(\xi) = 1 - \sum_{j<0} \Psi(2^j |\xi|)^2$, and observe that also $\check{\varphi}(\xi) = \sum_{j=0}^\infty \Psi(2^j |\xi|)^2$ for $\xi \neq 0$. Define $\varphi_j(x) = 2^{-dj} \varphi(2^{-j} x)$. Then for any distribution $f$,

$$\sum_{j=-k}^l Q_j^2 f = \varphi_{-k} * f - \varphi_{l+1} * f.$$

When $f$ is a continuous function vanishing at infinity, $\varphi_{-k} * f \to f$ and $\varphi_{l+1} * f \to 0$ pointwise everywhere as $k,l \to \infty$, and (2.20) follows. In particular, (2.20) holds almost everywhere pointwise if $f$, $\hat{f} \in L^1$, because then $f$ can be redefined on a set of measure 0 so that it is a continuous function vanishing at infinity. Using (2.21) and differentiation theory we can also see that (2.20) holds pointwise a.e. and in $L^{p'}(w)$ norm for any $f \in L^{p'}(w)$ if $w \in A_p$, $1 < p < \infty$. Although we will not use the fact, (2.20) can be shown to hold in the sense of distributions (i.e., in $S'$) for any distribution $f$ such that $\| \varphi_n * f \|_{\infty} \to 0$ as $n \to \infty$.

As the Littlewood-Paley inequalities deal with weighted norms of $l^2$-valued terms, we shall also need vector-valued inequalities for the Hardy-Littlewood maximal operator $M$. In [AJ], K. F. Andersen and R. T. John prove that if $1 < p$, $q < \infty$. 
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and if \( w \in A_p \), then

\[
\| \left\{ \sum_j |Mf_j|^q \right\}^{1/q} \|_{p,w} \leq C_{p,q,w} \left\| \left\{ \sum_j |f_j|^q \right\}^{1/q} \right\|_{p,w},
\]

where the constant may be taken to depend only on the \( A_p \)-constant of \( w \). (This is a generalization to the weighted setting of the unweighted inequalities first proven by C. Fefferman and E. M. Stein in [FS].)

In order to use the preceding facts in a proof of Theorem 1.2, we shall need to define some intermediate operators which we will use in describing the integral representation (1.2) of \( T_\Omega \) and the auxiliary functions \( G_j \). For \( s \in \mathbb{Z}, m \geq 0 \), let

\[
B_s f(x) = \int_{2^{-s-1}}^{2^s} A_t f(x) \frac{dt}{t}, \quad \text{and} \quad B_s^m f(x) = \int_{2^{-s-1}}^{2^s} A_t^m f(x) \frac{dt}{t}.
\]

Note that the operators \( A_t, A_t^m, B_s, B_s^m \) are given by convolution with functions \( a_t(\cdot), a_t^m(\cdot), b_s(\cdot), b_s^m(\cdot) \), respectively, defined by

\[
a_t(x) = \frac{1}{t} \chi_{1S}(x) \operatorname{sgn} \Omega(x), \quad a_t^m(x) = \frac{1}{t^d} \chi_{1S_m}(x) \operatorname{sgn} \Omega(x),
\]

\[
b_s(x) = \int_{2^{-s-1}}^{2^s} a_t(x) \frac{dt}{t}, \quad \quad b_s^m(x) = \int_{2^{-s-1}}^{2^s} a_t^m(x) \frac{dt}{t}.
\]

This being so, we also have the following integral bounds:

\[
\int |a_t^m(x)|dx \leq |S_m|, \tag{2.23}
\]

\[
\int a_t^m(x)dx = \int_{S_m} \operatorname{sgn} \Omega(x)dx = \frac{1}{d} \int \Omega(\theta)d\theta, \tag{2.24}
\]

\[
\int |b_s^m(x)|dx \leq (\ln 2)|S_m| \leq |S_m|, \tag{2.25}
\]

\[
\int b_s^m(x)dx = \ln 2 \int_{S_m} \operatorname{sgn} \Omega(x)dx = \frac{\ln 2}{\Theta_m} \int \Omega(\theta)d\theta. \tag{2.26}
\]

We have \( B_s f = \sum_{m \geq 0} B_s^m f \), and

\[
\int_0^\infty A_t f \frac{dt}{t} = \sum_{s \in \mathbb{Z}} B_s f = \sum_{s \in \mathbb{Z}} \sum_{m \geq 0} B_s^m f. \tag{2.27}
\]

For this last representation, there is no problem writing the sums in the given order if \( f, \tilde{f} \in L^1(\mathbb{R}^d) \), as the inner sum converges absolutely to \( B_s f \) (since \( \| b_s^m \|_1 \leq (\ln 2)|S_m| \) and \( \sum |S_m| = |S| < \infty \), and \( \sum_s B_s f \) converges absolutely, this being implied by the absolute convergence of \( \int_0^\infty A_t f(x)dt/t \).

We also see that we can rewrite (1.3) as

\[
G_j f = \sum_{m=0}^\infty \sum_{s=0}^{N_m} B_{s+j-m}^m f, \tag{2.28}
\]

where, recall, \( N \) is a large integer independent of \( j \) which may vary with use. Note that \( G_j \) is given by convolution with a function which is equal to the corresponding sum of the functions \( b_{s+j-m}^m \), and so has \( L^1 \) norm bounded by \( \sum_{m \geq 0} (1+Nm)|S_m| \approx \)
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where the sum on the right converges absolutely (and so is independent of rearrangement) for all \( x \) to a bounded function.

Proof of Lemma 2.1. We will show that

for all \( \xi \neq 0 \), which by the properties of \( \Psi \) tells us that

for all \( \xi \neq 0 \). The lemma will then follow. Indeed, the operators \( Q^2_j, B^m_s \) are given by convolution with integrable functions, so that

pointwise for all \( x \) if \( f, \hat{f} \in L^1(\mathbb{R}^d) \), in which case taking absolute values, summing and interchanging the order of summation and integration gives

On the other hand, (2.31) also implies that

for all \( x \), and consequently, by the Lebesgue dominated convergence theorem, for each \( j \) and all \( x \),

\[ Q^2_j \sum_{s \in \mathbb{Z}} \sum_{m \geq 0} B^m_s f(x) = \sum_{s \in \mathbb{Z}} \sum_{m \geq 0} Q^2_j B^m_s f(x), \]
with all sums converging absolutely. The expression on the left here equals

$$Q_j^2 \int_0^\infty A_t f(x) \frac{dt}{t}$$

by (2.27), and (2.30) now follows by summing over \( j \) and applying (2.20) to the function \( \int_0^\infty A_t f(x) dt/t \), which is continuous and vanishes at \( \infty \) due to (2.2), (2.4) and the formula preceding (2.4) (recall that \( \hat{f} \in L^1 \) by assumption).

We will therefore be done once we show (2.31), which we prove from the following estimates:

(2.32) \[ |\hat{b}_s^m(\xi)| \leq (\ln 2) |S_m|^2 |2^{m+s} \xi|^\alpha, \quad 0 < \alpha < 1. \]

(2.33) \[ |\hat{b}_s^m(\xi)| \leq (\ln 2) |S_m|, \]

(2.34) \[ |\hat{a}_s^n(\xi)| \leq C_{\alpha,d} 2^{dm} |2^{m+s} \xi|^{-\alpha}, \quad 0 < \alpha < 1. \]

We will use these estimates again in the proof of Theorem 1.2. We get (2.33) directly from (2.25), and to prove (2.32) we again use (2.25) together with the fact that \( b_s^m \) has integral 0 (since we are assuming (2.29)) and is supported in \(|x| \leq 2^{s+m} \). We prove (2.34) using an argument similar to one appearing in [DR]. By interpolating between the two bounds appearing in (2.10), we see that the integral which appears there is also bounded by \( c_d |\Omega(\theta)| (tv(\theta))^{-\alpha} = c_d \rho(\theta)^{d-\alpha} |t\xi \cdot \theta|^{-\alpha} \) for \( 0 < \alpha < 1 \).

The function \( |\xi \cdot \theta|^{-\alpha} \) is an integrable singularity in \( \theta \), and since \( \rho(\theta) \leq 2^m \) for \( \theta \in \Theta_m \), we have

\[ |\hat{a}_s^n(\xi)| \leq \left| \int_{\Theta_m} (\Omega(\theta)) \int_0^{\rho(\theta)} e^{-2\pi itr \cdot \xi} r^{d-1} dr d\theta \right| \leq c_d \int_{s^{-1}}^{2dm} \frac{1}{2^m t^{d-1} \theta^{d-1}} d\theta \leq C_{\alpha,d} d \frac{2^{dm}}{|2^m t\xi|^{\alpha}}, \]

giving (2.34).

Given \( \xi \neq 0 \), let \( D \) be the integer such that \( 1/2 \leq |2^D \xi| < 1 \), and for an integer \( N > 0 \) yet to be determined, write

\[ \sum_{m \geq 0} \sum_{s \in \mathbb{Z}} |\hat{b}_s^m(\xi)| = \sum_{m \geq 0} \sum_{s \in \mathbb{Z}} |\hat{b}_{s+D}^{m}(\xi)| \]

\[ = \sum_{m \geq 0} \sum_{s < 0} + \sum_{m \geq 0} \sum_{s = 0}^{N_m} + \sum_{m \geq 0} \sum_{s = Nm + 1}^{\infty} = I + II + III. \]

The terms \( I, II, III \) strongly parallel terms with the same names which will appear in the Littlewood-Paley argument. To bound these sums, use (2.32) to see that

\[ I \leq \sum_{m \geq 0} \sum_{s = -1}^{-\infty} |S_m||2^{D+s} \xi| \leq |S|, \]
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and use (2.33) to see that
\[ II \leq \sum_{m \geq 0} (Nm + 1)\|S_m\| \leq cN \|\Omega\|_{L^q L^1}, \]
which is a bound depending only on our ultimate choice of \(N\). Fixing \(0 < \alpha < 1\), we now choose \(N\) large enough so that \(N\alpha > d\), and using (2.34) we have
\[ III \leq C_\alpha \sum_{m \geq 0} 2^{dm} |2^{D+j} \xi|^{-\alpha} \leq C'_\alpha \sum_{m \geq 0} 2^{dm} 2^{-\alpha Nm} = C_{N,\alpha}, \]
for \(C_{N,\alpha}\) independent of \(\xi\). We have thus established (2.31) and finished the proof of Lemma 2.1.

Now that we have established (2.30) for a class of functions including \(S\) and have shown that the sum is independent of the order of summation, we are justified in writing for such \(f\)
\[ \int_0^\infty A_t f(x) \frac{dt}{t} = \sum_{j \in \mathbb{Z}} \sum_{s \geq 0} Q_j^2 B^m_s f(x) \]
\[ = \sum_{j \in \mathbb{Z}} \sum_{m \geq 0} \sum_{s \in \mathbb{Z}} Q_j^2 B^m_{s+j-m} f(x) \]
\[ = \sum_{j \in \mathbb{Z}} \sum_{m \geq 0 \atop s < 0} + \sum_{j \in \mathbb{Z}} \sum_{m \geq 0 \atop 0 \leq s \leq Nm} + \sum_{j \in \mathbb{Z}} \sum_{m \geq 0 \atop s > Nm} \]
\[ = I + II + III, \]
and we need to show appropriate norm inequalities for the terms \(I, II, III\). Observe the similarities between the terms \(I, II, III\) appearing here and those appearing in the proof of Lemma 2.1.

We begin with \(II\). Note that
\[ II = \sum_j Q_j^2 G_j f, \]
and observe by one of the described variants of (2.15) that, since \(w \in A_p\),
\[ \| II \|_{p,w} \leq C_{p,w} \{ \sum_j |Q_j G_j f|^2 \}^{1/2} \|_{p,w}. \]
(Q_j and \(G_j\) commute with each other, as each is given by a convolution.) Applying (1.4) to the right side of this inequality, we obtain
\[ \| II \|_{p,w} \leq C'_{p,w} \{ \sum_j |Q_j f|^2 \}^{1/2} \|_{p,w} \leq C''_{p,w} \| f \|_{p,w}, \]
the last inequality holding by the variant of (2.14) mentioned earlier.

The estimations of \(I\) and \(III\) also begin with the use of (2.15) and end with the use of (2.14). They only vary in the means used to estimate the inequality in the middle. In order to estimate \(III\), we will need (2.34). This together with the support of the function \(\Psi\) used to define \(Q_j\) yields
\[ \left| (Q_j B^m_{s+j-m} f) \hat{}(\xi) \right| \leq C_\Psi 2^{d \alpha s} \| f \|_{\infty} \chi \left\{ 2^{-j} < |\xi| < 2^{-j+1} \right\}. \]
Consequently, by Plancherel’s theorem, for any sequence \( \{f_j\} \),
\[
\| \left\{ \sum_j |Q_j B_{s+j-m}^m f_j|^2 \right\}^{1/2} \|_2 \leq C 2^{dm} 2^{-m s} \| \left\{ \sum_j |f_j|^2 \right\}^{1/2} \|_2.
\]

This \( L^2 \) bound will be used with some pointwise estimates to give weighted norm inequalities. We can crudely estimate \( |B_{s+j-m}^m f(x)| \leq C 2^{dm} M f(x) \), since \( B_{s+j}^m f(x) \) is given by convolution with a function supported in a ball of radius \( 2^{s+j} \) and bounded by \( 2^{d(m-s-j)} \). We similarly obtain \( |Q_j f(x)| \leq C M f(x) \) since \( Q_j \) can be written as convolution with a Schwartz function \( \psi_j(x) \) satisfying (2.19).

Putting these together gives
\[
|Q_j B_{s+j-m}^m f(x)| \leq C 2^{dm} M M f(x).
\]

Thus, using (2.22) twice, we obtain the crude weighted inequality
\[
\| \left\{ \sum_j |Q_j B_{s+j-m}^m f_j|^2 \right\}^{1/2} \|_{p,w} \leq C_{p,w} 2^{dm} \| \left\{ \sum_j |f_j|^2 \right\}^{1/2} \|_{p,w},
\]
for \( 1 < p < \infty \) and \( w \in A_p \). To use this, we will need to use a result of E. M. Stein and G. Weiss on interpolation with change of measures. (We state their result in a restricted form for our convenience.)

**Theorem [SW1].** For \( p_0, p_1 \geq 1 \) suppose that \( T \) is a linear operator satisfying
\[
\| T f \|_{p_i, u_i} \leq K_i \| f \|_{p_i, v_i}
\]
for all \( f \) in \( L^{p_i}(v_i) \), \( i = 0, 1 \). For \( 0 \leq t \leq 1 \), let \( p_t \) be given by \( 1/p_t = (1-t)/p_0 + t/p_1 \) and let \( 0 \leq r = r(t) \leq 1 \) be defined by \( t = t p_t/p_1 \). For such \( t \) and associated \( r \), define weights \( u_t = u_0^{1-r} u_1^r \) and \( v_t = v_0^{1-r} v_1^r \). Then
\[
\| T f \|_{p_t, u_t} \leq K_0^{1-t} K_1^t \| f \|_{p_t, v_t}
\]
for all \( f \in L^{p_t}(v_t) \). (We note that in the case \( p_0 = p_1 \) this gives \( p_t = p_0 \) and \( r = t \).)

The general result of [SW1] deals with the case that \( T \) is bounded from \( L^{s_i}(v_i) \) into \( L^{p_i}(u_i) \). We will only need the case \( p_t = s_t \) that we have stated. The proof in [SW1] extends easily to Banach space-valued functions, and one can in fact show the following result, which we shall need: For \( 1 \leq p, q < \infty \) and a weight \( w \), let
\[
L^p(\ell^q; w) = \{ \{ f_j \} : \| \{ f_j \} \|_{L^p(\ell^q, w)} = \| \left\{ \sum_j |f_j|^q \right\}^{1/q} \|_{p,w} < \infty \},
\]
with the obvious modifications if \( p = \infty \) or \( q = \infty \). If \( 1 \leq p_i < \infty \) and \( 1 \leq q_i < \infty \) and \( T \) is a linear operator which is bounded from \( L^{p_i}(\ell^{q_i}; v_i) \) to \( L^{p_i}(\ell^{q_i}; u_i) \) with operator norm \( \leq K_i \) for \( i = 0, 1 \), then \( T \) is also bounded from \( L^{p_i}(\ell^{q_i}; v_i) \) to \( L^{p_i}(\ell^{q_i}; u_i) \) with norm \( \leq K_0^{1-t} K_1^t \) for \( 0 < t < 1 \), where \( p_t, u_t \) and \( v_t \) are as defined above and \( q_t \) is defined analogously to \( p_t \). A straightforward modification of the proof of [SW1] yields this extension, which we shall use in \( \S 5 \). For related extensions, see [T].

We may view (2.39) and (2.38) as norm inequalities for a linear operator which takes its values in \( \ell^2 \), and interpolating between (2.39) at some \( p_0 \) and (2.38), we see that if \( p \) is between \( p_0 \) and 2 and \( \delta, 0 < \delta < 1 \), is given by \( \delta = (p-2)/(p_0-2) \),
then whenever \( w \in A_{p_0}, \)

\[
\| \left\{ \sum_j |Q_j B_{s+j-m}^m f_j|^2 \right\}^{1/2} \|_{p,w} \leq C_{p_0,p,w} 2^{dm} 2^{-(1-\delta)2s/p} \| \left\{ \sum_j |f_j|^2 \right\}^{1/2} \|_{p,w}.
\]

But it is a characteristic of \( A_p \) weights for \( p > 1 \) that when \( w \in A_p \) there are \( \epsilon, \epsilon' > 0 \) such that \( w^{1+\epsilon'} \in A_{p-\epsilon} \). Therefore choosing \( p_0 \) sufficiently close to \( p \) ensures that \( w^{1/\delta} \in A_{p_0}, \) so the above inequality with \( w^{1/\delta} \) replacing \( w \) gives

\[
(2.40) \quad \| \left\{ \sum_j |Q_j B_{s+j-m}^m f_j|^2 \right\}^{1/2} \|_{p,w} \leq C_{p,w} 2^{dm} 2^{-\eta s} \| \left\{ \sum_j |f_j|^2 \right\}^{1/2} \|_{p,w},
\]

for some \( \eta > 0 \), whenever \( 1 < p < \infty \) and \( w \in A_p \). We can in fact choose \( C_{p,w} \) and \( \eta \) depending only on \( p \) and the \( A_p \) constant of \( w \).

We are now ready to estimate \( III \). Using (2.15) and the triangle inequality, we see that

\[
\| III \|_{p,w} \leq \left\| \left\{ \sum_j \left( \sum_{m \geq 0 \atop s > Nm} |Q_j B_{s+j-m}^m f_j|^2 \right) \right\}^{1/2} \right\|_{p,w}
\]

\[
\leq \sum_{m \geq 0 \atop s > Nm} \| \left\{ \sum_j |Q_j B_{s+j-m}^m f_j|^2 \right\}^{1/2} \|_{p,w},
\]

so if we choose \( N \) so that \( N\eta > d \), applying (2.4) to the right side of the above inequality gives the bound

\[
\| III \|_{p,w} \leq C_{p,w} \sum_{m \geq 0 \atop s > Nm} 2^{dm} 2^{-\eta s} \| \left\{ \sum_j |f_j|^2 \right\}^{1/2} \|_{p,w}
\]

\[
\leq C'_{p,w} \sum_{m \geq 0} 2^{(d-N\eta)m} \| \left\{ \sum_j |f_j|^2 \right\}^{1/2} \|_{p,w}
\]

\[
\leq C''_{p,w} \| f \|_{p,w}.
\]

We now derive a similar estimate for \( I \). Since \( b_s^m \) is supported in \( |x| < 2^{s+m} \), has integral 0 and \( L^1 \) norm at most \( (\ln 2)|S_m| \) (by (2.29), (2.26) and (2.25)), we see that \( \sum_{m \geq 0} B_{s-m}^m \) is given by convolution with a function \( k_s \) supported in \( |x| < 2^s \), with integral 0 and \( L^1 \) norm at most \( (\ln 2)|S| \). We again use the fact that \( Q_j \) is given by convolution with a Schwartz function \( \psi_j(x) \) satisfying (2.19). At \( j = 0 \), this tells us that

\[
|\psi_0(x-y) - \psi_0(x)| \leq \frac{C|y|}{(1 + |x|)^{d+1}} \quad \text{for all } |y| \leq 1 \text{ and } x \in \mathbb{R}^d.
\]

Using this for \( s < 0 \) together with the facts about the support and cancellation of \( k_s \), we see that \( \psi_0 * k_s \), the convolution kernel of the operator \( Q_0(\sum_{m \geq 0} B_{s-m}^m) \), satisfies

\[
|\psi_0 * k_s(x)| = \left| \int_{|y| < 2^s} k_s(y) [\psi_0(x-y) - \psi_0(x)] dy \right| \leq \frac{C2^s}{(1 + |x|)^{d+1}}.
\]
In this inequality, \( C = C'(|\| k_s \|_1 \leq C'' |S|) \) for \( C'' \) independent of \( \Omega \). Now, all of the functions \( \psi_j(x), b_j, \) and \( k_j \) scale with \( j \) by dilation, i.e., \( \psi_j(x) = 2^{-dj} \psi_0(2^{-j}x) \), and similarly for \( b_j^m, \) etc. Consequently, we have \( \psi_j * k_{j+s}(x) = 2^{-dj} \psi_0 * k_s(2^{-j}x) \), and summing the above inequality for \( s < 0 \) and rescaling, we see that \( Q_j \left( \sum_{m \geq 0} B_{s+j-m}^m \right) \) is given by convolution with a function bounded by \( C 2^{-dj}/(1 + |2^{-j}x|)^{d+1} \) uniformly in \( j \in \mathbb{Z} \), and therefore

\[
|Q_j(\sum_{m \geq 0} B_{s+j-m}^m f(x))| \leq CMf(x), \tag{2.41}
\]

with similar uniformity. We may now use this with (2.22) to get the bound for \( I \) in essentially the way we estimated \( III \). Specifically,

\[
\| I \|_{p,w} \leq C_1 \left\{ \sum_j \left( \sum_{m \geq 0} Q_j B_{j+s-m}^m \right)f \right\}^{1/2} \| f \|_{p,w} \leq C_2 \left\{ \sum_j |M(Q_j f)|^2 \right\}^{1/2} \| f \|_{p,w} \leq C_3 \left\{ \sum_j |Q_j f|^2 \right\}^{1/2} \| f \|_{p,w} \leq C_4 \| f \|_{p,w}. \tag{2.42}
\]

Here, the first and last lines use our Littlewood-Paley inequalities, the second line uses the inequality we just derived, and the following line uses (2.22).

This completes the proof of Theorem 1.2 assuming the extra cancellation (2.29). To eliminate this assumption, first define a modified version \( \tilde{A}^m_t \) of \( A^m_t \) by

\[
\tilde{A}^m_t f(x) = A^m_t f(x) - \frac{c_m}{|tB_1(0)|} \int_{tB_1(0)} f(x - y) dy = \int_{\mathbb{R}^d} f(x - y) \tilde{a}^m_t(y) dy,
\]

where \( B_1(0) \) is the unit ball in \( \mathbb{R}^d \) centered at the origin and

\[
c_m = \int_{\mathbb{R}^d} a^m_t(y) dy.
\]

Here \( \tilde{a}^m_t \) is given by

\[
\tilde{a}^m_t(y) = a^m_t(y) - \frac{c_m}{|tB_1(0)|} \chi_{tB_1(0)}(y) = \frac{1}{td} \chi_{tS_m}(y) \text{sgn} \Omega(y) - \frac{c_m}{|B_1(0)|} \chi_{tB_1(0)}(y).
\]

Note from the definition of \( c_m \) and by (2.23) that

\[
\int_{\mathbb{R}^d} \tilde{a}^m_t(y) dy = 0, \quad \text{and} \quad \int_{\mathbb{R}^d} |\tilde{a}^m_t(y)| dy \leq 2 \int_{\mathbb{R}^d} |a^m_t(y)| dy \leq 2 |S_m|,
\]
and also that \( \sum_{m \geq 0} |c_m| \leq |S| \). In particular this says that \( \tilde{A}_t^m \) annihilates constants.

Now define \( \tilde{B}_s^m \) from \( \tilde{A}_t^m \) in the same way \( B_s^m \) was defined from \( A_t^m \), by letting

\[
\tilde{B}_s^m = \int_{2^{s-1}}^{2^s} \tilde{A}_t^m \frac{dt}{t}.
\]

Note also that \( B_s^m f = f * \tilde{b}_s^m \), where

\[
\tilde{b}_s^m(y) = \int_{2^{s-1}}^{2^s} \tilde{a}_t^m(y) \frac{dt}{t}.
\]

Since \( \Omega \) has integral 0, then \( \sum_{m \geq 0} c_m = 0 \) (see, e.g. (2.24)), so we have

\[
A_t = \sum_{m \geq 0} \tilde{A}_t^m, \quad B_t = \sum_{m \geq 0} \tilde{B}_t^m,
\]

and

\[
(2.43) \quad \int_{0}^{\infty} A_t f(x) \frac{dt}{t} = \sum_{s \in \mathbb{Z}} B_s f(x) = \sum_{s \in \mathbb{Z}} \sum_{m \geq 0} \tilde{B}_s^m f(x).
\]

We now claim that the proof of Theorem 1.2 which we gave under the cancellation requirement (2.29) holds in the general case if we replace \( A_t^m \), \( B_t^m \) with \( \tilde{A}_t^m \), \( \tilde{B}_t^m \). Specifically, to see that the analogue of Lemma 2.1 holds, observe that \( \tilde{b}_s^m(x) \) is supported in \( |x| \leq 2^{m+s} \) and

\[
(2.44) \quad |(\tilde{b}_s^m)(\xi)| \leq 2(\ln 2)|S_m||2^{m+s}\xi|,
\]

\[
(2.45) \quad |(\tilde{b}_s^m)(\xi)| \leq 2(\ln 2)|S_m|,
\]

\[
(2.46) \quad |(\tilde{b}_s^m)(\xi)| \leq C_\alpha x^{\alpha m} |2^{m+s}\xi|^{-\alpha}, \quad 0 < \alpha < 1.
\]

These may be obtained by integrating in \( t \) similar inequalities for \( (\tilde{a}_t^m) \), namely, \(|(\tilde{a}_t^m)(\xi)|\) has the three bounds \( 2|S_m||2^{m+s}t\xi|, 2|S_m| \) and \( C_\alpha x^{\alpha m} |2^{m+s}\xi|^{-\alpha} \) for \( 0 < \alpha < 1 \). The first two of these bounds can be obtained by reasoning as for (2.32) and (2.33), and the last one follows from the estimate for \( \tilde{a}_t^m \) given after (2.34), using also the estimate \(|(\chi_{IB_0(0)})(\xi)| \leq c t^d |t\xi|^{-d/2} \) (see, e.g., [SW2, p. 171]; the parameter \( \delta \) there may also be 0, as the proof shows).

Comparing these to (2.32)–(2.34), we see that \( \tilde{B}_s^m \) effectively satisfies the same inequalities for general \( \Omega \in L \log L(S^{d-1}) \) with integral 0 (as in Theorem 1.2) that \( B_s^m \) satisfies under the stronger cancellation condition (2.29).

If now \( I, II \) and \( III \) are the corresponding terms with \( \tilde{B}_s^m \) replacing \( B_s^m \), then the estimation of the terms \( I \) and \( III \) proceeds roughly as before because the modification leaves essentially unchanged the size, support and Fourier transform bounds which were used to estimate these terms.

For the term \( II \), since \( A_t^m \) differs from \( \tilde{A}_t^m \) by \( c_m \) times an average over a ball of radius \( t \), then we see that the difference between the original definition of \( G_j f(x) \) and the corresponding sum of the modified terms \( \tilde{B}_s^m f(x) \) can be bounded by a constant times \( M f(x) \), the constant being a geometric multiple of

\[
\sum_{m \geq 0} (1 + Nm)|c_m|.
\]
But this constant is finite because we know $c_m \leq |S_m|$ and $\Omega \in L \log L(S^{d-1})$. Since $w \in A_p$, we have from (2.22) the square inequalities

$$\| \{ \sum_j |Mf_j|^2 \}^{1/2} \|_{p,w} \leq C_{p,w} \| \{ \sum_j |f_j|^2 \}^{1/2} \|_{p,w}.$$  

From these two considerations, we see that the square inequality (1.4) for the original terms $G_j$ implies up to a fixed factor the same inequality for the modified terms, which then yields the desired estimate for $II$. This completes the proof of Theorem 1.2.

3. Examples

Having proven Theorems 1.1 and 1.2, we give an example showing that the conditions (1.7), (1.9) and (1.10) of Theorems 1.4 and 1.5 are fairly sharp before going on to prove them. Observe that, for $1 < p < \infty$, the following inequality is implied by any of the weight conditions (1.7), (1.9) or (1.10):

$$\left( \frac{1}{|R|} \int_R w(x)dx \right)^{1/p} \left( \frac{1}{|R|} \int_R w(x)^{-p'/p}dx \right)^{1/p'} \leq \frac{c_{m,k}}{|R_{m,k}|},$$

for every rectangle $R$ which is a translate and dilate of the rectangle $R_{m,k}$. In fact, for $p = 2$ this is the inequality (1.7), and it follows from (1.9) for $1 < p \leq 2$, and from (1.10) for $2 \leq p \leq \infty$, by using Hölder’s inequality. Since (3.1) is really an $A_p$ condition for a different choice of scale, then by applying the “reverse Hölder” argument in [CF] for each choice of rectangle $R_{m,k}$, we see that if (3.1) holds for some choice of constants $c_{m,k}$, then for each $m, k$, there is some other choice of constants $c_{m,k}$ and a constant $r = r_{m,k} > 1$ depending on the original constant in (3.1) so that (1.9) and (1.10) hold in their respective ranges of $p$.

In this section, we give some simple examples showing that the conditions (1.7), (1.9) and (1.10) are fairly sharp for $p$ in the appropriate ranges. We will show that if $T_\Omega$ is bounded on $L^p(w)$ for suitable choices of $\Omega$ with $|\Omega| = \rho^d$, i.e., if $1 < p < \infty$ and

$$\int_{R^d} |T_\Omega f|^p w \leq c \int_{R^d} |f|^p w$$

holds for $f \in L^p(w)$, then the inequalities (3.1) hold up to a convergence factor, i.e., with constants $c_{m,k}$ replaced with a single constant $c$ independent of $m$ and $k$. That is, we will give examples of $\Omega$ so that if $1 < p < \infty$ and $w$ is a weight for which (3.2) holds, then

$$\left( \frac{1}{|R|} \int_R w(x)dx \right)^{1/p} \left( \frac{1}{|R|} \int_R w(x)^{-p'/p}dx \right)^{1/p'} \leq \frac{c}{|R_{m,k}|}$$

for every rectangle $R$ which is a translate and dilate of the rectangle $R_{m,k}$. In particular, the example we consider will have $\Omega \in L \log L(S^{d-1})$ and unbounded.

For simplicity, we restrict our examples to the case $d = 2$, and we let

$$K(x) = \frac{\Omega(x')}{|x|^2}, \quad x' = \frac{x}{|x|} = (\cos \theta, \sin \theta),$$

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
where $\Omega(x')$ is the odd function of $x'$ given for $|\theta| \leq \pi/2$ by

$$\Omega(x') = \frac{1}{|\theta|(1 + |\log |\theta||)^{2+\epsilon}}$$

for some $\epsilon > 0$. Then $\Omega \in L \log L(S^1)$ and has integral 0 over $S^1$. We have chosen $\Omega$ so that it does not belong to $L^q(S^1)$ for any $q > 1$, but this is not really important for what follows. Similar considerations would apply to odd $\Omega$ defined by $\Omega(x') = |\theta|^{-\delta}$ for $|\theta| \leq \pi/2$ for some $\delta$ with $0 < \delta < 1$.

Note that for our example the set $\{x : |K(x)| > 1\}$ is symmetric with respect to the coordinate axes and unbounded along the axis $x_2 = 0$ (writing $x = (x_1, x_2)$). The part of $S$ which lies in the first and fourth quadrants is given in polar coordinates by

$$\{x = r\theta : 0 < r < [|\theta|(1 + |\log |\theta||)^{2+\epsilon}]^{-1/2}, |\theta| \leq \pi/2 \}.$$ 

The collection of basic rectangles which cover $S$ is then composed of rectangles $R_m$, $m = 1, 2, \ldots$, centered at the origin and of the form (up to dilation by a fixed constant multiple)

$$R_m = [-2^m, 2^m] \times [-\frac{1}{2^{m+2+\epsilon}}, \frac{1}{2^{m+2+\epsilon}}].$$

Given a weight $w$ for which (3.2) is valid when $T_\Omega$ is the singular integral with kernel $K$, we wish to show that there is a constant $c$ so that (3.3) holds for every $R$ which is a translation or dilation of a rectangle which is in our starlike cover. Since in this example our starlike cover is essentially (that is, up to a single dilation) given by $\{R_m\}$, then we wish to show

$$\int_R w^{\frac{1}{p'}} dx^{1/p'} \int_R w^{-\frac{1}{p'}} dx^{1/p'} \leq c \frac{|R|}{|R_m|},$$

for every $m$ and every rectangle $R$ which is a translate and dilate of $R_m$, with $c$ independent of $R$ and $m$.

To do this, fix $m$ and let $R$ be a translation and dilation of $R_m$. Because $T$ commutes with translations, we may without loss of generality assume that $R$ is centered at the origin, so that we can write

$$R = s R_m = [-s 2^m, s 2^m] \times [-\frac{s}{2^{m+2+\epsilon}}, \frac{s}{2^{m+2+\epsilon}}]$$

for some $s > 0$. We may also assume that the second integral in (3.4) is positive and finite. Partition $R$ by a vertical line $x_1 = \alpha$ into rectangles $R_-, R_+$ so that

$$\int_{R} w^{-\frac{1}{p'}} dx = \int_{R_-} w^{-\frac{1}{p'}} dx + \frac{1}{2} \int_{R} w^{-\frac{1}{p'}} dx.$$

Let $R_-$ be the rectangle which lies to the left of the dividing line and let $R_+$ be the rectangle which lies to the right.

First pick $f = \chi_{R_-} w^{-1/(p-1)}$ in (3.2) to get

$$\int_R |T_\Omega(\chi_{R_-} w^{-1/(p-1)})(x)|^p w(x) dx \leq c \int_{R_-} w^{-1/(p-1)}(x) dx.$$
Restricting the integration on the left to \( R_+ \) and noting that \( \Omega(x - y) \) has constant sign when \( x \in R_+ \) and \( y \in R_- \), we obtain

\[
(3.6) \quad \int_{R_+} \int_{R_-} w^{-1/(p-1)} \frac{\Omega(x - y)}{|x-y|^2} dy \, w(x) dx \leq c \int_{R_-} w^{-1/(p-1)}(y) dy.
\]

We claim that

\[
(3.7) \quad \frac{\Omega(x - y)}{|x-y|^2} \geq \frac{c}{s^2} \quad \text{if } x \in R_+ \text{ and } y \in R_-,
\]

for some constant \( c > 0 \) independent of \( x, y, s \) and \( m \). This is a corollary of the homogeneity of the kernel and the definition of \( S \), but can also be seen directly as follows. If \( x \in R_+ \) and \( y \in R_- \), then \( |x - y| \leq cs^2m \) and the unit vector \( (x - y)' = (\cos \theta, \sin \theta) \) with \( |\theta| \leq \pi/2 \), and we will consider separately the ranges \( |\theta| < (s/2^m m^{2+\epsilon})/s^2 m = (2^m m^{2+\epsilon})^{-1} \) and \( (2^m m^{2+\epsilon})^{-1} \leq |\theta| \leq \pi/2 \). These ranges correspond essentially to whether the line through \( x \) and \( y \) intersects the boundary of \( R \) through the vertical or horizontal edges of \( R \). In the first case,

\[
|\Omega(x - y)| \geq \frac{c}{|\theta| (1 + \log |\theta|)} \geq \frac{c 2^m m^{2+\epsilon}}{m^{2+\epsilon} s^2 m} = \frac{c 2^m}{s^2},
\]

so that

\[
\frac{\Omega(x - y)}{|x-y|^2} \geq \frac{c 2^m}{s^2} = \frac{c}{s^2}.
\]

In the second case, the maximum value of \( |x - y| \) is smaller, satisfying \( |x - y| \leq cs/((\theta)2^m m^{2+\epsilon}) \), while

\[
|\Omega(x - y)| \geq \frac{c}{|\theta| (1 + \log |\theta|)} \geq \frac{c}{|\theta| m^{2+\epsilon}}.
\]

Thus, in this case

\[
\frac{\Omega(x - y)}{|x-y|^2} \geq \frac{c}{|\theta| m^{2+\epsilon}} \left( \frac{|\theta| 2^m m^{2+\epsilon}}{s} \right)^2 \geq \frac{c}{s^2 |\theta| 2^m m^{2+\epsilon} \geq \frac{c}{s^2}},
\]

which proves (3.7) in every case.

Using (3.7) and (3.6) gives

\[
\left( \frac{1}{s^2} \int_{R_-} w(y)^{-1/(p-1)} dy \right)^p \left( \int_{R_+} w(x) dx \right) \leq c \left( \int_{R_-} w(y)^{-1/(p-1)} dy \right).
\]

Dividing by the integral on the right, using (3.5) and taking the \( p \)th root, we obtain

\[
\frac{1}{s^2} \left( \frac{1}{2} \int_{R} w(y)^{-1/(p-1)} dy \right)^{1/p'} \left( \int_{R_+} w(x) dx \right)^{1/p} \leq c,
\]

or since \( |R|/|R_m| = s^2 \),

\[
(3.8) \quad \left( \int_{R_+} w(x) dx \right)^{1/p} \left( \int_{R} w(y)^{-1/(p-1)} dy \right)^{1/p'} \leq c \frac{|R|}{|R_m|}.
\]
Next, repeating the entire argument with $R_-$ and $R_+$ interchanged (beginning by now choosing $f = \chi_{R_+} w^{-1/(p-1)}$, etc.), we obtain an inequality analogous to (3.8):

$$\left( \int_{R_-} w(x) dx \right)^{1/p} \left( \int_R w(y)^{-1/(p-1)} dy \right)^{1/p'} \leq c \frac{|R|}{|R_m|}. $$

By adding (3.8) and (3.9), we obtain (3.3) and we are done.

4. Proofs of Theorems 1.3–1.5

We begin with some general background. Let $S = S(\Omega)$ be the starlike set about the origin associated with the function $\Omega$ which is homogeneous of degree 0. We first define what we mean by a stratified starlike cover of $S$. Recall that $S = \bigcup_{m=0}^{\infty} S_m$ where

$$S_0 = \{ x = r\theta : 0 \leq r \leq \rho(\theta), \theta \in S^{d-1}, \rho(\theta) \leq 1 \},$$

$$S_m = \{ x = r\theta : 0 \leq r \leq \rho(\theta), \theta \in S^{d-1}, 2^{m-1} < \rho(\theta) \leq 2^m \}, \quad \text{for } m \geq 1,$$

with $\rho(\theta) = |\Omega(\theta)|^{1/d}$. Using the same sort of construction used in the proof of part (A) of Lemma 2.1 in [CWW], p. 248, we will show that there are rectangles $\{R_{m,k}\}_{m,k}$ centered at the origin with

$$S_m \subseteq \bigcup_k R_{m,k} \quad \text{for } m \geq 0,$$

the longest edgelength of $R_{m,k} \approx 2^m$, and

$$\sum_k |R_{m,k}| \leq c|S_m| \quad \text{for } m \geq 0,$$

with $c$ depending only on the dimension $d$. Any such covering will be called a stratified starlike cover, the word “stratified” referring to the relation of the rectangles to the subsets $S_m$ of $S$. Such a cover always exists, although the following construction is not necessarily optimal. For $m = 0$ we pick the single rectangle equal to the cube with center at the origin and edgelength 2. For $m \geq 1$, cover the set $\Theta_m = \{ \theta \in S^{d-1} : 2^{m-1} < \rho(\theta) \leq 2^m \}$ by discs $D_{m,k} = \{ \theta \in S^{d-1} : |\theta - \theta_{m,k}| < \epsilon_{m,k} \}, \theta_{m,k} \in S^{d-1}$, satisfying $\sum_k |D_{m,k}| \approx |\Theta_m|$, and to each disc $D_{m,k}$ assign a rectangle $R_{m,k}$ with major axis in the direction $\theta_{m,k}$ so that $R_{m,k}$ is the smallest closed rectangle which contains the cone $\{ r\theta : \theta \in D_{m,k}, -2^m \leq r \leq 2^m \}$. Note that $R_{m,k}$ is uniquely determined by $D_{m,k}$ up to rotation about its major axis, and any choice will do. Then $|R_{m,k}| \approx 2^{dm}|D_{m,k}|$ uniformly in $m$ and $k$, with constants of comparability depending only on $d$, and therefore

$$\sum_k |R_{m,k}| \approx 2^{dm} \sum_k |D_{m,k}| \approx |S_m|, \quad m \geq 1,$$

with similar constants. Also

$$S_m \subseteq \{ r\theta : \theta \in \Theta_m, 0 \leq r \leq 2^m \} \subseteq \bigcup_k R_{m,k},$$

which verifies (4.1).

We will now prove Theorems 1.3, 1.4, and 1.5.
Proof of Theorem 1.3. Let us begin by showing how Theorem 1.3 follows from Theorem 1.5, or from Theorem 1.4 if \( p = 2 \). In fact, condition (1.4) means that
\[
\left( \frac{1}{|R|} \int_{R} w(x) dx \right)^{1/p} \left( \frac{1}{|R|} \int_{R} w(x)^{-p'/p} dx \right)^{1/p'} \leq c
\]
for \( R \in B(R_{m,k}) \) for all \( k, m \), with \( c \) independent of \( R, k \) and \( m \). This leads by standard methods to the existence of \( r > 1 \) and \( C > 0 \) independent of \( R, k \) and \( m \) such that
\[
\left( \frac{1}{|R|} \int_{R} w(x)^{r} dx \right)^{1/rp} \left( \frac{1}{|R|} \int_{R} w(x)^{-rp'/p} dx \right)^{1/rp'} \leq C
\]
for \( R \in B(R_{m,k}) \). To be more precise on this point, when (4.2) holds uniformly for all cubes, then the “reverse Hölder inequality” argument shows that (4.3) holds for all cubes with constants \( r > 1 \) and \( C > 0 \) which depend only on \( c \) and the dimension. However, this argument is invariant under scaling and applies upon replacing cubes with \( R \in B(R_{m,k}) \) for each \( m, k \), with constants depending only on \( d \) and the constant \( c \) in (4.2). From (4.3) we see that conditions (1.9) and (1.10) hold with \( c_{m,k} \) chosen to be \( C |R_{m,k}| \). Moreover, assuming that \( \Omega \in L \log L(S^{d-1}) \), we also have that (1.8) holds, since
\[
\sum_{m \geq 0} (m + 1)c_{m,k} \leq c \sum_{m \geq 0} (m + 1)|S_{m}| \quad \text{by (4.1)}
\]
\[
\leq c \| \Omega \|_{L \log L(S^{d-1})},
\]
as we have already observed in the proof of Theorem 1.2. The first statement in Theorem 1.3 now follows from Theorem 1.5, and the second statement in Theorem 1.3 follows by combining the first statement with Theorem 1.2.

Proof of Theorem 1.4. We claim that if \( 1 < p < \infty \) and \( w \) satisfies (1.7) and (1.8) holds, then
\[
\| \left( \sum_{j} |G_j f_j|^p \right)^{1/p} \|_{p,w} \leq c \| \left( \sum_{j} |f_j|^p \right)^{1/p} \|_{p,w}
\]
with \( c \) independent of \( \{f_j\} \). When \( p = 2 \), this is the same as (1.4), and then Theorem 1.4 follows immediately from Theorem 1.2.

In order to prove (4.4), we have only to show that
\[
\| G_j f \|_{p,w} \leq c \| f \|_{p,w}
\]
with \( c \) independent of \( j \) and \( f \). Let \( A_{+t}, A_{+t}^m \) be the positive operators defined by dropping \( \text{sgn} \Omega \) from the definitions of \( A_{t}, A_{t}^m \), respectively, that is,
\[
A_{+t} f(x) = \frac{1}{t^d} \int_{tS} f(x - y) dy = t^{-d} \chi_{tS} * f(x),
\]
\[
A_{+t}^m f(x) = \frac{1}{t^d} \int_{tS_{m}} f(x - y) dy = t^{-d} \chi_{tS_m} * f(x).
\]
We have (see (1.3))
\[
|G_j f(x)| = \left| \sum_{m \geq 0} \int_{2^{j-m-1}}^{2^{j+(N-1)m}} A_t^m f(x) \frac{dt}{t} \right|
\leq \sum_{m \geq 0} \int_{2^{j-m-1}}^{2^{j+(N-1)m}} A_{t+1}^m(f)(x) \frac{dt}{t}.
\]

For a stratified starlike cover \( \{ R_{m,k} \}_{m,k} \), let
\[
A_{t+1}^{m,k} f(x) = \frac{1}{t^d} \int_{tR_{m,k}} f(x - y) dy.
\]
Since \( S_m \subseteq \bigcup_k R_{m,k} \), then by Minkowski’s inequality,
\[
\| G_j f \|_{p,w} \leq \sum_{m \geq 0} \int_{2^{j-m-1}}^{2^{j+(N-1)m}} \sum_k \| A_{t+1}^{m,k}(f) \|_{p,w} \frac{dt}{t},
\]
and by Hölder’s inequality, \( A_{t+1}^{m,k}(f) \|_{p,w} \leq A_{t+1}^{m,k}(f|w|^{1/p} A_{t+1}^{m,k}(w^{-p'/p})^{1/p'} \), so
\[
\| A_{t+1}^{m,k}(f) \|_{p,w}^p \leq \frac{1}{t^{dp}} \int_{R^d} \left( \int_{x-tR_{m,k}} |f(y)|w(y) dy \right) \left( \int_{x-tR_{m,k}} w(z)^{-p'/p} dz \right)^{p/p'} w(x) dx
\leq \frac{1}{t^{dp}} \int_{R^d} \left( \int_{x-tR_{m,k}} w(z)^{-p'/p} dz \right)^{p/p'} w(x) dx.
\]
If \( z \in x - tR_{m,k} \) and \( x \in y + tR_{m,k} \), then \( z \in y + tR_{m,k} - tR_{m,k} \subseteq y + 2tR_{m,k} \). Thus the last expression is at most
\[
\frac{1}{t^{dp}} \int_{R^d} |f(y)|w(y) \left( \int_{y + 2tR_{m,k}} w(x) dx \right) \left( \int_{x + 2tR_{m,k}} \frac{dx}{w(z)^{p/p'}} \right) dy
\leq \| f \|_{p,w} \left( \frac{2tR_{m,k}}{t^d |R_{m,k}|} \right)^p
= (2^d c_{m,k})^p \| f \|_{p,w},
\]
assuming that (1.7) holds. Collecting estimates, we obtain
\[
\| G_j f \|_{p,w} \leq 2^d \left\{ \sum_{m \geq 0} \int_{2^{j-m-1}}^{2^{j+(N-1)m}} \frac{dt}{t} \sum_k c_{m,k} \| f \|_{p,w} \right\}
= (2^d \ln 2) \sum_{m \geq 0} (Nm + 1) \sum_k c_{m,k} \| f \|_{p,w}
= c \| f \|_{p,w} \text{ by (1.8),}
\]
with a constant \( c \) depending on \( N \), but independent of \( j \) and \( f \). This proves our claim, and so also Theorem 1.4. \( \square \)
Proof of Theorem 1.5. We first consider the case when \( 1 < p \leq 2 \). Let \( G \) be the maximal operator defined by
\[
Gf(x) = \sum_{m \geq 0} (m + 1) \sup_{t > 0} A^m_{+t}(|f|)(x).
\]
We have

**Lemma 4.1.** For all \( j \), \( x \) and \( f \),
\[
|G_j f(x)| \leq (N \ln 2)Gf(x),
\]
where \( N \) is the constant appearing in the definition of the operators \( G_j \).

Also, \( G \) satisfies the following Hölder type inequalities:
\[
G(fg) \leq \{G(|f|^r)\}^{1/r} \{G(|g|^{r'})\}^{1/r'},
\]
\[
Gf \leq D^{1-1/r'} \{G(|f|^{r'})\}^{1/r},
\]
for all \( r > 1 \), where \( D = \sum_{m \geq 0} (m + 1)|S_m| \).

**Proof.** By definition of \( G_j \),
\[
|G_j f(x)| \leq \sum_{m \geq 0} \int_{2^{j-m-1}}^{2^j(N-1)m} A^m_{+t}(|f|)(x) \frac{dt}{t}
\]
\[
\leq \sum_{m \geq 0} \sup_{t > 0} A^m_{+t}(|f|)(x) \int_{2^{j-m-1}}^{2^j(N-1)m} \frac{dt}{t}
\]
\[
= \sum_{m \geq 0} (Nm + 1)(\ln 2) \sup_{t > 0} A^m_{+t}(|f|)(x)
\]
\[
\leq (N \ln 2)Gf(x),
\]
which proves the first part of the lemma. For the Hölder type inequalities, Hölder’s integral inequality gives \( A^m_{+t}(fg) \leq \{A^m_{+t}(|f|^r)\}^{1/r} \{A^m_{+t}(|g|^{r'})\}^{1/r'} \) pointwise, and used with Hölder’s inequality for sums, we have
\[
G(fg)(x) \leq \sum_{m \geq 0} (m + 1) \sup_{t > 0} \{A^m_{+t}(|f|^r)\}^{1/r} \sup_{t > 0} \{A^m_{+t}(|g|^{r'})\}^{1/r'}
\]
\[
\leq \{ \sum_{m \geq 0} (m + 1) \sup_{t > 0} A^m_{+t}(|f|^r) \}^{1/r} \{ \sum_{m \geq 0} (m + 1) \sup_{t > 0} A^m_{+t}(|g|^{r'}) \}^{1/r'}
\]
\[
= \{G(|f|^r)\}^{1/r} \{G(|g|^{r'})\}^{1/r'}.
\]
Choosing \( g = 1 \) in this inequality gives the second Hölder’s inequality of Lemma 4.1.

The operator \( G \) may be analyzed in terms of somewhat simpler operators. For a starlike set \( S \), define
\[
M_S f(x) = \sup_{t > 0} A_t(|f|)(x).
\]
This operator is the Hardy-Littlewood maximal operator relative to the starlike set \( S \). It is a natural pointwise majorizant of the operators \( A_t \), and in view of our singular integral representation formula, it is not surprising that \( M_S \) plays a role in our analysis of \( T_{\Omega} \). This operator will obtain somewhat greater significance in
§ 5. For now, its interest is primarily related to the study of the operator $G$, which may be written

$$Gf(x) = \sum_{m=0}^{\infty} (m+1)M_{S_m}f(x),$$

where $M_{S_m}$ is the starlike maximal operator with respect to the set $S_m$. In order to estimate $G$, we will use the following result about $M_{S_m}$ from [CWW].

**Lemma 4.2.** Let $S$ be a set starlike with respect to the origin, $R_{m,k}$ a stratified starlike cover of $S$, and $1 < p < \infty$. Given $m \geq 0$, if there exists $r > 1$ such that

$$\left(\frac{1}{|R|} \int_R w\right)^{1/p} \left(\frac{1}{|R|} \int_R w^{-r'}/p\right)^{1/r'} \leq \frac{c_{m,k}}{|R_{m,k}|},$$

(cf. (1.9)) holds for all $R \in \mathcal{B}(R_{m,k})$ for all $k$, then

$$\|M_{S_m}(|f|)\|_{p,w} \leq c\left(\sum_k c_{m,k}\right)\|f\|_{p,w},$$

with $c$ independent of $f$, $m$, and $w$. If (4.12) holds for some $r > 1$ for all $R \in \mathcal{B}(R_{m,k})$ for all $m \geq 0$ and all $k$, then

$$\|M_S f\|_{p,w} \leq c\left(\sum_{m \geq 0} c_{m,k}\right)\|f\|_{p,w}.$$ 

This lemma is a special case of Theorem 1.5(C) of [CWW]. We take $\mu = 0$ there and consider the case of equal weights, thus giving (4.14): the more specialized result (4.13) is obtained by applying the general result to each starlike set $S_m$. (We note that the case $\mu = 0$ was accidentally omitted in the statement of Theorem P of [CWW], p. 242.) This result holds for $1 < p < \infty$, as stated above, but we only require it for $1 < p \leq 2$, where (4.12) is the same as (1.9).

We can now verify Theorem 1.5 for the case $1 < p \leq 2$. By considering $\{G_j\}$ as an operator on the sequence space $L^p(\ell^q, w) = \{\{f_j\}_{j} : \|\{f_j\}_{j}\|_{p,w} < \infty\}$, where $|\cdot|_{\ell^q}$ is the $\ell^q$-sequence norm, it then suffices by interpolation in $q$ to show that for $1 < p \leq 2$, (1.8) and (1.9) ensure that

$$\|\left(\sum_j |G_j f_j|^p\right)^{1/p}\|_{p,w} \leq c\|\left(\sum_j |f_j|^p\right)^{1/p}\|_{p,w},$$

$$\|\sup_j |G_j f_j|\|_{p,w} \leq c\|\sup_j |f_j|\|_{p,w},$$

with $c$ independent of $\{f_j\}$. In fact, this interpolation (which is not needed for $p = 2$; only (4.15) is then required) will then imply (1.4), and we will be done by applying Theorems 1.1, 1.2.

We have already shown in the proof of Theorem 1.4 that (4.15) holds if (1.7) and (1.8) hold. We now claim that if $1 < p < \infty$ and (4.12) holds for constants satisfying (1.8), then

$$\|Gf\|_{p,w} \leq c\|f\|_{p,w}.$$
Note that since
\[ \sup_{j} |G_{j}f_{j}(x)| \leq (N \ln 2) \sup_{j} |Gf_{j}(x)| \quad \text{by Lemma 4.1} \]
\[ \leq (N \ln 2)G(\sup |f_{j}|)(x), \]
(4.16) follows by applying (4.17) to the function \( f = \sup_{j} |f_{j}| \).

Let us now show (4.17). By definition of \( G \), if \( 1 < p < \infty \) and (4.12) holds, then
\[ \|Gf\|_{p,w} \leq \sum_{m \geq 0} (m + 1)\sup_{t>0} A_{m,t}^{m}(|f|)\|_{p,w} \]
\[ \leq \sum_{m \geq 0} (m + 1)c \sum_{k} c_{m,k}\|f\|_{p,w} \quad \text{by Lemma 4.2} \]
\[ = c\|f\|_{p,w}, \]
assuming that (1.8) holds as well. This proves (4.17) and so completes the proof of (4.16) and of Theorem 1.5 for the case \( 1 < p \leq 2 \).

We note that (4.17) implies that (4.15) and (4.16) hold with \( G_{j} \) replaced by \( G \). Another significant consequence of the fact that (4.12) together with (1.8) implies (4.17) is the following, which we shall need later:

**Observation 4.3.** If \( \Omega \in L \log L(S^{d-1}) \), then \( G \) is bounded on \( L^{p} \) for \( 1 < p < \infty \).

To see this, let \( w = 1 \) in (4.17), noting that (4.12) holds for \( w = 1 \) and any \( r > 1 \) with constants \( c_{m,k} = |R_{m,k}| \), so that, as in the proof of Theorem 1.3, the fact that \( \Omega \in L \log L \) together with (4.1) gives (1.8). This gives the observation.

When \( 2 \leq p < \infty \), we will use a duality argument to prove (1.4). If \( p \geq 2 \),
\[ \| (\sum_{j} |G_{j}f_{j}|^{2})^{1/2} \|_{p,w} = \sup \left| \sum_{j} G_{j}f_{j}g_{j} \right|, \]
where the supremum is taken over all sequences \( \{g_{j}\} \) with
\[ \| (\sum_{j} |g_{j}|^{2})^{1/2} \|_{p',w'-p'/p} \leq 1. \]
By definition of \( G_{j} \), we have
\[ \int G_{j}f(x)g(x) \, dx = \int f(x)G_{j}^{*}g(x) \, dx, \]
where \( G_{j}^{*} \) is the operator adjoint to \( G_{j} \), and is obtained by reflecting in the origin and conjugating the convolution kernel of \( G_{j} \). Thus,
\[ |\int \sum_{j} (G_{j}f_{j})g_{j}| \leq \| (\sum_{j} |f_{j}|^{2})^{1/2} \|_{p,w} \| (\sum_{j} |G_{j}^{*}g_{j}|^{2})^{1/2} \|_{p',w'-p'/p}. \]
Note that \( G_{j}^{*} \) corresponds to \( G_{j} \) with \( \Omega(-\theta) \) in place of \( \Omega(\theta) \), and the corresponding starlike sets are \( -S, -S_{m} \). Since the rectangles \( R_{m,k} \) were chosen to be symmetric with respect to the origin, these same rectangles also serve as a stratified starlike cover for \( -S \). Consequently, since now \( 1 < p' \leq 2 \), applying our earlier results to the exponent \( p' \) and the weight \( w^{-p'/p} \) gives
\[ \| (\sum_{j} |G_{j}^{*}g_{j}|^{2})^{1/2} \|_{p',w'-p'/p} \leq c\| (\sum_{j} |g_{j}|^{2})^{1/2} \|_{p',w'-p'/p}, \]
provided that there is an \( r > 1 \) so that (1.10) holds for constants \( c_{m,k} \) satisfying (1.8). This is because (1.10) and (1.9) are the same upon interchanging weights \( w, w^{-r'/r} \) and exponents \( p, p' \). This proves the first part of Theorem 1.5 for \( 2 \leq p < \infty \), and the second part follows by combining the first part with Theorems 1.1 and 1.2.

It is also possible to derive the second part of Theorem 1.5 in the case \( p \geq 2 \) directly by duality from the case \( 1 < p \leq 2 \).

**Proof of Theorem 1.6.** A straightforward computation shows that the bound (1.5) holds for the weights in part (B) of the theorem, and so for this part of Theorem 1.6 we see that the square inequality (1.4) holds as a consequence of Theorem 1.3.

It remains to prove part (A) of the theorem. We will give one proof here that is based on results from [W4], which uses different methods to also obtain the conclusion of this part of Theorem 1.6. In §5 we will give another proof which uses only results developed in this paper. To do this, we require the introduction of yet another maximal operator. For \( \Omega \) homogeneous of degree 0, let

\[
M_\Omega f(x) = \sup_{t > 0} \frac{1}{t^d} \int_{|y| < t} |f(x - y)| |\Omega(y)| dy.
\]

This operator is the homogeneous maximal operator relative to \( \Omega \), and in many ways is the operator most appropriate for the study of \( T_\Omega \) using the standard singular integral representation. The operators \( G, M_S \) and \( M_\Omega \) are quite different in their definitions, but they are closely related. For example, as the following result shows, certain comparisons exist between them.

**Lemma 4.4.** For any \( \Omega \), let \( S \) be the starlike set associated with \( \Omega \). Then

\[
\begin{align*}
M_S f(x) &\leq G f(x), \\
M_\Omega f(x) &\leq c_d \{ M f(x) + G f(x) \}
\end{align*}
\]

for any function \( f \) and every \( x \in \mathbb{R}^d \).

If \( \Omega \in L(\log L)^\gamma(S^{d-1}) \) for each \( \gamma > 0 \), then for each \( \lambda > 1 \), we also have

\[
\begin{align*}
G f(x) &\leq c_{\lambda,\lambda} M_S(|f|^\lambda)(x)^{1/\lambda}, \\
G f(x) &\leq c_d M f(x) + c_{\lambda,\lambda} M_\Omega(|f|^\lambda)(x)^{1/\lambda}
\end{align*}
\]

with constants independent of \( f, \ x \).

The degree of integrability of \( \Omega \) that this lemma requires is satisfied if \( \Omega \in L^r(S^{d-1}) \) for some \( r > 1 \) (which is the integrability requirement of part (A) of Theorem 1.6). Except for Theorem 1.6, this is a stronger requirement than has appeared so far in this paper, and this integrability requirement will also be significant in the following section.

**Proof of Lemma 4.4.** The first inequality in (4.18) is easy since

\[
M_S f \leq \sum_{m \geq 0} M_{S_m} f \leq \sum_{m \geq 0} (m + 1) M_{S_m} f = G f.
\]

To see the first inequality in (4.19), for \( \lambda > 1 \), let

\[
c_\lambda = \left( \sum_{m \geq 0} (m + 1)^{2\lambda} |S_m| \right)^{1/\lambda},
\]
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and observe this constant is finite because $\Omega \in L(\log L)^{2\lambda'}$. The sum of the harmonic series of order $\lambda$, $h_\lambda = \sum_{m \geq 0} (m + 1)^{-\lambda}$, is of course also finite. Using Hölder’s inequality for integrals and sums with exponents $\lambda$, $\lambda'$, and also observing that $A_m^{m+1}(|f|) \leq A_{m+1}(|f|)$ a.e., we see that

$$\begin{align*}
Gf &= \sum_{m \geq 0} (m + 1)^2 \sup_{t > 0} A_{m+1}(|f|) \\
&\leq \sum_{m \geq 0} (m + 1)^2 |S_m|^{1/\lambda'} (m + 1)^{-1} \sup_{t > 0} A_{m+1}(|f|)^{1/\lambda} \\
&\leq \left\{ \sum_{m \geq 0} (m + 1)^2 |S_m| \right\}^{1/\lambda'} \left\{ \sum_{m \geq 0} \frac{1}{(m + 1)^\lambda} \sup_{t > 0} A_{m+1}(|f|)^{1/\lambda} \right\}^{1/\lambda} \\
&\leq c_\lambda h_\lambda^{1/\lambda'} M_S(|f|^{1/\lambda}),
\end{align*}$$

giving the first inequality in (4.19).

To prove the second inequality in (4.18), recall that for $m \geq 1$, $2^{m-1} \leq \rho(\theta) = |\Omega(\theta)|^{1/d} \leq 2^m$ for $\theta \in \Theta_m$, so that for $m \geq 1$ and $s = t/2^m - 1$,

$$\begin{align*}
\frac{1}{d} \int_{|y| < t} |f(x - y)| |\Omega(y)| \chi_{\Theta_m}(\frac{y}{|y|}) \, dy &\leq \frac{2^m}{d} \int_{0}^{t} \int_{0}^{t} |f(x - r\theta)| r^{d-1} \, dr \, d\theta \\
&= 2^d A_{m+1}(|f|)(x).
\end{align*}$$

Thus,

$$\begin{align*}
M_{0}f(x) &\leq \sup_{t > 0} \frac{1}{d} \int_{|y| < t} |f(x - y)| \, dy + \sum_{m \geq 1} \sup_{t > 0} \frac{1}{d} \int_{|y| < t} |f(x - y)| |\Omega(y)| \chi_{\Theta_m}(\frac{y}{|y|}) \, dy \\
&\leq c_d Mf(x) + 2^d \sum_{m \geq 1} \sup_{t > 0} A_{m+1}(|f|)(x) \\
&\leq c_d \{ Mf(x) + Gf(x) \},
\end{align*}$$

giving the second inequality in (4.18). Similarly, for $m \geq 1$,

$$\begin{align*}
A_{m+1}^{m+1}(|f|)(x) &\leq \frac{1}{d} \int_{0}^{2^m t} \int_{0}^{2^m t} |f(x - r\theta)| r^{d-1} \, dr \, d\theta \\
&\leq 2^d \frac{1}{(2^m t)^d} \int_{|y| < 2^m t} |f(x - y)| |\Omega(y)| \chi_{\Theta_m}(\frac{y}{|y|}) \, dy,
\end{align*}$$

and when $f$ is the function which is the constant 1, the right side of this inequality is $\approx 2^{md} |\Theta_m| \approx |S_m|$, so using a Hölder's inequality argument like the one which was used to give the first inequality in (4.19), but bounding the $m = 0$ term by $M$ as we did above, we get the second inequality in (4.19). This completes the proof of Lemma 4.4.

We use Lemma 4.4 in the following way. In [W4, Theorem 3 and the Corollary to Theorem 2] we find that if $\Omega \in L^r(S^{d-1})$ for some $r > 1$ and if $p$ and $w$ are as given in any of the cases of part (A) of Theorem 1.6, the maximal operator $M_{\Omega}$...
satisfies the vector-valued inequalities
\begin{equation}
\left\| \sum_j |M_{\Omega} f_j|^q \right\|_{p,v} \leq C_{p,q,w} \left\| \sum_j |f_j|^q \right\|_{p,w}^{1/q} \|p,w,\end{equation}
for all \( q > 1 \). Since \( w \in A_p \) for these cases, then using (2.22) we see that the corresponding inequalities also hold for the Hardy-Littlewood maximal operator \( M \). This then gives square inequalities for \( G \), that is,
\begin{equation}
\left\| \sum_j |G f_j|^q \right\|_{p,v} \leq C_{p,w} \left\| \sum_j |f_j|^q \right\|_{p,w}^{1/q} \|p,w,\end{equation}
for the same choices of \( p \) and \( w \), since (4.19) and the triangle inequality can be used to bound the left side of the above inequality by expressions involving \( M_{\Omega} \) and \( M \). This gives (4.21) (taking \( q = 2/\lambda \) for \( \lambda \) close enough to 1 in order that \( w \in A_{p/\lambda} \)) and the vector-valued inequalities for \( M \) in (2.22). Using Lemma 4.1, we then get (1.4) from (4.21), finishing the proof of Theorem 1.6.

5. Further results

In \$2\$ we discussed two-weight Littlewood-Paley theory which so far we have not used. We use it now in this section to prove various two-weight inequalities for \( T_{\Omega} \). Our principal result is the following, which may be viewed as a two-weight analogue of Theorem 1.2.

**Theorem 5.1.** Suppose \( \Omega \in L \log L(\mathbb{S}^{d-1}) \) and has integral 0 on \( \mathbb{S}^{d-1} \). Let \( 1 < p < \infty \) and suppose \( R \) is a positive sublinear operator such that the square inequality
\begin{equation}
\left\| \sum_j |G f_j|^p \right\|_v \leq C_{p,R} \left\| \sum_j |f_j|^p \right\|_v^{1/p} \|p,v,\end{equation}
holds for all weights \( v \). Then for this choice of \( p \) and for \( r > 1 \), there is a constant \( C = C_{p,r,s,N,R} \) such that
\begin{equation}
\left\| T_{\Omega} f \right\|_v \leq C \left\| f \right\|_v \{M_v + \lambda R M_v \}
\end{equation}
holds for all weights \( v \) and for all \( f \in \mathcal{S} \).

**Proof of Theorem 5.1.** In addition to (5.1), the proof also relies upon appropriate two-weight square inequalities for \( M \). The inequalities we need are
\begin{equation}
\left\| \sum_j |M_{f_j}|^p \right\|_v \leq C_{p,r} \left\| \sum_j |f_j|^p \right\|_v^{1/p} \|p,v,\end{equation}
for \( r > 1 \) and \( 1 < p < \infty \), where we recall that \( M_r v = M(v^r)^{1/r} \). To prove this, first note that it suffices to prove the corresponding inequality with \( M_r v \) in place of \( v \) on the left, since \( v \) is \( M_r v \) pointwise a.e. But \( M_r v \) is an \( A_p \) weight (in fact an \( A_1 \) weight by \( (2.16) \)), which gives (5.3) by (2.22).

Using the two-weight Littlewood-Paley theory in place of the one-weight theory, we now show that the proof of Theorem 5.1 follows from the square inequalities (5.1) and (5.3) in much the same way Theorem 1.2 followed from the square inequality (1.4) and the square inequality contained in (2.22). Since \( v \leq M_{r} v \), we see that (5.2) holds if the same inequality, up to a constant multiple, holds for \( T_{\Omega} f + c_0 f \). Consequently, it suffices by Theorem 1.1 to find the corresponding two-weight inequality for \( \int_0^\infty A_{\lambda} f dt/t \). This operator is split into the terms \( I, II, III \) for \( N \) to be determined, just as in Theorem 1.2. Again as in the proof of Theorem 1.2, we
start by assuming the strong cancellation condition (2.29), and we will later make
the passage to the more general cancellation requirement.

For $II$, we use the identity (2.36) to get

$$
\int_{\mathbb{R}^d} |II|^p v \leq C_{p,s} \int_{\mathbb{R}^d} \left\{ \sum_j |G_j f|^2 \right\}^{p/2} M_s v
$$

$$
\leq C_{p,s,R} \int_{\mathbb{R}^d} \left\{ \sum_j |Q_j^2 f|^2 \right\}^{p/2} R M_s v
$$

$$
\leq C_{p,r,s,R} \int_{\mathbb{R}^d} |f|^p R M_s v.
$$

Here, the first inequality is the Littlewood-Paley inequality (2.18) for $Q_j^2$, the second
follows by (5.1) (with $M_s v$ in place of $v$), and the last inequality follows by the
Littlewood-Paley inequality (2.17) for $Q_j^2$. Our arguments for the terms $I, III$
make essentially the same use of Littlewood-Paley theory and differ only in the
treatment of the intermediate square term.

For the term $III$, note that by (2.16), if $0 < r < s$

$$
M_r M_s v(x) \leq C_{r,s} M_s v(x)
$$

for a.e. $x$ and every $v$. Where we used (2.40) in the one-weight argument, we will
now use the following two-weight replacement: for any $\lambda > 1$ there is an $\eta > 0$
depending on $\lambda$ such that

$$
\| \left\{ \sum_j |Q_j B_{s+j-m}^m f|^2 \right\}^{1/2} \|_{p,v} \leq C_{p,\lambda} 2^{d \min(2^{-u^s}, 2^{-u^r})} \| \left\{ \sum_j |f|^2 \right\}^{1/2} \|_{p,M_s v}.
$$

To prove this, we first claim that we have the crude inequality

$$
\| \left\{ \sum_j |Q_j B_{s+j-m}^m f|^2 \right\}^{1/2} \|_{p,v} \leq C_{p,r} 2^{d m} \| \left\{ \sum_j |f|^2 \right\}^{1/2} \|_{p,M_s M_r v}
$$

for exponents $s, r > 1$ and for $1 < p < \infty$. This is obtained by arguing as in
the proof of (2.39), except that we now use the two-weight inequality (5.3) for $M$
in the two places where we used the corresponding one-weight inequality (2.22).
By choosing $s > r$ and using (5.4) to simplify terms, we may replace the weight
on the right of (5.6) with $M_s v$. Next, as in the proof of (2.40), by interpolating
with change of measures between the resulting inequality and the good unweighted
inequality (2.38) (and replacing $v^\delta$ with $v$), we then obtain (5.5) for $\lambda > s$.

Using (5.5), we now argue for $III$ as in the proof of Theorem 1.2, using the
Littlewood-Paley inequalities (2.17), (2.18) in place of (2.14), (2.15) and using (5.5)
in place of (2.40). If $N$ is chosen sufficiently large, depending on $\eta$, which in turn
depends only on $\lambda$ and $d$, this gives

$$
\int_{\mathbb{R}^d} |III|^p v \leq C_{p,r,s} \int_{\mathbb{R}^d} |f|^p M_r M_s v.
$$

By choosing $r < \lambda < s$, we may again use (5.4) to collapse terms, and we then get

$$
\int_{\mathbb{R}^d} |III|^p v \leq C_{p,s} \int_{\mathbb{R}^d} |f|^p M_s v.
$$
For $I$, since (2.41) holds, we argue as for (2.42) using the two-weight inequalities for $M$ and the Littlewood-Paley decomposition instead of one-weight inequalities to get

$$\int_{\mathbb{R}^d} |I|^p v \leq C_{p,t} \int_{\mathbb{R}^d} |f|^p M_r M_s v$$

for $r, s, \lambda > 1$, and we can again use (5.4) to simplify the weight.

To make the passage from the strong cancellation requirement to the general case, we again use an argument parallel to the one in the proof of Theorem 1.2. For general $\Omega$ we form the terms $I, II$ and $III$, but with the modified expressions $\tilde{B}_m$ in place of $B_m$, and we observe that this allows us to obtain essentially the same (i.e., up to a constant multiple) bounds for the modified terms $I, III$ that was obtained for the unmodified terms when the strong cancellation condition holds.

For the term $II$, let $E_j$ be the difference between the operator $G_j$ defined as a sum of terms $B_m$ and the operator arising from the corresponding sum of modified terms $\tilde{B}_m$. This operator is given by convolution with a function obtained from sums and averages of the characteristic functions of balls centered at the origin. For our modified $II$, we have

$$II = \sum_j Q_j^2 G_j f - \sum_j Q_j^2 E_j f$$

$$= II_1 - II_2,$$

where $G_j$ is the unmodified expression. Then $II_1$ agrees with our original definition of $II$ and so has the same bound, while for the term $II_2$, we recall from the proof of Theorem 1.2 that $|E_j f(x)| \leq c_{N, \Omega} M f(x)$, so that we may argue essentially as for the term $I$ and obtain a similar bound

$$\int_{\mathbb{R}^d} |II_2|^p v \leq \int_{\mathbb{R}^d} |f|^p M_s v.$$

This, combined with the bounds for $II_1, I$ and $III$, then gives (5.2) for the general case, finishing the proof of Theorem 5.1.

Proof of Theorem 5.2. We begin with the following result.

**Theorem 5.2.** Let $G$ be the operator given by (4.8), and let $G^*$ be the corresponding operator formed by replacing $A_{n+t}^m$ with its adjoint operator $(A_{n+t}^m)^*$ for each $m$. If $\Omega \in L \log L(S^{d-1})$ and $\Omega$ has integral 0 over $S^{d-1}$, then for $p \geq 2$ and $r > 1$ there is a constant $C_{p,r}$ so that

$$\int |T_{\Omega} f|^p v \leq C_{p,r} \int |f|^p \{MG^* M(v^r)\}^{1/r}$$

for all weights $v$ and all $f \in S$.

This result is incomplete in that it only gives two-weight inequalities for $p \geq 2$. Its proof can also be used to show that (5.7) holds for $1 < p < 2$ if $r > p'$, but we lack sufficient information about $G_j$ and $G^*$ to obtain the inequality for $1 < p < 2$ and $r$ arbitrarily close to 1.

**Proof of Theorem 5.2.** We begin with the following result.
Lemma 5.3. For $1 \leq p < \infty$ and $\Omega \in L \log L$, there is a constant $C_{p,N}$ depending only on $p$ and the parameter $N$ appearing in the definition of $G_j$ (see (1.3)) such that

$$\int |G_j f|^p v \leq C_{p,N} \int |f|^p G^* v$$

for all weights $v$. For $p \geq 2$ and $r > 1$, there is a constant $C_{p,N,r}$ such that

$$\| \{ \sum_j |G_j f|^2 \}^{1/2} \|_{p,v} \leq C_{p,N,r} \| \{ \sum_j |f_j|^2 \}^{1/2} \|_{p,(G^*(v))^n}$$

for all weights $v$.

Let us assume this lemma for the moment. We will also later show that

$$M_{r,v} \leq D^{-1/r} \{ MG^* M(v^r) \}^{1/r} \quad \text{a.e.,}$$

for $r \geq 1$, where $D$ is the constant in (4.9). From Theorem 5.1, this inequality and Lemma 5.3 then give (5.7) by the following reasoning: first, by (5.9) we have (5.1) with $Rv = (G^*(v))^n$, and so we can use Theorem 5.1 for this choice of $R$ and for $s = r > 1$. In the inequality that results, we then use (5.10) to simplify the weight on the right and so obtain (5.7).

Theorem 5.2 is therefore proven once we show Lemma 5.3 and (5.10). We begin by proving (5.10). In fact we will show that

$$|f(x)| \leq D^{-1} G^* f(x) \quad \text{a.e.}$$

if $f$ is locally integrable, from which (5.10) easily follows by picking $f = M(v^r)$. Fix $m$ and $f$ and let $x$ be a Lebesgue point of $f$. Then, letting $\tilde{S}_m = -S_m$,

$$\left| f(x) - \frac{1}{|t \tilde{S}_m|} \int_{t \tilde{S}_m} f(x - y) dy \right| \leq \frac{1}{|t \tilde{S}_m|} \int_{t \tilde{S}_m} |f(x - y) - f(x)| dy \leq \frac{B_m}{|S_m|} \left( \frac{1}{|t B_m|} \int_{t B_m} |f(x - y) - f(x)| dy \right),$$

where $B_m$ is the ball of radius $2^m$ centered at the origin, i.e., the smallest ball with center 0 that contains $\tilde{S}_m$. Since $x$ is a Lebesgue point of $f$, the last expression tends to 0 as $t \to 0$. Thus

$$|f(x)| = \left| \lim_{t \to 0} \frac{1}{|t \tilde{S}_m|} \int_{t \tilde{S}_m} f(x - y) dy \right| \leq |\tilde{S}_m|^{-1} M_{\tilde{S}_m} f(x).$$

Multiplying by $(m + 1)|\tilde{S}_m|$ and adding over $m$, we obtain

$$\left( \sum_{m=0}^{\infty} (m + 1)|\tilde{S}_m| \right) |f(x)| \leq \sum_{m=0}^{\infty} (m + 1) M_{\tilde{S}_m} f(x),$$

i.e., $D|f(x)| \leq G^* f(x)$, as desired. It remains to prove the lemma.

Proof of Lemma 5.3. To show (5.8), we first show that the case $p = 1$ follows by duality and Lemma 4.1. Given a measurable function $f$ and an integer $j$, if $h = \text{sgn} G_j f$, then

$$\int_{R^d} |G_j f| v = \int_{R^d} (G_j f) hv = \int_{R^d} f G_j^*(hv) \leq C_N \int_{R^d} |f| G^* v.$$
Next, since the operator $G_j$ is given by convolution with a function whose $L^1$ norm $C_{N,\Omega}$ is independent of $j$ (see the remarks following (2.28)), then $\| G_j f \|_\infty \leq C_{N,\Omega} \| f \|_\infty$, and interpolating between $p = 1$ and $p = \infty$ gives (5.8) for all $p$.

To show (5.9), first take $p = 2$ and observe that interchanging the order of summation and integration and using (5.8) gives

$$
\int \sum_{j} |G_j f_j|^2 v \leq C_{2, N} \int \sum_{j} |f_j|^2 G^* v.
$$

But, as noted before, (4.9) gives $G^* v \leq D^{1-1/r} \{ G^*(v^r) \}^{1/r}$ for any $r > 1$, so (5.9) holds if $p = 2$. For $p > 2$, given $\{f_j\}$ and $v$, we can find a nonnegative $g \in L^{(p/2)'}$ with $\|g\|_{(p/2)'} = 1$ for which

$$
\left( \int \{ \sum_{j} |G_j f_j|^2 \}^{p/2} v \right)^{2/p} = \int \sum_{j} |G_j f_j|^2 v^{2/p} g.
$$

We use (5.8) for $p = 2$ as above, followed by Hölder’s inequality with exponents $pr/2, (pr/2)'$ for our choice of $r > 1$ to bound the right side of this expression by

$$
C_{2, N} \int \sum_{j} |f_j|^2 G^* (v^{2/p} g) \leq C_{2, N} \int \sum_{j} |f_j|^2 G^* (v^r)^{2/ pr} G^* (g^{(pr/2)'})^{1/(pr/2')}.
$$

Observation 4.3 tells us that $G$ is bounded on $L^p$ for $p > 1$, and reflecting in the origin tells us that the same is true for $G^*$. Hence, since $(pr/2)' < (p/2)'$,

$$
\| G^* (g^{(pr/2)'})^{1/(pr/2)'} \|_{(p/2)'} \leq C_{p, r} \| g \|_{(p/2)'} = C_{p, r},
$$

and using this with Hölder’s inequality in the previous bound gives (5.9).

\[ \square \]

**Note.** The only reason we require $p \geq 2$ in Theorem 5.2 is because it is only in this range that we are able to show the square inequality (5.9). In order to use the argument corresponding to the derivation of (5.3) for $1 < p < 2$, we would need an appropriate two-weight inequality for $G$.

We have so far considered only those inequalities that we are able to prove in the minimal integrability case. By assuming a greater degree of integrability of $\Omega$, we can prove (5.7) for $1 < p < 2$, as well as some other inequalities of interest. These will involve the maximal operators $M_S$ and $M_\Omega$ defined in §4. The degree of integrability we assume is the amount appearing in Lemma 4.4.

**Theorem 5.4.** Suppose $\Omega \in L(\log L)^\gamma(S^{d-1})$ for each $\gamma > 0$ and that $\Omega$ has integral 0. Then (5.7) holds for $1 < p < \infty$ and $r > 1$.

Also, for $1 < p < \infty$ and $r > 1$, $T_\Omega$ satisfies the two-weight inequalities

$$
\int_{\mathbb{R}^d} |T_\Omega f|^p v \leq C_{p, r} \int_{\mathbb{R}^d} |f|^p \{ M_{\bar{M}_S} M(v^r) \}^{1/r},
$$

$$
\int_{\mathbb{R}^d} |T_\Omega f|^p v \leq C_{p, r} \int_{\mathbb{R}^d} |f|^p \{ M_{\bar{M}_{\bar{\Omega}}} M(v^r) \}^{1/r},
$$

for all weights $v$, where $S$ is the starlike set associated with $\Omega$, and $\Omega(x) = \Omega(-x)$.  

**Proof of Theorem 5.4.** Using Lemma 4.4, (or rather its analogue for $G^*$, $M_{\bar{M}_S}$ and $M_{\bar{\Omega}}$) we see that (5.11) holds for some choice of $p$, $r > 1$ whenever (5.7) holds for the same $p$ and a lesser choice of $r > 1$. The same is also true for (5.12), but the
reasoning is more intricate. If (5.7) holds for some $p$, $r > 1$, then from Lemma 4.4 we get, for $\lambda > 1$,
\begin{equation}
(5.13) \quad \int |T_\Omega f|^p v \leq C_{p,r} \int |f|^p \{M M M(v^r) + [M M_\Omega M(v^{r\lambda})]^{1/\lambda}\}^{1/r}.
\end{equation}

First, by Hölder’s inequality and multiple use of (2.16), we have $\{M M M(v^r)\}^{1/r} \leq c_r M_{r\lambda} v$ for $\lambda > 1$. We claim that for any function $f \in L^1_{\text{Loc}}, \Omega \in L^1(S^{d-1})$ and $\tau \geq 1$, we have
\[ |f(x)| \leq c_{d,\Omega,\tau} M_\Omega(|f|^\tau)(x)^{1/\tau} \quad \text{a.e.} \]

Assuming this for the moment, we obtain (using $f = M_{r\lambda} v$ and $\tau = r\lambda$)
\[ M_{r,\lambda} v \leq c[M_\Omega M(v^{r\lambda})]^{1/r\lambda} \leq c[M M_\Omega M(v^{r\lambda})]^{1/r\lambda} \quad \text{a.e.,} \]

so that in (5.13) we may replace the weight on the right side with the weight $\{M M_\Omega M(v^{r\lambda})\}^{1/r\lambda}$, for $r, \lambda > 1$, which gives (5.12).

To prove the claimed inequality, it is enough to prove the case $\tau = 1$ as the case $\tau > 1$ then follows by Hölder’s inequality, which can be seen to give $M_\Omega(f) \leq \|\Omega\|_1^{-1/\tau} M_\Omega(|f|^\tau)^{1/\tau}$. For the case $\tau = 1$, define $\Omega_R(y) = \Omega(y)$ if $|\Omega(y)| \leq R$ and $\Omega_R(y) = 0$ otherwise. Let $B_t$ be the ball of radius $t$ centered at 0. Then if we define
\[ c_t = \frac{1}{|B_t|} \int_{B_t} |\Omega_R(y)| dy, \]
we see whenever $x$ is a Lebesgue point of $f$ that
\[ \left| c_t f(x) - \frac{1}{|B_t|} \int_{B_t} f(x - y) |\Omega_R(y)| dy \right| \leq \frac{1}{|B_t|} \int_{B_t} |f(x - y) - f(x)| |\Omega_R(y)| dy \leq \frac{R}{|B_t|} \int_{B_t} |f(x - y) - f(x)| dy \to 0 \quad \text{as } t \to 0. \]

Since
\[ c_t = \frac{1}{|B_t|} \int_0^t r^{d-1} dr \int_{S^{d-1}} |\Omega_R(\theta)| d\theta = c_d \|\Omega_R\|_1, \]
we obtain a.e.
\[ |f(x)| c_d \|\Omega_R\|_1 \leq \sup_{t > 0} \frac{1}{|B_t|} \int_{B_t} |f(x - y)| |\Omega_R(y)| dy \]
\[ = M_{\Omega_R}(|f|)(x) \leq M_\Omega(|f|)(x). \]

Now letting $R \to \infty$, we get the desired estimate
\[ |f(x)| c_d \|\Omega\|_1 \leq M_\Omega(|f|)(x) \quad \text{a.e.} \]

Consequently, all of Theorem 5.4 follows once we show that (5.7) holds for all $p$, $r > 1$. But this is true for $p \geq 2$ by Theorem 5.2, so it only remains to prove (5.7) for $1 < p < 2$. We will do this by an inductive argument which recursively improves the exponent $r$. This argument is an adaptation of a bootstrapping argument of [HW]. Specifically, we will show
Lemma 5.5. If \( \Omega \in L(\log L)^{\gamma}(\mathbb{S}^{d-1}) \) for all \( \gamma > 0 \) and the inequality

\[
(5.14) \quad \int_{\mathbb{R}^d} (M_S f)^p v^{1/r} \leq C_{p,r} \int_{\mathbb{R}^d} |f|^{p} \{ MG^* M v \}^{1/r}
\]

holds for all \( f \) and all \( v \), for some exponents \( p = p_0, r = r_0 \) satisfying \( 1 < p_0 < 2 \) and \( 1 < r_0 \leq \infty \), then (5.14) also holds for all \( f, v, \) and all \( p, r \) satisfying \( p_0 < p < 2 \) and \( r > r_1 = r_{1,p} \), where \( \frac{1}{r_{1,p}} = \frac{1}{r_0} + \frac{\gamma}{2} \left( 1 - \frac{1}{r_0} \right) \). Additionally, if \( \Omega \) has integral 0, then also

\[
(5.15) \quad \int_{\mathbb{R}^d} |T f|^{p} v^{1/r} \leq C_{p,r} \int_{\mathbb{R}^d} |f|^{p} \{ MG^* M v \}^{1/r}
\]

for all \( f \in \mathcal{S}, v \) and for \( p, r \) in the same range.

If \( \Omega \in L \log L(\mathbb{S}^{d-1}) \), then by (4.18) and Observation 4.3, we know \( M_S \) is bounded on \( L^p \) for all \( p > 1 \), and so we know (5.14) for \( r_0 = \infty \). Consequently, if \( \Omega \in L(\log L)^{\gamma}(\mathbb{S}^{d-1}) \) for all \( \gamma > 0 \), then the lemma gives (5.15) and (5.14) for \( 1 < p < 2 \) and \( r > r_1 = 2/p \), and we can then use the lemma inductively to obtain (5.15) and (5.14) for \( 1 < p < 2 \) and \( r > r_k \) defined recursively from \( r_0 = \infty \) by \( \frac{1}{r_{k+1}} = \frac{1}{r_k} + \frac{\gamma}{2} \left( 1 - \frac{1}{r_k} \right) \). Now, \( r_k \searrow 1 \), so (5.15) holds for any exponent \( r > 1 \). Replacing \( v \) with \( v^r \), we obtain (5.7) for \( 1 < p < 2, r > 1 \), which then gives the remaining part of Theorem 5.4.

Proof of Lemma 5.5. Note that if \( \Omega \in L(\log L)^{\gamma}(\mathbb{S}^{d-1}) \) for all \( \gamma > 0 \) and if \( M_S \) satisfies a norm inequality, say

\[
\| M_S f \|_{p,u} \leq c \| f \|_{p,v},
\]

then by (4.19), \( G \) satisfies the norm inequality

\[
\| G f \|_{q,u} \leq c_q \| f \|_{q,v},
\]

for \( q > p \). Consequently, if the hypothesis of Lemma 5.5 is satisfied, then we also have

\[
(5.16) \quad \int_{\mathbb{R}^d} |G f|^{p} v^{1/r_0} \leq C_{p,p_0,r_0} \int_{\mathbb{R}^d} |f|^{p} \{ MG^* M v \}^{1/r_0}
\]

for all \( p > p_0 \), and since \( \sup_j |G_j f_j| \leq c_N G(\sup_j |f_j|) \) by Lemma 4.1, then (5.16) gives

\[
(5.17) \quad \int_{\mathbb{R}^d} \left( \sup_j |G_j f_j| \right)^{p} v^{1/r_0} \leq C \int_{\mathbb{R}^d} \left( \sup_j |f_j| \right)^{p} \{ MG^* M v \}^{1/r_0}.
\]

But by (5.8), interchanging the order of summation and integration gives

\[
(5.18) \quad \int_{\mathbb{R}^d} \sum_j |G_j f_j|^p v \leq C_{N,p} \int_{\mathbb{R}^d} \sum_j |f_j|^p G^* v.
\]

\[
\leq C_{N,p} \int_{\mathbb{R}^d} \sum_j |f_j|^p MG^* M v.
\]
When $p < 2$ we may then interpolate with change of measures (see the comments following Theorem [SW1] in section 2) between (5.17) and (5.18) to get
\begin{equation}
(5.19) \int_{\mathbb{R}^d} \left\{ \sum_{j} |G_j f_j|^{2} \right\}^{p/2} v^{1/r_1} \leq C_{N,p} \int_{\mathbb{R}^s} \left\{ \sum_{j} |f_j|^{2} \right\}^{p/2} \{MG^*Mv\}^{1/r_1}
\end{equation}
for $r_1$ as given in the lemma. But (5.19) is the inequality (5.1) of Theorem 5.1 with $Rv = \{MG^*Mv^{r_1}\}^{1/r_1}$ and with $v^{1/r_1}$ in place of $v$, so by Theorem 5.1,
\[ \int |T_{\Omega} f|^p v^{1/r_1} \leq C' \int |f|^p \left\{ M_s(v^{1/r_1}) + M_s\{MG^*MM_s/r_1(v)\}^{1/r_1} \right\} \]
if $\lambda, s > 1$. Choosing $\lambda < r_1$ and $s > r_1$, we may use (5.4) and (5.10) to collapse and consolidate terms, giving
\[ \int |T_{\Omega} f|^p v^{1/r_1} \leq C'' \int |f|^p \{MG^*M_s/r_1v\}^{1/r_1}. \]
Replacing $v$ with $v^{r_1/s}$ and using Hölder’s inequality with exponent $s/r_1$ for $G^*$ (see (4.9)) and a similar fact for $M$ then gives (5.15) for $r = s > r_1$.

To finish the proof of Lemma 5.5, we must show (5.14) for the range of $p, r$ given in the conclusion. We will prove (5.14) by reducing the derivation of the maximal operator inequality to the corresponding inequality for a family of singular integral operators that behave essentially like $T_{\Omega}$. We start with the elementary observation that $M_S$ can essentially be reduced to a discrete operator which satisfies the same estimates as $M_S$. If $t > 0$ and $j$ is such that $2^{j-1} \leq t < 2^j$, then we easily see that
\[ 2^{-d} A_{+2j-1}(|f|) \leq A_{+t}(|f|) \leq 2^d A_{+2j}(|f|), \]
so that
\[ 2^{-d} \sup_{j \in \mathbb{Z}} |A_{+2j}f| \leq M_S f \leq 2^d \sup_{j \in \mathbb{Z}} A_{+2j}(|f|). \]
Therefore, any norm bounds for $M_S$ are comparable to the corresponding norm bounds for the positive operator
\[ A_+ f = \sup_{j \in \mathbb{Z}} |A_{+2j}f|. \]
Similarly, $G$ and $G^*$ are comparable to the corresponding operators having the supremum taken over the sequence $\{2^j : j \in \mathbb{Z}\}$ instead of $\{t > 0\}$. We can also describe discrete versions of $\{G_j\}_{j \in \mathbb{Z}}$ by
\[ G^d_j f(x) = \sum_{m \geq 0} \sum_{0 \leq s \leq N_m} A_{+2j-s}^m f(x), \]
but since we defined $G_j$ in terms of the signed averages $A_l$, we do not have comparability between the continuous and discrete versions.

Let $\phi_j(x) = 2^{-dj}\phi(2^{-j}x)$ for $\phi$ a smooth, compactly supported, nonnegative function with integral 1, and define operators
\[ D_j f = A_{+2j} f - |S| \cdot \phi_j * f, \]
\[ D_j^m f = A_{+2j}^m f - |S_m| \cdot \phi_j * f. \]
Roughly speaking, the terms $A_{+2j}$, $A_{+2j}^m$ correspond to $B_j$, $B_j^m$, respectively, and the terms $D_j$, $D_j^m$ correspond to the terms $B_j$, $B_j^m$, respectively, which we used in the general cancellation case. Specifically, $D_j$, $D_j^m$ annihilate constants, and in
fact satisfy essentially (i.e., up to a constant multiple) the same size and Fourier transform conditions, respectively, as do the terms \( \tilde{B}_j \) and \( \tilde{B}_j^\ast \) from the proof of Theorem 1.2. Consequently, by repeating all of our earlier arguments for the general cancellation case (and observing that \( G_j \) now occurs everywhere in place of \( G_j \)), we see that the singular integral operator

\[
Tf = \sum_{j \in \mathbb{Z}} \pm D_j f = \sum_{j \in \mathbb{Z}} \pm \sum_{m \geq 0} D_j^m f
\]
satisfies (up to a constant multiple) the norm inequality (5.15), with operator norm which is bounded by a constant independent of the choice of signs \( \pm \).

By a Rademacher function argument, the same norm inequality (up to a constant multiple) is also satisfied by the operator

\[
\mathfrak{S} f(x) = \left\{ \sum_{j \in \mathbb{Z}} |D_j f(x)|^2 \right\}^{1/2}.
\]

But since \( \sup_j |\phi_j * f| \leq cMf \) and \( \sup_j |D_j f| \leq \mathfrak{S} f \), the triangle inequality gives

\[
M_S f \leq \mathfrak{S} f + cMf,
\]

and as \( M \) satisfies the norm inequality in question, then so does \( M_S \), that is, (5.14) holds in the desired range. This finishes the proof of Lemma 5.5 and Theorem 5.4.

The idea used above of deriving norm inequalities for \( M_S \) from corresponding inequalities for singular integrals resembling \( T_\Omega \) can also be applied to our earlier singular integral results. The consequences are summarized in the following result, which is of interest in its own right.

**Theorem 5.6.** If we no longer require \( \int_{S^{d-1}} \Omega = 0 \) and if we use the discrete operators \( \{G_j^d\} \) in place of \( \{G_j\} \), then Theorems 1.2–1.6 and Theorems 5.1, 5.2 also hold (up to a constant multiple) for \( M_S \) in place of \( T_\Omega \). Wherever \( G \) or \( G^\ast \) appears we may use either the continuous or discrete version.

Some of the inequalities for \( M_S \) which result from this theorem are not as good as ones already proved in [CWW], but others are new. However, all of the square inequalities resulting from this theorem are new.

**Alternative proof of Theorem 1.6 (A).** Throughout the proof we take \( 1 < r \leq \infty \) and \( \Omega \in L^r(S^{d-1}) \) with integral 0. In order to prove that the square inequality (1.4) holds for the cases (1)–(3) for some given \( r \), it suffices to show that it holds for the case \( p > r' \) and \( w \in A_{p/r'} \), that is, for all but the endpoint case of (1). This suffices by arguments used in [KW1], which we will only briefly outline. First, the square inequality for the case \( p = r' \) of (1) follows by interpolation between the inequality for \( p > r' \) and the unweighted square inequality for \( 1 < p < r' \), using the fact that \( w^{1+r} \in A_p \) whenever \( w \in A_p \). Since \( T_\Omega^* \) belongs to the same class of operators, we then get (1.4) for case (2) by duality. Lastly, (1.4) for the cases (1) and (2) together gives (1.4) for the case (3) using Jones’ factorization theorem [J] and an interpolation argument, exactly as was used in [KW1], except that now we are interpolating \( \ell^2 \)-valued operators.

The same argument, reversing the roles of (1) and (2), shows that for any given \( r \) it also suffices to instead prove that (1.4) holds for the case \( 1 < p < r \) and \( w^{-p'/p} \in A_{p'/r'} \).
In order to prove the needed inequalities, we first claim that for all \( f \) we have the pointwise inequality
\[
G f(x) \leq C_{\Omega,r,\lambda} M_{\lambda} f(x), \quad \text{for } \lambda > r'.
\]
This follows by using Lemma 4.4 and the simple Hölder’s inequality estimate
\[
M_{\Omega} f(x) \leq \| \Omega \|_{r',\lambda} M_{\lambda} f(x).
\]
Alternatively, since \( S_m \) is contained in a ball of radius \( 2^m \), Hölder’s inequality gives
\[
M_{S_m} f(x) \leq 2^{md/\lambda} |S_m|^{1-1/\lambda} M_{\lambda} f(x)
\]
for \( \lambda \geq 1 \), and since
\[
|S_m| = d^{-1} \int_{\{ \theta \in \mathbb{S}^{d-1}, \theta \cdot \rho(\theta) \leq 2^m \}} |\Omega(\theta)| d\theta
\]
\[
\leq \frac{1}{2^{(m-1)(r-1)d}} \int_{\mathbb{S}^{d-1}} |\Omega(\theta)|^{r} d\theta,
\]
then if \( \lambda > r' \) we have
\[
M_{S_m} f(x) \leq c_{\Omega,r,\lambda} 2^{-cm} M_{\lambda} f(x)
\]
for \( \epsilon = d[(r-1)(1-1/\lambda) - 1/\lambda] > 0 \). This inequality, inserted into the definition of \( G \), then gives (5.20).

Using (5.20) and (2.22), we therefore have
\[
\| \{ \sum_{j} |Gf_j|^q \}^{1/q} \|_{p,w} \leq C_{p,q,w} \| \{ \sum_{j} |f_j|^q \}^{1/q} \|_{p,w},
\]
for \( p, q > r' \) and \( w \in A_{p/r'} \) (we first have these inequalities with \( \lambda \) in place of \( r' \), but since we may choose \( \lambda \) as close to \( r' \) as we wish, the by-now familiar open weight argument gives what we have stated). Consequently, if \( r > 2 \) we may take \( q = 2 \) in (5.21) and use Lemma 4.1 to see that (1.4) holds for \( p > r' \) and \( w \in A_{p/r'} \), so that we are done by the argument at the beginning of the proof.

It remains to derive the desired square inequalities when \( 1 < r \leq 2 \), which we do using Theorem 5.6 and the comments preceding the proof of Lemma 5.5. These give (5.7) for \( p > 1 \) with \( M_{\lambda} \) in place of \( T_{\phi} \). (We note that the \( r \) which appears in (5.7) is different from the present \( r \), which is the same as in (5.20).) Since Hölder’s inequality and (5.4) show that \( M_{s'} M v \leq c_{s,s'} M_{s'} v \) for \( s' > s \geq 1 \), then we easily observe from (5.20) and another application of (5.4) that \( MG^* M v \leq c M v \) pointwise for \( \lambda > r' \). Consequently, by Lemma 4.4 we have
\[
\int_{\mathbb{R}^d} |Gf|^p v \leq C \int_{\mathbb{R}^d} |f|^p M_{\lambda} v, \quad p > 1, \lambda > r'
\]
for all weights \( v \). Since \( M_{\lambda} \) is bounded on \( L^p(w) \) for \( p > \lambda \) and \( w \in A_{p/\lambda} \), Hölder’s inequality applied to the right-hand side of the inequality above gives
\[
\int_{\mathbb{R}^d} |Gf|^p v \leq C \left\{ \int_{\mathbb{R}^d} |f|^{pq} w \right\}^{1/q} \left\{ \int_{\mathbb{R}^d} |M_{\lambda} v|^{q'} w^{-q'/q} \right\}^{1/q'}
\]
\[
\leq C \| f \|_{(pq),w} \| v \|_{q',w^{-q'/q}},
\]
provided \( q' > \lambda \) and \( \omega^{-q'/q} \in A_{q'/\lambda} \), for any \( \lambda > r' \). By a duality argument, that is, by taking the supremum over all \( v \) with \( \|v\|_{q', \omega^{-q'/q}} \leq 1 \), we obtain
\[
\int_{\mathbb{R}^d} |Gf|^{pq'} \, w \leq C \int_{\mathbb{R}^d} |f|^{pq} \, w
\]
for \( p > 1, q' > \lambda > r' \) and \( \omega^{-q'/q} \in A_{q'/\lambda} \). We may choose \( p \) as close to 1 and \( \lambda \) as close to \( r' \) as we wish, so by another open-weight argument we get
\[
\int_{\mathbb{R}^d} |Gf|^p \, w \leq C \int_{\mathbb{R}^d} |f|^p \, w, \quad 1 < p < r, \ w^{-p'/p} \in A_{p'/r'}.
\]
This gives the square inequalities for such \( p, r, \) and \( w \) by an earlier argument; i.e., for such \( p, r, \) and \( w \) we have (5.21) for \( q = p \) and \( q = \infty \) by this inequality and the positivity of \( G \), and since \( 1 < p < r \leq 2 \), interpolation gives (5.21) for \( q = 2 \). Lemma 4.1 then implies (1.4) for \( p, r, \) and \( w \) as above, and as we noted near the beginning of the proof, this suffices to give (1.4) for all of parts (1)–(3), so we are done.

\[
\square
\]
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