DIMENSION FORMULA FOR GRADED LIE ALGEBRAS AND ITS APPLICATIONS
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Abstract. In this paper, we investigate the structure of infinite dimensional Lie algebras $L = \bigoplus_{\alpha \in \Gamma} L_{\alpha}$ graded by a countable abelian semigroup $\Gamma$ satisfying a certain finiteness condition. The Euler-Poincaré principle yields the denominator identities for the $\Gamma$-graded Lie algebras, from which we derive a dimension formula for the homogeneous subspaces $L_{\alpha}$ ($\alpha \in \Gamma$). Our dimension formula enables us to study the structure of the $\Gamma$-graded Lie algebras in a unified way. We will discuss some interesting applications of our dimension formula to the various classes of graded Lie algebras such as free Lie algebras, Kac-Moody algebras, and generalized Kac-Moody algebras. We will also discuss the relations of graded Lie algebras and the product identities for formal power series.

Introduction

In [K1] and [Mo1], Kac and Moody independently introduced a new class of Lie algebras, called Kac-Moody algebras, as a generalization of finite dimensional simple Lie algebras over $\mathbb{C}$. These algebras are usually infinite dimensional, and are defined by the generators and relations associated with generalized Cartan matrices, which is similar to Serre’s presentation of complex semisimple Lie algebras.

In [M], by generalizing Weyl’s denominator identity to the affine root system, Macdonald obtained a new family of combinatorial identities, including Jacobi’s triple product identity as the simplest case. In [K2], Kac discovered a character formula, called the Weyl-Kac formula, for the integrable highest weight modules over symmetrizable Kac-Moody algebras. The Weyl-Kac formula, when applied to the 1-dimensional trivial representation, yields the denominator identity, and Kac showed that the Macdonald identities are just the denominator identities for affine Kac-Moody algebras. Since then, the theory of infinite dimensional Lie algebras and their representations has been the focus of extensive research activities due to its remarkable and significant applications to many areas of mathematics and mathematical physics.

On the other hand, in his study of the vertex algebras and the Moonshine conjecture [CN], Borcherds initiated the study of generalized Kac-Moody algebras [B1]–[B6]. The structure and the representation theories of generalized Kac-Moody algebras are similar to those of Kac-Moody algebras, and a lot of facts about Kac-Moody algebras can be generalized to generalized Kac-Moody algebras [B2], [K3].
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The main difference is that the generalized Kac-Moody algebras may have imaginary simple roots with norms ≤ 0 whose multiplicity can be > 1. The most interesting example of generalized Kac-Moody algebras may be the Monster Lie algebra, which plays a crucial role in Borcherds’ proof of the Moonshine conjecture [B5].

In this paper, we consider a very general class of infinite dimensional Lie algebras which includes Kac-Moody algebras and generalized Kac-Moody algebras as special cases. More precisely, let \( \Gamma \) be a countable abelian semigroup such that every element \( \alpha \in \Gamma \) can be written as a sum of elements in \( \Gamma \) in only finitely many ways, and consider the \( \Gamma \)-graded Lie algebras \( L = \bigoplus_{\alpha \in \Gamma} L_\alpha \) with finite dimensional homogeneous subspaces. Indeed, there are many interesting and important Lie algebras that are graded by some semigroup satisfying our finiteness condition. For example, the free Lie algebras generated by graded vector spaces are of this kind, and so are the positive or negative parts of finite dimensional simple Lie algebras, Virasoro algebra, Kac-Moody algebras, and generalized Kac-Moody algebras. Here, we propose a general method for investigating the structure of these infinite dimensional Lie algebras in a unified way.

In Section 1, applying the Euler-Poincaré principle to the \( \Gamma \)-graded Lie algebra \( L = \bigoplus_{\alpha \in \Gamma} L_\alpha \), we obtain a product identity of the form

\[
\prod_{\alpha \in \Gamma} (1 - e^\alpha)^{\dim L_\alpha} = 1 - \sum_{\alpha \in \Gamma} d(\alpha) e^\alpha,
\]

where \( d(\alpha) \in \mathbb{Z} \) for all \( \alpha \in \Gamma \). The above identity will be interpreted as the denominator identity for the Lie algebra \( L \). By taking the logarithm of both sides of the denominator identity and using Möbius inversion, we will derive a general dimension formula for the homogeneous subspaces \( L_\alpha \) of \( L \) (Theorem 1.1). Our dimension formula will be expressed in terms of the Witt partition functions associated with the partitions of the elements in \( \Gamma \). In many cases, we will be able to obtain simple expressions of the Witt partition functions. Moreover, various expressions of the Witt partition functions will give rise to a number of interesting combinatorial identities.

In Section 2, we will discuss the applications of our dimension formula to the free Lie algebras \( L = \bigoplus_{\alpha \in \Gamma} L_\alpha \) generated by graded vector spaces \( V = \bigoplus_{\alpha \in \Gamma} V_\alpha \) with \( \dim V_\alpha < \infty \) for all \( \alpha \in \Gamma \). When applied to free Lie algebras, our dimension formula will be called the generalized Witt formula (Theorem 2.1; see also [Ju1], [Ka1], [Ka2], [KaK1]). If \( L = \bigoplus_{n=1}^\infty L_n \) is the free Lie algebra generated by an \( r \)-dimensional vector space, then our formula yields the classical Witt formula (cf. [J], [S1]). We will discuss the “1-dimensional generalization” and “2-dimensional generalization” of the Witt formula, and derive a lot of interesting combinatorial identities. In particular, we obtain the exchange principle (Corollary 2.6) and the double exchange principle (Corollary 2.12). These exchange principles can be generalized to the \( n \)-dimensional exchange principle (Corollary 2.17).

In Section 3, we will apply our dimension formula to symmetrizable Kac-Moody algebras to derive a closed form root multiplicity formula (Theorem 3.5), which is a generalization of Berman-Moody’s formula [BM]. Our root multiplicity formula enables us to study the structure of a symmetrizable Kac-Moody algebra \( g \) as a representation of a smaller Kac-Moody algebra \( g_0 \) contained in \( g \). As an application, we first consider the rank 2 hyperbolic Kac-Moody algebra \( g(a, b) \) associated with
the generalized Cartan matrix $A = \begin{pmatrix} 2 & -a \\ -b & 2 \end{pmatrix}$ with $a \geq b$ and $ab > 4$. The root system of the algebra $g(a, b)$ and its relation with quasi-regular cusps on Hilbert modular surfaces were investigated in [LM] (see also [Mo2]). When $a = b = 3$, the real root system of the algebra $g(3, 3)$ can be expressed in terms of the Fibonacci sequence [F]. In [KM2], using our root multiplicity formula, we study the structure of the algebra $g(a, a)$, and, as a by-product, we obtain a new elementary algorithm finding all the integral points on the hyperbolas $x^2 - axy + y^2 = k$ for $k \leq 1$. Recently, our method was generalized to an elementary algorithm finding all the integral points on the hyperbolas $bx^2 - cxy + ay^2 = k$ for all $k \in \mathbb{Z}$ when $a$ and $b$ divide $c$ [HJK]. Compared with the classical method (cf. [Cas], [Hu]), this method is similar in spirit, but requires much less work. In this paper, we determine the root multiplicities of the algebra $g(a, b)$ in terms of the Fibonacci-type sequences $\{A_n\}_{n \geq 0}$ and $\{B_n\}_{n \geq 0}$ defined by (3.14) (see also [K3, Exercise 5.25]).

We will also apply our root multiplicity formula to the hyperbolic Kac-Moody algebra $\mathfrak{g}$ associated with the generalized Cartan matrix $A = (a_{ij})_{i,j=-1,0,1} = \begin{pmatrix} 2 & -1 & 0 \\ -1 & 2 & -2 \\ 0 & -2 & 2 \end{pmatrix}$.

In [FF], the algebra $\mathfrak{g}$ was viewed as the minimal graded Lie algebra with local part $V \oplus g_0 \oplus V^*$, where $g_0$ is the affine Kac-Moody algebra $A_1^{(1)}$, $V$ is the basic representation of $g_0$, and $V^*$ is the contragredient module of $V$, and a very nice multiplicity formula was given for the level 2 roots. In [Ka1]–[Ka4], we generalized their construction and used homological methods to obtain a root multiplicity formula for the roots of level $\leq 5$. Here, we give a multiplicity formula for all the roots of $\mathfrak{g}$ in three different forms. First, we view the algebra $\mathfrak{g}$ as a representation of the affine Kac-Moody algebra $A_1^{(1)}$, and express the root multiplicities of the algebra $\mathfrak{g}$ in terms of the number of paths arising from the crystal base theory of quantum affine Lie algebras (Proposition 3.11). On the other hand, by taking $\mathfrak{g}_0 \cong sl(3, \mathbb{C}) + \mathfrak{n}$, the algebra $\mathfrak{g}$ can be viewed as a representation of $sl(3, \mathbb{C})$. In this case, we give a root multiplicity formula in terms of the Kostka numbers (Proposition 3.12). Finally, we can simply take $\mathfrak{g}_0$ to be the Cartan subalgebra $\mathfrak{n}$, in which case, we give a root multiplicity formula using the enumeration of the Weyl group $W \cong PGL(2, \mathbb{Z})$ (Proposition 3.13).

In [SUM1], N. Sthanumoorthy and A. Uma Maheswari introduced a new class of indefinite Kac-Moody algebras called the extended hyperbolic Kac-Moody algebras. For example, the Kac-Moody algebra $\mathfrak{g}(a, b)$ associated with the generalized Cartan matrix $A = (a_{ij})_{i,j=-1,0,1} = \begin{pmatrix} 2 & -a & 0 \\ -b & 2 & -2 \\ 0 & -2 & 2 \end{pmatrix}$ is an extended hyperbolic Kac-Moody algebra. In [SUM2], the algebra $\mathfrak{g}(a, b)$ was realized as the minimal graded Lie algebra with local part $V \oplus g_0 \oplus V^*$, where $g_0$ is the affine Kac-Moody algebra $A_1^{(1)}$, $V$ is the irreducible highest weight module over $A_1^{(1)}$ with highest weight $\lambda$ such that $\lambda(h_0) = b$, $\lambda(h_1) = 0$, and $V^*$ is the contragredient module of $V$. When $a = 1$, using the homological methods developed in [Ka1] and [Ka2], N. Sthanumoorthy and A. Uma Maheswari gave a root
multiplicity formula for the roots of level ≤ 3. In this work, we will apply our root multiplicity formula to the algebra \( \mathfrak{g}(a,b) \) and give a multiplicity formula for all the roots in terms of the number of paths (Proposition 3.14) as we did for the hyperbolic Kac-Moody algebra \( \mathfrak{g} \). Our root multiplicity formula can be applied to a more general class of indefinite Kac-Moody algebras as long as they can be realized as the minimal graded Lie algebras with local part \( V \oplus \mathfrak{g}_0 \oplus V^* \), where \( \mathfrak{g}_0 \) is a Kac-Moody algebra of classical finite type or classical affine type, \( V \) is a direct sum of irreducible highest weight modules over \( \mathfrak{g}_0 \) with dominant integral highest weights, and \( V^* \) is the contragredient module of \( V \) (cf. [BKM1]). However, the general behavior of the root multiplicities of indefinite Kac-Moody algebras is still mysterious.

In Section 4, we will apply our dimension formula to generalized Kac-Moody algebras to derive a closed form root multiplicity formula (Theorem 4.4), which enables us to study the structure of a generalized Kac-Moody algebra \( \mathfrak{g} \) as a representation of a Kac-Moody algebra \( \mathfrak{g}_0 \) contained in \( \mathfrak{g} \). As an application, some generalized Kac-Moody algebras will be shown to be the maximal graded Lie algebras with local part \( V \oplus \mathfrak{g}_0 \oplus V^* \), where \( \mathfrak{g}_0 \) is the maximal Kac-Moody subalgebra contained in \( \mathfrak{g} \), \( V \) is the direct sum of irreducible highest weight modules over \( \mathfrak{g}_0 \) with highest weight \( -\alpha_i \) (\( \alpha_i \) runs over all imaginary simple roots counted with multiplicities), and \( V^* \) is the contragredient module of \( V \) (Proposition 4.5; see also [Ju1]). The choice of \( \mathfrak{g}_0 \) in our formula gives rise to various expressions of the root multiplicities of \( \mathfrak{g} \), which would yield combinatorial identities. We will determine the root multiplicities of the generalized Kac-Moody algebras associated with the Borcherds-Cartan matrices of low ranks, and illustrate the above principle by producing some combinatorial identities.

In [B5], Borcherds completed the proof of the Moonshine conjecture by constructing an infinite dimensional graded Lie algebra called the Monster Lie algebra. The Monster Lie algebra is a generalized Kac-Moody algebra associated with the Borcherds-Cartan matrix \( A = (-i + j)_{i,j \in I} \) of charge \( m = (c(i)|i \in I) \), where \( I = \{ -1 \} \cup \{ 1, 2, 3, \cdots \} \) is the index set for the simple roots, and the \( c(n) \) are the coefficients of the elliptic modular function

\[
j(q) - 744 = \sum_{n=-1}^{\infty} c(n)q^n = q^{-1} + 196884q + 21493760q^2 + \cdots.
\]

By applying our root multiplicity formula to the Monster Lie algebra, we obtain a recursive relation for the coefficients of the elliptic modular function \( j(q) - 744 \) (Corollary 4.10; see also [Ka6], [Ju1], [KaK1]). In [LZ], B. Lian and G. Zuckerman gave a new construction of the Monster Lie algebra using the Moonshine cohomology functor. We expect their construction will yield many other interesting graded Lie algebras whose structures can be studied using our dimension formula.

In this work, we define the class of the Monstrous Lie algebras \( L(f) \) associated with a formal power series \( f(q) = \sum_{n=-1}^{\infty} f(n)q^n \) such that \( f(-1) = 1, f(0) = 0, \) and \( f(n) \in \mathbb{Z}_{≥0} \) for all \( n ≥ 1 \). The class of Monstrous Lie algebras contains the Monster Lie algebra as a special case. For example, the Monstrous Lie algebra associated with the elliptic modular function \( j(q) - 744 \) is the Monster Lie algebra, and the Monstrous Lie algebras associated with the Thompson series \( T_g(q) = \sum_{n=-1}^{\infty} c_g(n)q^n \) with \( c_g(n) ≥ 0 \) for all \( n ≥ 1 \) are the Monstrous Lie algebras considered in [B5]. We will determine the root multiplicities of the Monstrous Lie
algebras in terms of $f(i)$’s (Proposition 4.10). It would be interesting to investigate
the relation of Monstrous Lie algebras and the (genus 0) modular functions.

Finally, in Section 5, we discuss the relation of the graded Lie algebras and the
product identity for the formal power series of the form
\[ \prod_{\alpha \in \Gamma} (1 - e^{\alpha})^{A(\alpha)} = 1 - \sum_{\alpha \in \Gamma} d(\alpha)e^{\alpha}, \]
where $A(\alpha) \in \mathbb{Z}_{\geq 0}$ and $d(\alpha) \in \mathbb{Z}$ for all $\alpha \in \Gamma$. If $d(\alpha) \in \mathbb{Z}_{\geq 0}$ for all $\alpha \in \Gamma$, the
above product identity can be interpreted as the denominator identity for the free
Lie algebra $L = \bigoplus_{\alpha \in \Gamma} L_\alpha$ generated by the $\Gamma$-graded vector space $V = \bigoplus_{\alpha \in \Gamma} V_\alpha$
with $\dim V_\alpha = d(\alpha)$ for all $\alpha \in \Gamma$. Hence we have $\dim L_\alpha = A(\alpha)$, and our dimension
formula will yield the combinatorial identity (5.4).

We will also discuss the applications of the above idea to some of the automor-
phic forms with infinite product expansions given in [B7]. In particular, the product
identities for the Eisenstein series $E_6(\tau)$, $E_{10}(\tau)$, and $E_{14}(\tau)$ will be interpreted as
the denominator identities for some free Lie algebras, and we will obtain some inter-
esting relations of the Fourier coefficients of the corresponding modular functions.
In [Ka8], we will give a more comprehensive study of the structure of graded Lie su-
peralgebras using the superdimension formula. For example, any product identity
for a (normalized) formal power series with integral coefficients will be interpreted
as the denominator identity for some free Lie superalgebra.
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1. THE DIMENSION FORMULA

Let $\Gamma$ be a countable abelian semigroup such that every element $\alpha \in \Gamma$ can
be written as a sum of elements in $\Gamma$ in only finitely many ways. For example, the semigroup $\mathbb{Z}_{>0}$ of positive integers satisfies the above condition, whereas the
monoid $\mathbb{Z}_{\geq 0}$ of nonnegative integers doesn’t. Another example of the semigroup
satisfying our finiteness condition is $\Gamma = Q_+ \setminus \{0\}$, where $Q_+ = \sum_{i \in I} \mathbb{Z}_{\geq 0} \alpha_i$ (resp.
$Q_- = \sum_{i \in J} \mathbb{Z}_{\leq 0} \alpha_i$) is the positive (resp. negative) root lattice of finite dimensional
simple Lie algebras, Kac-Moody algebras, or generalized Kac-Moody algebras.

In this paper, we consider $\Gamma$-graded Lie algebras
\[ L = \bigoplus_{\alpha \in \Gamma} L_\alpha, \quad \text{where} \quad \dim L_\alpha < \infty \quad \text{for all} \quad \alpha \in \Gamma. \tag{1.1} \]

There are many interesting and important Lie algebras that are graded by some
semigroups satisfying our finiteness condition. For example, the free Lie algebras
generated by graded vector spaces are of this kind, and so are the positive or
negative parts of finite dimensional simple Lie algebras, Virasoro algebra, Kac-
Moody algebras, and generalized Kac-Moody algebras.

An element $\alpha \in \Gamma$ is called a root of $L$ if $L_\alpha \neq 0$, and the homogeneous subspace
$L_\alpha$ is called the root space attached to $\alpha$. The number $\text{mult}_\alpha := \dim L_\alpha$ is called the
multiplicity of the root $\alpha$. In this work, using the Euler-Poincaré principle and
Möbius inversion, we will derive a closed form formula for $\dim L_\alpha$ for all $\alpha \in \Gamma$. Our dimension formula enables us to study the structure of the $\Gamma$-graded Lie algebras in a unified way. We will discuss some interesting applications of our dimension formula to the various kinds of graded Lie algebras such as free Lie algebras, Kac-Moody algebras, and generalized Kac-Moody algebras. We will also discuss the relation of graded Lie algebras and the product identities for the (normalized) formal power series.

Let $\Gamma$ be an abelian semigroup. In general, for a $\Gamma$-graded vector space $V = \bigoplus_{\alpha \in \Gamma} V_\alpha$ with $\dim V_\alpha < \infty$ for all $\alpha \in \Gamma$, we define the character of $V$ to be

$$\text{ch} V = \sum_{\alpha \in \Gamma} (\dim V_\alpha) e^\alpha,$$

where the $e^\alpha$ are the basis elements of the semigroup algebra $C[\Gamma]$ with the multiplication $e^\alpha e^\beta = e^{\alpha+\beta}$ for all $\alpha, \beta \in \Gamma$. (Actually, $\text{ch} V$ is usually an element of $C[[\Gamma]]$, the completion of $C[\Gamma]$.) Thus finding a formula for the root multiplicities of the $\Gamma$-graded Lie algebra $L = \bigoplus_{\alpha \in \Gamma} L_\alpha$ is equivalent to finding a formula for the character $\text{ch} L = \sum_{\alpha \in \Gamma} (\dim L_\alpha) e^\alpha$ of $L$.

Let $C$ be the trivial 1-dimensional $L$-module. Recall that the homology modules $H_k(L) = H_k(L, C)$ are determined from the following complex:

$$
\cdots \rightarrow \Lambda^k(L) \xrightarrow{d_k} \Lambda^{k-1}(L) \rightarrow \cdots \rightarrow \Lambda^1(L) \xrightarrow{d_1} \Lambda^0(L) \rightarrow 0,
$$

where the differentials $d_k : \Lambda^k(L) \rightarrow \Lambda^{k-1}(L)$ are defined by

$$
d_k(x_1 \wedge \cdots \wedge x_k) = \sum_{s<t} (-1)^{s+t} [x_s, x_t] \wedge x_1 \wedge \cdots \wedge \hat{x}_s \wedge \cdots \wedge \hat{x}_t \wedge \cdots \wedge x_k
$$

for $k \geq 2$, $x_i \in L$, and $d_1 = 0$ [CE], [J].

For each $k \geq 0$ and $\alpha \in \Gamma$, we define $\Lambda^k(L)_\alpha$ to be the subspace of $\Lambda^k(L)$ spanned by the vectors of the form $x_1 \wedge \cdots \wedge x_k$ ($x_i \in L$) such that $\deg(x_1) + \cdots + \deg(x_k) = \alpha$. Then the space $\Lambda^k(L)$ has a $\Gamma$-gradation with finite dimensional homogeneous subspaces, and hence we can define the character $\text{ch} \Lambda^k(L)$ of $\Lambda^k(L)$. Since the homology module $H_k(L)$ inherits a $\Gamma$-gradation from $\Lambda^k(L)$, we can also define the character $\text{ch} H_k(L)$ of $H_k(L)$. Therefore, by applying the Euler-Poincaré principle to (1.3), we obtain

$$
\sum_{k=0}^{\infty} (-1)^k \text{ch} \Lambda^k(L) = \sum_{k=0}^{\infty} (-1)^k \text{ch} H_k(L).
$$

Let

$$
\Lambda(L) = \bigoplus_{k=0}^{\infty} \Lambda^k(L) = C \ominus L \oplus \Lambda^2(L) \ominus \Lambda^3(L) \oplus \cdots
$$

be the alternating direct sum of the exterior powers $\Lambda^k(L)$ of $L$, and define

$$
\text{ch} \Lambda(L) = \sum_{k=0}^{\infty} (-1)^k \text{ch} \Lambda^k(L).
$$
Since \( \Gamma \) is countable, we have an enumeration \( \{ \beta_1, \beta_2, \beta_3, \cdots \} \) of \( \Gamma \). Let \( \beta \in \Gamma \).

Then, for each \( k \geq 0 \), \( \dim \Lambda^k(L)_\beta \) is equal to

\[
\sum_{k_1, \ldots, k_r, k = k_1 + \cdots + k_r} \left( \dim L_{\beta_{i_1}}^{k_1} \right) \cdots \left( \dim L_{\beta_{i_r}}^{k_r} \right).
\]

Therefore, we have

\[
\dim \Lambda(L)_\beta = \sum_{k=0}^{\infty} (-1)^k \dim \Lambda^k(L)_\beta
\]

\[
= \sum_{k=0}^{\infty} (-1)^k \sum_{k_1, \ldots, k_r, k = k_1 + \cdots + k_r} \left( \dim L_{\beta_{i_1}}^{k_1} \right) \cdots \left( \dim L_{\beta_{i_r}}^{k_r} \right)
\]

\[
= \sum_{k_1, \ldots, k_r, k = k_1 + \cdots + k_r} (-1)^{k_1 + \cdots + k_r} \left( \dim L_{\beta_{i_1}}^{k_1} \right) \cdots \left( \dim L_{\beta_{i_r}}^{k_r} \right).
\]

But this is the same as the coefficient of \( e^\beta \) in

\[
\prod_{\alpha \in \Gamma} \left( 1 - e^\alpha \right)^{\dim L_\alpha}.
\]

Hence we obtain

\[
(1.8) \quad \text{ch} \Lambda(L) = \sum_{k=0}^{\infty} (-1)^k \text{ch} \Lambda^k(L) = \prod_{\alpha \in \Gamma} \left( 1 - e^\alpha \right)^{\dim L_\alpha}.
\]

On the other hand, from the right-hand side of (1.5), we define the homology space of the \( \Gamma \)-graded Lie algebra \( L \) to be an alternating direct sum of homology modules:

\[
(1.9) \quad H = \bigoplus_{k=1}^{\infty} (-1)^{k+1} H_k(L) = H_1(L) \oplus H_2(L) \oplus H_3(L) \oplus \cdots.
\]

For \( \alpha \in \Gamma \), we define

\[
d(\alpha) = \dim H_\alpha = \sum_{k=1}^{\infty} (-1)^{k+1} \dim H_k(L)_\alpha.
\]

Then we have

\[
\text{ch} H = \sum_{\alpha \in \Gamma} d(\alpha) e^\alpha = \sum_{\alpha \in \Gamma} (\dim H_\alpha) e^\alpha = \sum_{k=1}^{\infty} (-1)^{k+1} \text{ch} H_k(L).
\]

Therefore, the Euler-Poincaré principle (1.5) can be written as

\[
(1.10) \quad \prod_{\alpha \in \Gamma} (1 - e^\alpha)^{\dim L_\alpha} = 1 - \text{ch} H = 1 - \sum_{\alpha \in \Gamma} d(\alpha) e^\alpha.
\]

We will call (1.10) the denominator identity for the \( \Gamma \)-graded Lie algebra \( L = \bigoplus_{\alpha \in \Gamma} L_\alpha \). Indeed, in Section 3 and 4, we will see that the identity (1.10) is a generalization of the usual denominator identity for symmetrizable Kac-Moody algebras and generalized Kac-Moody algebras (cf. \[K2\], \[K3\], \[B2\]).
Let \( P(H) = \{ \alpha \in \Gamma | \dim H_\alpha \neq 0 \} \), and let \( P(H) = \{ \tau_1, \tau_2, \tau_3, \cdots \} \) be an enumeration of \( P(H) \). We denote by \( d(i) = \dim H_\tau_i. \) For \( \tau \in \Gamma \), define

\[
T(\tau) = \{ s = (s_i)_{i \geq 1} | s_i \in \mathbb{Z}_{\geq 0} : \sum s_i \tau_i = \tau \},
\]

the set of all partitions of \( \tau \) into a sum of \( \tau_i \)'s. By our finiteness condition on the semigroup \( \Gamma \), the set \( T(\tau) \) must be finite. For \( s \in T(\tau) \), we will use the notation \( |s| = \sum s_i \) and \( s^i = \prod s_i^i \) (cf. [Bo], [Ju1]). Now for \( \tau \in \Gamma \), we define a function

\[
W(\tau) = \sum_{s \in T(\tau)} \frac{|s| - 1)!}{s!} \prod d(i)^{s_i}.
\]

We will call \( W(\tau) \) the \textit{Witt partition function}. Then, using the formal power series

\[
\log(1 - t) = -\sum_{k=1}^{\infty} \frac{t^k}{k}
\]

and Möbius inversion, we obtain a nice closed form formula for \( \dim L_\alpha \) \( (\alpha \in \Gamma) \).

**Theorem 1.1.** For \( \alpha \in \Gamma \), we have

\[
\dim L_\alpha = \sum_{d|\alpha} \frac{1}{d} \mu(d) W\left( \frac{\alpha}{d} \right),
\]

where \( \mu \) is the classical Möbius function, and, for a positive integer \( d \), \( d|\alpha \) denotes \( \alpha = d\tau \) for some \( \tau \in \Gamma \), in which case \( \alpha/d = \tau \).

\textit{Proof.} By the denominator identity (1.10), we have

\[
\prod_{\alpha \in \Gamma} (1 - e^\alpha)^{-\dim L_\alpha} = \frac{1}{1 - \text{ch} H} = \frac{1}{1 - \sum_{i=1}^{\infty} d(i) e^{\tau_i}}.
\]

Using the formal power series \( \log(1 - t) = -\sum_{k=1}^{\infty} \frac{t^k}{k} \), we obtain from the left-hand side

\[
\log \left( \prod_{\alpha \in \Gamma} (1 - e^\alpha)^{-\dim L_\alpha} \right) = -\sum_{\alpha \in \Gamma} (\dim L_\alpha) \log(1 - e^\alpha)
\]

\[
= \sum_{\alpha \in \Gamma} (\dim L_\alpha) \sum_{k=1}^{\infty} \frac{1}{k} e^{k\alpha} = \sum_{\alpha \in \Gamma} \sum_{k=1}^{\infty} \frac{1}{k} (\dim L_\alpha) e^{k\alpha}.
\]

On the other hand, the right-hand side yields

\[
\log \left( \frac{1}{1 - \sum_{i=1}^{\infty} d(i) e^{\tau_i}} \right) = -\log \left( 1 - \sum_{i=1}^{\infty} d(i) e^{\tau_i} \right) = \sum_{k=1}^{\infty} \frac{1}{k} \left( \sum_{i=1}^{\infty} d(i) e^{\tau_i} \right)^k
\]

\[
= \sum_{k=1}^{\infty} \frac{1}{k} \sum_{s = (s_i)_{i \geq 1}} \frac{(\sum s_i)!}{\prod_{s_i \in \mathbb{Z}_{\geq 0}}^{s_i \geq k}} \left( \prod d(i)^{s_i} \right) e^{\sum s_i \tau_i}
\]

\[
= \sum_{\tau \in \Gamma} \left( \sum_{s \in T(\tau)} \frac{|s| - 1)!}{s!} \prod d(i)^{s_i} \right) e^{\tau}
\]

\[
= \sum_{\tau \in \Gamma} W(\tau) e^{\tau}.
\]
Therefore, we have

\[ W(\tau) = \sum_{\tau=k\alpha} \frac{1}{k} (\dim L_\alpha) = \sum_{k|\tau} \frac{1}{k} \dim L_\tau. \]

Hence, by Möbius inversion, we obtain

\[ \dim L_\alpha = \sum_{d|\alpha} \mu(d) W\left(\frac{\alpha}{d}\right). \]

Remark. In the proof of Theorem 1.1, observe that the Witt partition function \( W(\tau) \) is determined by the identity

\[ \sum_{\tau \in \Gamma} W(\tau) e^\tau = \log \left( \frac{1}{1 - \operatorname{ch} H} \right). \]

(1.14)

In many cases, we can use (1.14) directly to obtain simpler expressions of the Witt partition function \( W(\tau) \). On the other hand, we will be able to derive a lot of interesting combinatorial identities from various expressions of the Witt partition function \( W(\tau) \) (cf. [KaK1]).

2. Free Lie algebras

In this section, we will discuss the applications of our dimension formula (1.13) to free Lie algebras. When applied to free Lie algebras, our dimension formula (1.13) will be called the generalized Witt formula. An extensive study of free Lie algebras and the generalized Witt formula can be found in [KaK1]. Further applications of our dimension formula to free Lie algebras and the product identities for normalized formal power series will be discussed in Section 5.

We first recall the following fundamental results on the homology of free Lie algebras (cf. [CE], [GL], [JLW]). Let \( V \) be a vector space over \( \mathbb{C} \), and let \( L = \mathcal{F}(V) \) be the free Lie algebra generated by \( V \). Since the universal enveloping algebra \( U(L) \) of \( L \) is the tensor algebra \( T(V) \) of \( V \), the following exact sequence is a \( U(L) \)-free resolution of the trivial \( U(L) \)-module \( \mathbb{C} \):

\[ 0 \to T(V) \otimes V \xrightarrow{\phi} T(V) \xrightarrow{\psi} \mathbb{C} \to 0, \]

where \( \phi \) is the multiplication map and \( \psi \) is the augmentation map. It follows that

\[ H_1(L) = V, \]

\[ H_k(L) = 0 \quad \text{for all } k \geq 2. \]

(2.2)

Therefore the homology space \( H \) is equal to

\[ H = \sum_{k=1}^{\infty} (-1)^{k+1} H_k(L) = H_1(L) = V. \]

(2.3)
2.1. Generalized Witt formula. Let $V$ be an $r$-dimensional vector space over $\mathbb{C}$ and let $L = \mathcal{F}(V)$ be the free Lie algebra generated by $V$. Then the Lie algebra $L$ has a $\mathbb{Z}_{\geq 0}$-gradation $L = \bigoplus_{n=1}^{\infty} L_n$ by setting $\text{deg} v = 1$ for all $v \in V$. The dimensions of the homogeneous subspaces $L_n$ are given by the Witt formula

$$\dim L_n = \frac{1}{n} \sum_{d|n} \mu(d)r^\frac{n}{d},$$

where $\mu$ is the classical Möbius function (cf. [Bo], [J], [S1]). The main ingredient of the proof of the Witt formula is the following identity:

$$\prod_{n=1}^{\infty} (1 - q^n)^{\dim L_n} = 1 - rq,$$

which is a consequence of the Poincaré-Birkhoff-Witt Theorem. Note that we can deduce the above identity directly from (1.10). Hence it can be considered as the denominator identity for the free Lie algebra $L = \bigoplus_{n=1}^{\infty} L_n$.

In this paper, we work in a much more general setting. Let $\Gamma$ be a countable abelian semigroup satisfying our finiteness condition given in Section 1, and let $V = \bigoplus_{\alpha \in \Gamma} V_\alpha$ be a $\Gamma$-graded vector space over $\mathbb{C}$ with $\dim V_\alpha = d(\alpha) < \infty$ for all $\alpha \in \Gamma$. Consider the free Lie algebra $L = \mathcal{F}(V)$ generated by $V$. For each $\alpha \in \Gamma$, let $\alpha V$ be the subspace of $L$ spanned by all the vectors of the form $[[[\cdots [v_1, v_2] \cdots] v_{k-1}] v_k] (k \geq 1)$ with $v_i \in V$ such that $\text{deg}v_1 + \cdots + \text{deg}v_k = \alpha$. Then the free Lie algebra $L$ has a $\Gamma$-gradation $L = \bigoplus_{\alpha \in \Gamma} \alpha V$. Now we will apply our dimension formula (1.13) to the $\Gamma$-graded free Lie algebra $L$.

By (2.3), we have $H = H_1(L) = V$. Hence $\dim H_\alpha = \dim V_\alpha = d(\alpha)$ for all $\alpha \in \Gamma$, and $P(H) = P(V) = \{\alpha \in \Gamma \mid \dim V_\alpha = d(\alpha) \neq 0\}$. Therefore, the denominator identity for the $\Gamma$-graded free Lie algebra $L$ is the same as

$$\prod_{\alpha \in \Gamma} (1 - e^{\alpha})^{\dim L_\alpha} = 1 - \text{ch} V = 1 - \sum_{\alpha \in \Gamma} d(\alpha)e^{\alpha}. \tag{2.4}$$

Let $\{\tau_1, \tau_2, \tau_3, \cdots\}$ be an enumeration of $P(H) = P(V)$, and $d(i) = \dim V_{\tau_i}$ for $i = 1, 2, 3, \cdots$. For $\tau \in \Gamma$, we denote by $T(\tau)$ the set of all partitions of $\tau$ into a sum of $\tau_i$’s as defined in (1.11), and let $W(\tau)$ be the Witt partition function as defined in (1.12). Then our dimension formula (1.13) yields the following generalized version of the Witt formula for the $\Gamma$-graded free Lie algebras.

**Theorem 2.1** (cf. [Ka1], [Ka2], [KaK1], [Ju1]). Let $V = \bigoplus_{\alpha \in \Gamma} V_\alpha$ be a $\Gamma$-graded vector space over $\mathbb{C}$, and let $L = \bigoplus_{\alpha \in \Gamma} \alpha V$ be the free Lie algebra generated by $V$. Then we have

$$\dim L_\alpha = \sum_{d|\alpha} \frac{1}{d} \mu(d)W\left(\frac{\alpha}{d}\right) = \sum_{d|\alpha} \frac{1}{d} \mu(d) \sum_{s \in \Gamma(\alpha/d)} \frac{(\alpha - 1)!}{s!} \prod d(i)^{s_i}, \tag{2.5}$$

where $\mu$ is the classical Möbius function, and, for a positive integer $d$, $d|\alpha$ denotes $\alpha = d\tau$ for some $\tau \in \Gamma$, in which case $\alpha/d = \tau$.

**Remark.** The formula (2.5) will be called the generalized Witt formula for the $\Gamma$-graded free Lie algebras.

As a corollary of Theorem 2.1, we can recover the Witt formula immediately. Let $L = \mathcal{F}(V)$ be the free Lie algebra generated by an $r$-dimensional vector space
By (2.3), we have $H = H_1(L) = V$, and hence $P(H) = P(V) = \{1\}$. Thus, for each $n \geq 1$, since the only partition of $n$ into a sum of 1’s is $n = n \cdot 1$, we have

$$T(n) = \{s = (n, 0, 0, \cdots)\},$$

and the Witt partition function $W(n)$ simplifies to

$$W(n) = \frac{(n-1)!}{n!} r^n = \frac{1}{n} r^n.$$

Therefore, the generalized Witt formula (2.5) yields:

**Corollary 2.2** (cf. [Bo], [J], [Sl]). Suppose $V$ is an $r$-dimensional vector space over $C$, and let $L = F(V) = \bigoplus_{n=1}^{\infty} L_n$ be the free Lie algebra generated by $V$. Then we have

$$\dim L_n = \frac{1}{n} \sum_{d|n} \mu(d) r^{\frac{n}{d}}.$$

Therefore, the denominator identity (2.4) yields a product identity

$$\prod_{n=1}^{\infty} (1 - q^n)^{\frac{1}{n} \sum_{d|n} \mu(d) r^{\frac{n}{d}}} = 1 - rq.$$

**2.2. 1-dimensional generalization.** More generally, let $V = \bigoplus_{i=1}^{\infty} V_i$ be a $Z_{>0}$-graded vector space with $\dim V_i = d(i) < \infty$ for all $i \geq 1$, and consider the free Lie algebra $L = F(V)$ generated by $V$. For $n \geq 1$, let $L_n$ be the subspace of $L$ spanned by all the vectors of the form $[[\cdots [v_1, v_2] \cdots] v_{k-1}] v_k$ ($k \geq 1$) with $v_i \in V$ such that $\deg v_1 + \cdots + \deg v_k = n$. Then the Lie algebra $L$ has a $Z_{>0}$-gradation $L = \bigoplus_{n=1}^{\infty} L_n$. We will apply the generalized Witt formula (2.5) to this setting. Note that $P(V) = Z_{>0} = \{1, 2, 3, \cdots\}$, and for $n \geq 1$, we have

$$T(n) = \{s = (s_i)_{i \geq 1} | s_i \in Z_{\geq 0}, \sum i s_i = n\},$$

the set of all partitions of $n$ into a sum of positive integers. Hence the Witt partition function $W(n)$ is equal to

$$W(n) = \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} \prod d(i)^{s_i}.$$

Therefore, by Theorem 2.1, we obtain the following “1-dimensional generalization” of the Witt formula:

**Theorem 2.3.** Let $V = \bigoplus_{i=1}^{\infty} V_i$ be a $Z_{>0}$-graded vector space over $C$ with $\dim V_i = d(i) < \infty$ for all $i \geq 1$, and let $L = \bigoplus_{n=1}^{\infty} L_n$ be the free Lie algebra generated by $V$. Then we have

$$\dim L_n = \sum_{d|n} \frac{1}{d} \mu(d) \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} \prod d(i)^{s_i}.$$

Now, we will consider the applications of the dimension formula (2.10) to several special cases. We first consider the case where $d(i) = r \in Z_{>0}$ for all $i \geq 1$. In this case, the Witt partition function $W(n)$ is equal to

$$W(n) = \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} r^{\sum s_i},$$
and
\[ \sum_{n=1}^{\infty} W(n)q^n = \log \frac{1}{1 - \text{ch} V} = \log \frac{1}{1 - (rq + rq^2 + rq^3 + \cdots)}. \]

Note that, for any complex number \( r \in \mathbb{C} \), we have
\[
\log \frac{1}{1 - (rq + rq^2 + \cdots)} = \sum_{k=1}^{\infty} \frac{1}{n} (rq + rq^2 + \cdots)^k
\]
\[
= \sum_{n=1}^{\infty} \left( \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} r^{[s]} \right) q^n.
\]
On the other hand, using the formal power series \( \frac{1}{1 - q} = 1 + q + q^2 + \cdots \), we obtain
\[
\log \frac{1}{1 - (rq + rq^2 + \cdots)} = \log \frac{1}{1 - rq}
\]
\[
= \log \frac{1 - q}{1 - (r + 1)q} = \log(1 - q) - \log(1 - (r + 1)q)
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{n} [(r + 1)^n - 1] q^n.
\]
Therefore, we obtain a combinatorial identity:
\[
(2.12) \quad \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} r^{[s]} = \frac{1}{n}[(r + 1)^n - 1] \quad \text{for all } r \in \mathbb{C}, n \in \mathbb{Z}_{>0}.
\]

For example, if \( r = 1 \), we get
\[
\sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} = \frac{1}{n}(2^n - 1),
\]
and if \( r = -1 \), we get
\[
\sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} (-1)^{|s|} = -\frac{1}{n}.
\]
Moreover, if \( r = -1 + \zeta \), where \( \zeta \) is a primitive \( n \)th root of unity, then we obtain
\[
\sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} (-1 + \zeta)^{|s|} = 0.
\]

By (2.12), the Witt partition function \( W(n) \) is simplified to
\[
(2.13) \quad W(n) = \frac{1}{n}[(r + 1)^n - 1] \quad (r \in \mathbb{Z}_{>0}).
\]

Combining (2.13) with the dimension formula (2.10), we obtain:

**Proposition 2.4.** Let \( V = \bigoplus_{i=1}^{\infty} V_i \) be a \( \mathbb{Z}_{>0} \)-graded vector space over \( \mathbb{C} \) with \( \dim V_i = r \in \mathbb{Z}_{>0} \) for all \( i \geq 1 \), and let \( L = \bigoplus_{n=1}^{\infty} L_n \) be the free Lie algebra
generated by $V$. Then we have
\[ \dim L_n = \frac{1}{n} \sum_{d|n} \mu(d) [(r+1)^{\frac{n}{d}} - 1] \]
(2.14)
\[ = \begin{cases} \frac{1}{n} \sum_{d|n} \mu(d)(r+1)^{\frac{n}{d}} & \text{if } n \neq 1, \\ r & \text{if } n = 1. \end{cases} \]

Therefore, the denominator identity (2.4) yields a product identity
\[ \prod_{n=1}^{\infty} (1 - q^n)^{\frac{1}{n} \sum_{d|n} \mu(d)(r+1)^{\frac{n}{d}} - 1} \]
(2.15)
\[ = 1 - (rq + rq^2 + rq^3 + \cdots) \\
= 1 - \frac{rq}{1-q} = \frac{1-(r+1)q}{1-q}. \]

Next, suppose $d(i) = ra^i$ $(i \geq 1)$ for some $r,a \in \mathbb{Z}_{>0}$. Then, by (2.12), the Witt partition function $W(n)$ simplifies to
\[ W(n) = \frac{1}{n} a^n [(r+1)^n - 1]. \]
(2.16)

Combining (2.16) with the dimension formula (2.10), we obtain:

Proposition 2.5. Let $V = \bigoplus_{i=1}^{\infty} V_i$ be a $\mathbb{Z}_{>0}$-graded vector space over $\mathbb{C}$ with \[ \dim V_i = ra^i \ (i \geq 1) \] for some $r,a \in \mathbb{Z}_{>0}$, and let $L = \bigoplus_{n=1}^{\infty} L_n$ be the free Lie algebra generated by $V$. Then we have
\[ \dim L_n = \frac{1}{n} \sum_{d|n} \mu(d)a^\frac{n}{d} [(r+1)^\frac{n}{d} - 1]. \]
(2.17)

Therefore, the denominator identity (2.4) yields a product identity
\[ \prod_{n=1}^{\infty} (1 - q^n)^{\frac{1}{n} \sum_{d|n} \mu(d)a^\frac{n}{d} [(r+1)^\frac{n}{d} - 1]} \]
(2.18)
\[ = 1 - (raq + ra^2q^2 + ra^3q^3 + \cdots) \\
= 1 - \frac{raq}{1-aq} = \frac{1-(r+1)aq}{1-aq}. \]

Combining (2.18) with (2.15), we obtain the following exchange principle:

Corollary 2.6. For any positive integers $a$ and $r$, we have
\[ \prod_{n=1}^{\infty} (1 - a^n q^n)^{\frac{1}{n} \sum_{d|n} \mu(d)[(r+1)^\frac{n}{d} - 1]} \]
(2.19)
\[ = \prod_{n=1}^{\infty} (1 - q^n)^{\frac{1}{n} \sum_{d|n} \mu(d)[(r+1)^\frac{n}{d} - 1]a^\frac{n}{d}}. \]

Remark. It is shown in [Ka8] that the identity (2.19) holds for all $a,r \in \mathbb{Z}$. 
Now, let us consider the case where \( d(1) = 0 \) and \( d(i) = a(i-1) \) \( (i \geq 2) \) for some \( a \in \mathbb{Z}_{>0} \). In this case, the Witt partition function \( W(n) \) is equal to

\[
W(n) = \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} a^{|s|} \prod (i-1)^{s_i},
\]

and

\[
\sum_{n=1}^{\infty} W(n) q^n = \log \frac{1}{1 - \text{ch}V} = \log \frac{1}{1 - \sum_{i=1}^{\infty} a(i-1)q^i}.
\]

For any complex number \( a \in \mathbb{C} \), we have

\[
\log \frac{1}{1 - \sum_{i=2}^{\infty} a(i-1)q^i} = \sum_{k=1}^{\infty} \frac{1}{k} \left( \sum_{i=2}^{\infty} a(i-1)q^i \right)^k
\]

\[
= \sum_{n=1}^{\infty} \left[ \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} a^{|s|} \prod (i-1)^{s_i} \right] q^n.
\]

On the other hand, using the formal power series \( \frac{1}{(1-q)^2} = 1 + 2q + 3q^2 + \cdots \), we obtain

\[
\log \frac{1}{1 - \sum_{i=2}^{\infty} a(i-1)q^i} = \log \frac{1}{1 - aq^2} = \log \frac{(1-q)^2}{(1-q)^2 - aq^2}
\]

\[
= \sum_{n=1}^{\infty} \frac{1}{n} \left[ (1 + \sqrt{a})^n + (1 - \sqrt{a})^n - 2 \right] q^n,
\]

which yields a combinatorial identity

\[
\sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} a^{|s|} \prod (i-1)^{s_i} = \frac{1}{n} \left[ (1 + \sqrt{a})^n + (1 - \sqrt{a})^n - 2 \right]
\]

\[
= \frac{2}{n} \sum_{k=1}^{|n/2|} \left( \begin{array}{c} n \\ 2k \end{array} \right) a^k \quad \text{for all } a \in \mathbb{C}.
\]

It follows that

\[
W(n) = \frac{1}{n} \left[ (1 + \sqrt{a})^n + (1 - \sqrt{a})^n - 2 \right] \quad \text{for } a \in \mathbb{Z}_{>0}.
\]

Now, combining (2.22) with the dimension formula (2.10), we obtain:

**Proposition 2.7.** Let \( V = \bigoplus_{i=1}^{\infty} V_i \) be a \( \mathbb{Z}_{>0} \)-graded vector space over \( \mathbb{C} \) with \( \dim V_1 = 0 \) and \( \dim V_i = a(i-1) \) \( (i \geq 2) \) for some \( a \in \mathbb{Z}_{>0} \), and let \( L = \bigoplus_{n=1}^{\infty} L_n \) be the free Lie algebra generated by \( V \). Then we have

\[
\dim L_n = \frac{1}{n} \sum_{d|n} \mu(d) \left[ (1 + \sqrt{a})^\frac{n}{d} + (1 - \sqrt{a})^\frac{n}{d} - 2 \right]
\]

\[
= \begin{cases} 
\frac{1}{n} \sum_{d|n} \mu(d) \left[ (1 + \sqrt{a})^\frac{n}{d} + (1 - \sqrt{a})^\frac{n}{d} \right] & \text{if } n \neq 1, \\
n^{n/2} & \text{if } n = 1.
\end{cases}
\]
Therefore, the denominator identity (2.4) yields a product identity
\[
\prod_{n=1}^{\infty} (1 - q^n) = 1 - \sum_{i=2}^{\infty} a(i - 1)q^i = 1 - \frac{aq^2}{(1 - q)^2}
\]
\[
= \frac{(1 - q)^2 - aq^2}{(1 - q)^2}.
\]

Remark. When \( a = 2, \varepsilon = 1 + \sqrt{2} \) is the fundamental unit of \( \mathbb{Q}(\sqrt{2}) \) and (2.24) can be rewritten as
\[
\prod_{n=1}^{\infty} (1 - q^n) = 1 - 2q - q^2,
\]
where \( Tr \) is the trace map from \( \mathbb{Q}(\sqrt{2}) \) to \( \mathbb{Q} \).

Finally, suppose \( d(1) = 0 \) and \( d(i) = a\alpha^2(i - 1)\beta^{i-2} \) \( (i \geq 2) \) for \( a, \alpha, \beta \in \mathbb{Z}_{>0} \). In this case, the Witt partition function \( W(n) \) is equal to
\[
W(n) = \beta^n \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} \left( \frac{a\alpha^2}{\beta^2} \right)^{|s|} \prod_{i=1}^{\beta^2} (i - 1)^{s_i},
\]
and
\[
\sum_{n=1}^{\infty} W(n)q^n = \log \frac{1}{1 - \text{ch}V} = \log \frac{1}{1 - \sum_{i=2}^{\infty} a\alpha^2(i - 1)\beta^{i-2}q^i}.
\]

For any complex numbers \( a, \alpha, \beta \in \mathbb{C} \), we have
\[
\log \frac{1}{1 - \sum_{i=2}^{\infty} a\alpha^2(i - 1)\beta^{i-2}q^i} = \sum_{k=1}^{\infty} \frac{1}{k} \left( \sum_{i=2}^{\infty} a\alpha^2(i - 1)\beta^{i-2}q^i \right)^k
\]
\[
= \sum_{n=1}^{\infty} \beta^n \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} \left( \frac{a\alpha^2}{\beta^2} \right)^{|s|} \prod_{i=1}^{\beta^2} (i - 1)^{s_i} q^n.
\]

On the other hand, using the formal power series \( \frac{1}{(1 - q)^2} = 1 + 2q + 3q^2 + \cdots \), we obtain
\[
\log \frac{1}{1 - \sum_{i=2}^{\infty} a\alpha^2(i - 1)\beta^{i-2}q^i}
\]
\[
= \log \frac{1}{1 - \frac{a\alpha^2q^2}{(1 - \beta q)^2}} = \log \frac{(1 - \beta q)^2}{(1 - \beta q)^2 - a\alpha^2q^2}
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{n} \left[ (\beta + \alpha\sqrt{a})^n + (\beta - \alpha\sqrt{a})^n - 2\beta^n \right] q^n,
\]
which yields a combinatorial identity

\[
\beta^n \sum_{s \in T(n)} \frac{(|s| - 1)!}{s!} \left( \frac{a \alpha^2}{\beta^2} \right)^{|s|} \prod_{i=1}^n (i-1)^{s_i} = \frac{1}{n} \left[ (\beta + \alpha \sqrt{a})^n + (\beta - \alpha \sqrt{a})^n - 2\beta^n \right] \quad \text{for all } a, \alpha, \beta \in \mathbb{C}.
\]

Hence we have

\[
W(n) = \frac{1}{n} \left[ (\beta + \alpha \sqrt{a})^n + (\beta - \alpha \sqrt{a})^n - 2\beta^n \right] \quad (a, \alpha, \beta \in \mathbb{Z}).
\]

Now, combining (2.28) with the dimension formula (2.10), we obtain:

**Proposition 2.8.** Let \( V = \bigoplus_{i=1}^\infty V_i \) be a \( \mathbb{Z}_{>0} \)-graded vector space over \( \mathbb{C} \) with \( \dim V_1 = 0 \) and \( \dim V_i = a a^2 (i-1) \beta^{i-2} \) \( (i \geq 2) \) for some \( a, \alpha, \beta \in \mathbb{Z}_{>0} \), and let \( L = \bigoplus_{n=1}^\infty L_n \) be the free Lie algebra generated by \( V \). Then we have

\[
\dim L_n = \frac{1}{n} \sum_{d \mid n} \mu(d) \left[ (\beta + \alpha \sqrt{a})^n + (\beta - \alpha \sqrt{a})^n - 2\beta^n \right].
\]

Therefore, the denominator identity (2.4) yields a product identity

\[
\prod_{n=1}^\infty (1 - q^n)^{\frac{1}{2} \sum_{d \mid n} \mu(d) \left[ (\beta + \alpha \sqrt{a})^n + (\beta - \alpha \sqrt{a})^n - 2\beta^n \right]}
\]

\[
= 1 - \sum_{i=2}^\infty a^2 (i-1) \beta^{i-2} q^i = 1 - \frac{a^2 q^2}{(1 - \beta q)^2}
\]

\[
= \frac{(1 - \beta q)^2 - a^2 q^2}{(1 - \beta q)^2}.
\]

**Remark.** Let \( a \) be a square free integer and let \( \gamma = \beta + \alpha \sqrt{a} \in \mathbb{Z}[\sqrt{a}] \). Then (2.30) can be rewritten as

\[
\prod_{n=1}^\infty (1 - q^n)^{\frac{1}{2} \sum_{d \mid n} \mu(d) \text{Tr}(\gamma^d)} = 1 - \text{Tr}(\gamma) q + N(\gamma) q^2,
\]

which generalizes (2.25). Here, \( \text{Tr} \) and \( N \) are the trace and the norm maps from \( \mathbb{Q}(\sqrt{a}) \) to \( \mathbb{Q} \).

**2.3. 2-dimensional generalization.** We now consider \( (\mathbb{Z}_{>0} \times \mathbb{Z}_{>0}) \)-graded vector spaces \( V = \bigoplus_{i,j=1} V_{i,j} \) with \( \dim V_{i,j} = d(i, j) < \infty \) for all \( i, j \geq 1 \). Let \( L = \mathcal{F}(V) \) be the free Lie algebra generated by \( V \). For \( m, n \geq 1 \), let \( L_{(m,n)} \) be the subspace of \( L \) spanned by all the vectors of the form \( [\cdots [v_1, v_2] \cdots] v_k] (k \geq 1) \) with\( v_i \in V \) such that \( \text{deg} v_1 + \cdots + \text{deg} v_k = (m, n) \). Then the Lie algebra \( L \) has a \( (\mathbb{Z}_{>0} \times \mathbb{Z}_{>0}) \)-gradation \( L = \bigoplus_{m,n=1}^\infty L_{(m,n)} \). We will apply the generalized Witt formula (2.5) to this setting. Note that \( P(V) = \mathbb{Z}_{>0} \times \mathbb{Z}_{>0} = \{(i,j) | i, j = 1, 2, 3, \cdots \} \), and for \( m, n \geq 1 \), we have

\[
T(m,n) = \{ s = (s_{ij})_{i,j \geq 1} | s_{i,j} \in \mathbb{Z}_{\geq 0}, \sum s_{i,j} (i,j) = (m,n) \},
\]
which is the set of all partitions of \((m, n)\) into a sum of ordered pairs of positive integers. Hence the Witt partition function \(W(m, n)\) is equal to

\[
W(m, n) = \sum_{s \in T(m, n)} \frac{(|s| - 1)!}{s!} \prod d(i, j)^{s_{ij}},
\]

where \(|s| = \sum s_{ij}\) and \(s! = \prod s_{ij}!\). Therefore, the generalized Witt formula (2.5) yields the following “2-dimensional generalization” of the Witt formula:

**Theorem 2.9.** Let \(V = \bigoplus_{i,j=1}^{\infty} V_{(i,j)}\) be a \((\mathbb{Z}_{>0} \times \mathbb{Z}_{>0})\)-graded vector space over \(\mathbb{C}\) with \(\dim V_{(i,j)} = d(i, j) < \infty\) for all \(i, j \geq 1\), and let \(L = \bigoplus_{m,n=1}^{\infty} L_{(m,n)}\) be the free Lie algebra generated by \(V\). Then we have

\[
\dim L_{(m,n)} = \sum_{d|(m,n)} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \prod d(i, j)^{s_{ij}}.
\]

Now, we will consider the applications of the dimension formula (2.34) to various special cases. We first consider the case where \(d(i, j) = r \in \mathbb{Z}_{>0}\) for all \(i, j \geq 1\). In this case, the Witt partition function \(W(m, n)\) is equal to

\[
W(m, n) = \sum_{s \in T(m, n)} \frac{(|s| - 1)!}{s!} p^{\sum_{i,j} r_{ij}}.
\]

and

\[
\sum_{m,n=1}^{\infty} W(m, n) p^m q^n = \log \frac{1}{1 - ch V} = \log \frac{1}{1 - \sum_{i,j=1}^{\infty} r_{ij} p^i q^j}.
\]

Note that, for any complex number \(r \in \mathbb{C}\), we have

\[
\log \frac{1}{1 - \sum_{i,j=1}^{\infty} r_{ij} p^i q^j} = \sum_{k=1}^{\infty} \frac{1}{k} \left( \sum_{i,j=1}^{\infty} r_{ij} p^i q^j \right)^k = \sum_{m,n=1}^{\infty} \left[ \sum_{s \in T(m, n)} \frac{(|s| - 1)!}{s!} r^{|s|} \right] p^m q^n.
\]

On the other hand, using the formal power series \(\frac{1}{1-q} = 1 + q + q^2 + \cdots\), we obtain

\[
\log \frac{1}{1 - \sum_{i,j=1}^{\infty} r_{ij} p^i q^j} = \log \frac{1}{1 - \frac{r pq}{(1-p)(1-q)}} = \log \frac{(1-p)(1-q)}{1 - (p+q+(r-1)pq)} = \sum_{m,n=1}^{\infty} \left[ \sum_{c=0}^{\min(m,n)} \frac{(m+n-c-1)!}{(m-c)! (n-c)! c! (r-1)^c} \right] p^m q^n.
\]

Therefore, we obtain a combinatorial identity

\[
\sum_{s \in T(m, n)} \frac{(|s| - 1)!}{s!} r^{|s|} = \sum_{c=0}^{\min(m,n)} \frac{(m+n-c-1)!}{(m-c)! (n-c)! c! (r-1)^c} \quad \text{for all } r \in \mathbb{C}.
\]
For example, if \( r = 0 \), we get
\[
\sum_{c=0}^{\min(m,n)} \frac{(m + n - c - 1)!}{(m - c)!|(n - c)|!} (-1)^c = 0.
\]

Hence, the Witt partition function \( W(m, n) \) is equal to
\[
(2.37) \quad W(m, n) = \sum_{c=0}^{\min(m,n)} \frac{(m + n - c - 1)!}{(m - c)!|(n - c)|!} (r - 1)^c \quad (r \in \mathbb{Z}_{>0}).
\]

Combining (2.35) and (2.37) with the dimension formula (2.34), we obtain:

**Proposition 2.10.** Let \( V = \bigoplus_{i,j=1}^{\infty} V_{i,j} \) be a \((\mathbb{Z}_{>0} \times \mathbb{Z}_{>0})\)-graded vector space over \( \mathbb{C} \) with \( \dim V_{i,j} = r \in \mathbb{Z}_{>0} \) for all \( i, j \geq 1 \), and let \( L = \bigoplus_{m,n=1}^{\infty} L_{m,n} \) be the free Lie algebra generated by \( V \). Then we have
\[
\dim L_{m,n} = \sum_{d|m,n} \frac{1}{d} \mu(d) \sum_{s \in T(d \frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} r^{|s|}.
\]

(2.38)
\[
= \sum_{d|m,n} \frac{1}{d} \mu(d) \sum_{c=0}^{\min(\frac{m}{d}, \frac{n}{d})} \frac{(\frac{m}{d} + \frac{n}{d} - c - 1)!}{(\frac{m}{d} - c)!|\frac{n}{d} - c|!} (r - 1)^c.
\]

Therefore, by letting
\[
(2.39) \quad S_r(m, n) = \sum_{c=0}^{\min(m,n)} \frac{(m + n - c - 1)!}{(m - c)!|(n - c)|!} (r - 1)^c \quad (r, m, n \in \mathbb{Z}_{>0}),
\]
the denominator identity (2.4) yields a product identity
\[
\prod_{m,n=1}^{\infty} (1 - p^m q^n)^{\sum_{d|m,n} \frac{1}{d} \mu(d) S_r(m, n)}
\]
\[
= 1 - \sum_{i,j=1}^{\infty} rp_i q_j = 1 - \frac{rpq}{(1-p)(1-q)} = 1 - \frac{[p + q + (r - 1)pq]}{(1-p)(1-q)}.
\]

Next, we consider the case where \( d(i,j) = ra^ib^j \) \((i, j \geq 1)\) for some positive integers \( r, a, \) and \( b \). In this case, by the identity (2.36), the Witt partition function \( W(m, n) \) is equal to
\[
(2.41) \quad W(m, n) = a^m b^n \left( \sum_{s \in T(m,n)} \frac{(|s| - 1)!}{s!} r^{|s|} \right)
\]
\[
= a^m b^n \sum_{c=0}^{\min(m,n)} \frac{(m + n - c - 1)!}{(m - c)!|(n - c)|!} (r - 1)^c.
\]

Combining (2.41) with the dimension formula (2.34), we obtain:

**Proposition 2.11.** Let \( V = \bigoplus_{i,j=1}^{\infty} V_{i,j} \) be a \((\mathbb{Z}_{>0} \times \mathbb{Z}_{>0})\)-graded vector space over \( \mathbb{C} \) with \( \dim V_{i,j} = ra^ib^j \) \((i, j \geq 1)\) for some positive integers \( r, a, \) and \( b, \) and
let $L = \bigoplus_{m,n=1}^{\infty} L_{(m,n)}$ be the free Lie algebra generated by $V$. Then we have

$$\dim L_{(m,n)} = \sum_{d|(m,n)} \frac{1}{d} \mu(d) a^\frac{m}{d} b^\frac{n}{d} \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \left(\frac{|s| - 1}{s!}\right) r^{|s|}$$

(2.42)

$$= \sum_{d|(m,n)} \frac{1}{d} \mu(d) a^\frac{m}{d} b^\frac{n}{d} \min\left(\frac{m}{d}, \frac{n}{d}\right) \sum_{c=0}^{\min\left(\frac{m}{d}, \frac{n}{d}\right)} \frac{(\frac{m}{d} + \frac{n}{d} - c - 1)!}{(\frac{m}{d} - c)! (\frac{n}{d} - c)!} c! (r - 1)^c.$$ 

Therefore, using (2.39), the denominator identity (2.4) yields a product identity

$$\prod_{m,n=1}^{\infty} (1 - p^m q^n) \sum_{d|(m,n)} \frac{1}{d} \mu(d) a^\frac{m}{d} b^\frac{n}{d} S_r(\frac{m}{d}, \frac{n}{d})$$

(2.43)

$$= 1 - \sum_{i,j=1}^{\infty} r a^i b^j p^i q^j = 1 - \frac{r a b p q}{(1 - a p)(1 - b q)}$$

$$= 1 - \left[ a p + b q + (r - 1) a b p q \right] \frac{1}{(1 - a p)(1 - b q)}.$$

Comparing (2.40) and (2.43), we obtain the following double exchange principle which is an analogue of (2.19):

**Corollary 2.12.** For any positive integers $r$, $a$, and $b$, we have

$$\prod_{m,n=1}^{\infty} (1 - a^m b^n p^m q^n) \sum_{d|(m,n)} \frac{1}{d} \mu(d) a^\frac{m}{d} b^\frac{n}{d} S_r(\frac{m}{d}, \frac{n}{d})$$

(2.44)

$$= \prod_{m,n=1}^{\infty} (1 - p^m q^n) \sum_{d|(m,n)} \frac{1}{d} \mu(d) a^\frac{m}{d} b^\frac{n}{d} S_r(\frac{m}{d}, \frac{n}{d}).$$

**Remark.** It is shown in [Ka8] that the identity (2.44) holds for all $a, b, r \in \mathbb{Z}$.

Finally, suppose $d(i, j) = a(i - 1)(j - 1) \alpha^i \beta^j$ for some positive integers $a, \alpha, \text{a and } \beta$. Then the Witt partition function $W(m, n)$ is equal to

$$W(m, n) = \alpha^m \beta^n \left( \sum_{s \in T(m, n)} \left(\frac{|s| - 1}{s!}\right) a^{|s|} \prod_{(i - 1)^{s_i}} (j - 1)^{s_j} \right),$$

(2.45)

and

$$\sum_{m,n=1}^{\infty} W(m, n) p^m q^n = \log \frac{1}{1 - \text{ch} V}$$

$$= \log \left( \frac{1}{1 - \sum_{i,j=2}^{\infty} a(i - 1)(j - 1) \alpha^i \beta^j p^i q^j} \right).$$
For any complex numbers $a, \alpha, \beta \in \mathbb{C}$, we have

$$\log \left( \frac{1}{1 - \sum_{i,j=2}^{\infty} a(i-1)(j-1)\alpha^i\beta^jp^iq^j} \right)$$

$$= \sum_{k=1}^{\infty} \frac{1}{k} \left( \sum_{i,j=2}^{\infty} a(i-1)(j-1)\alpha^i\beta^jp^iq^j \right)^k$$

$$= \sum_{m,n=1}^{\infty} \alpha^m\beta^n \left[ \sum_{c=0}^{\min(m,n)} \frac{(m+n-c-1)!}{(m-c)!(n-c)!c!} \left( (\sqrt{a} - 1)^c + (-1)^c (\sqrt{a} + 1)^c \right) \right] p^m q^n.$$

On the other hand, using the formal power series $\frac{1}{(1-q)^2} = 1 + 2q + 3q^2 + \cdots$, we obtain

$$\log \left( \frac{1}{1 - \sum_{i,j=2}^{\infty} a(i-1)(j-1)\alpha^i\beta^jp^iq^j} \right) = \log \left( \frac{1}{1 - \alpha(\alpha p)^2(\beta q)^2} \right)$$

$$= \log \frac{(1-\alpha p)^2(1-\beta q)^2}{(1-\alpha p)^2(1-\beta q)^2 - \alpha(\alpha p)^2(\beta q)^2}$$

$$= \sum_{m,n=1}^{\infty} \alpha^m\beta^n \left[ \sum_{c=0}^{\min(m,n)} \frac{(m+n-c-1)!}{(m-c)!(n-c)!c!} \left( (\sqrt{a} - 1)^c + (-1)^c (\sqrt{a} + 1)^c \right) \right] p^m q^n.$$

Therefore, we obtain a combinatorial identity

$$\sum_{s \in T(m,n)} \frac{(|s|-1)!}{s!} a^{|s|} \prod_{i=1}^{s_{ij}} (i-1)^{s_{ij}} (j-1)^{s_{ij}}$$

$$= \sum_{c=0}^{\min(m,n)} \frac{(m+n-c-1)!}{(m-c)!(n-c)!c!} \left[ (\sqrt{a} - 1)^c + (-1)^c (\sqrt{a} + 1)^c \right]$$

for all $a \in \mathbb{C}$. For example, if $a = 1$, we get

$$\sum_{s \in T(m,n)} \frac{(|s|-1)!}{s!} \prod_{i=1}^{s_{ij}} (i-1)^{s_{ij}} (j-1)^{s_{ij}} = \sum_{c=0}^{\min(m,n)} \frac{(m+n-c-1)!}{(m-c)!(n-c)!c!} (-2)^c.$$

Hence, the Witt partition function $W(m,n)$ is equal to

$$W(m,n) = \alpha^m\beta^n \sum_{c=0}^{\min(m,n)} \frac{(m+n-c-1)!}{(m-c)!(n-c)!c!} \left[ (\sqrt{a} - 1)^c + (-1)^c (\sqrt{a} + 1)^c \right].$$

Combining (2.45) and (2.47) with the dimension formula (2.34), we obtain:

**Proposition 2.13.** Let $V = \bigoplus_{i,j=1}^{\infty} V_{(i,j)}$ be a $(\mathbb{Z}_{>0} \times \mathbb{Z}_{>0})$-graded vector space over $\mathbb{C}$ with $\dim V_{(i,j)} = a(i-1)(j-1)\alpha^i\beta^j$ for some positive integers $a$, $i, j \geq 1$. Then
\(\alpha,\) and \(\beta,\) and let \(L = \bigoplus_{m,n=1}^{\infty} L_{(m,n)}\) be the free Lie algebra generated by \(V.\) Then we have

\[
\dim L_{(m,n)} = \sum_{d(m,n)} \frac{1}{d} \mu(d) \alpha^{\frac{m}{d}} \beta^{\frac{n}{d}}
\]

\[
\times \left( \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \prod (i-1)^{s_{ij}}(j-1)^{s_{ij}} \right)
\]

\[
= \sum_{d(m,n)} \frac{1}{d} \mu(d) \alpha^{\frac{m}{d}} \beta^{\frac{n}{d}} \sum_{c=0}^{\min(\frac{m}{d}, \frac{n}{d})} \frac{\binom{\frac{m}{d} + \frac{n}{d} - c}{c}}{(\frac{m}{d} - c)(\frac{n}{d} - c)c!}
\]

\[
\times \left[ (\sqrt{a} - 1)^c + (-1)^c (\sqrt{a} + 1)^c \right].
\]

Therefore, by letting \(S(m, n) = \dim L_{(m,n)}\) for all \(m, n \geq 1,\) the denominator identity (2.4) yields a product identity

\[
\prod_{m,n=1}^{\infty} (1 - p^m q^n)^{S(m,n)} = 1 - \sum_{i,j=1}^{\infty} a(i-1)(j-1)\alpha^i\beta^j p^i q^j
\]

\[
= 1 - \frac{a(\alpha p)^2(\beta q)^2}{(1 - \alpha p)^2(1 - \beta q)^2}
\]

\[
= \frac{(1 - \alpha p)^2(1 - \beta q)^2 - a(\alpha p)^2(\beta q)^2}{(1 - \alpha p)^2(1 - \beta q)^2}.
\]

2.4. *Further generalization.* Now we will consider the \(n\)-dimensional generalization of the exchange principles (2.19) and (2.44). Let \(V = \bigoplus_{(i_1, \ldots, i_n) \in \mathbb{Z}^n_{>0}} V_{(i_1, \ldots, i_n)}\) be a \(\mathbb{Z}^n_{>0}\)-graded vector space over \(C\) with

\[
\dim V_{(i_1, \ldots, i_n)} = d(i_1, \ldots, i_n) < \infty \quad \text{for all} \quad (i_1, \ldots, i_n) \in \mathbb{Z}^n_{>0},
\]

and let \(L = \mathcal{F}(V)\) be the free Lie algebra generated by \(V.\) For \(k_1, \ldots, k_n \in \mathbb{Z}_{>0},\) let \(L_{(k_1, \ldots, k_n)}\) be the subspace of \(L\) spanned by all the vectors of the form

\[
[[[\cdots [v_1, v_2] \cdots v_t-1]v_t] \cdots] (t \geq 1) \quad \text{with} \quad v_i \in V \quad \text{such that} \quad \deg v_1 + \cdots + \deg v_t = (k_1, \ldots, k_n).
\]

Then the Lie algebra \(L\) has a \(\mathbb{Z}^n_{>0}\)-gradation \(L = \bigoplus_{(k_1, \ldots, k_n) \in \mathbb{Z}^n_{>0}} L_{(k_1, \ldots, k_n)}.\) We will apply the generalized Witt formula (2.5) to this setting. Note that

\[
P(V) = \mathbb{Z}^n_{\geq 0} = \{(i_1, \ldots, i_n) | i_1, \ldots, i_n = 1, 2, 3, \cdots\},
\]

and for \((k_1, \ldots, k_n) \in \mathbb{Z}^n_{>0},\) we have

\[
T(k_1, \ldots, k_n) = \{ s = (s_{i_1, \ldots, i_n}) | s_{i_1, \ldots, i_n} \in \mathbb{Z}_{\geq 0}, \sum s_{i_1, \ldots, i_n}(i_1, \ldots, i_n) = (k_1, \ldots, k_n) \},
\]

which is the set of all partitions of \((k_1, \ldots, k_n)\) into a sum of ordered \(n\)-tuples of positive integers. Hence the Witt partition function \(W(k_1, \ldots, k_n)\) is equal to

\[
W(k_1, \ldots, k_n) = \sum_{s \in T(k_1, \ldots, k_n)} \frac{(|s| - 1)!}{s!} \prod d(i_1, \ldots, i_n)^{s_{i_1, \ldots, i_n}},
\]

where \(|s| = \sum s_{i_1, \ldots, i_n}\) and \(s! = \prod s_{i_1, \ldots, i_n}!\). Therefore, the generalized Witt formula (2.5) yields the following “\(n\)-dimensional generalization” of the Witt formula:
Theorem 2.14. Let $V = \bigoplus_{(i_1, \ldots, i_n) \in \mathbb{Z}_{>0}^n} V_{(i_1, \ldots, i_n)}$ be a $\mathbb{Z}_{>0}^n$-graded vector space over $\mathbb{C}$ with $\dim V_{(i_1, \ldots, i_n)} = d(i_1, \ldots, i_n) < \infty$ for all $(i_1, \ldots, i_n) \in \mathbb{Z}_{>0}^n$, and let $L = \bigoplus_{(k_1, \ldots, k_n) \in \mathbb{Z}_{>0}^n} L_{(k_1, \ldots, k_n)}$ be the free Lie algebra generated by $V$. Then we have

$$\dim L_{(k_1, \ldots, k_n)} = \sum_{d((i_1, \ldots, i_n))} \frac{1}{d} \mu(d) W\left(\frac{k_1}{d}, \ldots, \frac{k_n}{d}\right)$$

(2.52)

$$= \sum_{d((i_1, \ldots, i_n))} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{k_1}{d}, \ldots, \frac{k_n}{d})} (|s| - 1)! s! \prod d(i_1, \ldots, i_n)^{s_1, \ldots, s_n}.$$ 

Now we will consider the application of the dimension formula (2.52) to two special cases. We first consider the case where $d(i_1, \ldots, i_n) = r \in \mathbb{Z}_{>0}$ for all $(i_1, \ldots, i_n) \in \mathbb{Z}_{>0}^n$. In this case, the Witt partition function $W(k_1, \ldots, k_n)$ is equal to

$$W(k_1, \ldots, k_n) = \sum_{s \in T(k_1, \ldots, k_n)} (|s| - 1)! s! r^{|s|},$$

and

$$\sum_{k_1, \ldots, k_n = 1}^{\infty} W(k_1, \ldots, k_n) q_1^{k_1} \cdots q_n^{k_n} = \log \frac{1}{1 - chV} = \log \frac{1}{1 - \sum_{k_1, \ldots, k_n = 1}^{\infty} r q_1^{k_1} \cdots q_n^{k_n}}.$$ 

Hence, by the dimension formula (2.52), we obtain:

Proposition 2.15. Let $V = \bigoplus_{(i_1, \ldots, i_n) \in \mathbb{Z}_{>0}^n} V_{(i_1, \ldots, i_n)}$ be a $\mathbb{Z}_{>0}^n$-graded vector space over $\mathbb{C}$ with $\dim V_{(i_1, \ldots, i_n)} = r \in \mathbb{Z}_{>0}$ for all $(i_1, \ldots, i_n) \in \mathbb{Z}_{>0}^n$, and let $L = \bigoplus_{(k_1, \ldots, k_n) \in \mathbb{Z}_{>0}^n} L_{(k_1, \ldots, k_n)}$ be the free Lie algebra generated by $V$. Then we have

$$\dim L_{(k_1, \ldots, k_n)} = \sum_{d((i_1, \ldots, i_n))} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{k_1}{d}, \ldots, \frac{k_n}{d})} (|s| - 1)! s! r^{|s|}.$$ 

(2.54)

Therefore, by letting

$$S_r(k_1, \ldots, k_n) = \sum_{s \in T(k_1, \ldots, k_n)} (|s| - 1)! s! r^{|s|},$$

(2.55)

the denominator identity (2.4) yields a product identity

$$\prod_{k_1, \ldots, k_n = 1}^{\infty} (1 - q_1^{k_1} \cdots q_n^{k_n})^{\sum d(i_1, \ldots, i_n) \frac{1}{d} \mu(d) S_r(\frac{k_1}{d}, \ldots, \frac{k_n}{d})}$$

(2.56)

$$= 1 - \sum_{i_1, \ldots, i_n = 1}^{\infty} r q_1^{i_1} \cdots q_n^{i_n} = 1 - \frac{r q_1 \cdots q_n}{(1 - q_1) \cdots (1 - q_n)}.$$ 

Next, we consider the case where $d(i_1, \ldots, i_n) = ra_1^{i_1} \cdots a_n^{i_n}$ for all $(i_1, \ldots, i_n) \in \mathbb{Z}_{>0}^n$.
with \( r, a_1, \cdots, a_n \in \mathbb{Z}_{>0} \). In this case, the Witt partition function \( W(k_1, \cdots, k_n) \) is equal to

\[
W(k_1, \cdots, k_n) = a_1^{k_1} \cdots a_n^{k_n} \left( \sum_{\sigma \in T(k_1, \cdots, k_n)} (|s| - 1)! \frac{1}{s!^{|s|}} \right),
\]

and

\[
\sum_{k_1, \cdots, k_n = 1}^{\infty} W(k_1, \cdots, k_n) q_1^{k_1} \cdots q_n^{k_n} = \log \frac{1}{1 - \text{ch} V}
\]

\[
= \log \frac{1}{1 - \sum_{k_1, \cdots, k_n = 1}^{\infty} r a_1^{k_1} \cdots a_n^{k_n} q_1^{k_1} \cdots q_n^{k_n}}.
\]

Hence, by the dimension formula (2.52), we obtain:

**Proposition 2.16.** Let \( V = \bigoplus_{(i_1, \cdots, i_n) \in \mathbb{Z}_{>0}^n} V_{(i_1, \cdots, i_n)} \) be a \( \mathbb{Z}_{>0}^n \)-graded vector space over \( \mathbb{C} \) with

\[
\dim V_{(i_1, \cdots, i_n)} = r a_1^{i_1} \cdots a_n^{i_n} \quad (r, a_1, \cdots, a_n \in \mathbb{Z}_{>0})
\]

for all \((i_1, \cdots, i_n) \in \mathbb{Z}_{>0}^n\), and let \( L = \bigoplus_{(k_1, \cdots, k_n) \in \mathbb{Z}_{>0}^n} L_{(k_1, \cdots, k_n)} \) be the free Lie algebra generated by \( V \). Then we have

\[
\dim L_{(k_1, \cdots, k_n)} = \sum_{d \mid (k_1, \cdots, k_n)} \frac{1}{d} \mu(d) a_1^{k_1/d} \cdots a_n^{k_n/d} \sum_{\sigma \in T(d)} \frac{(|s| - 1)!}{s!^{|s|}}
\]

\[
= \sum_{d \mid (k_1, \cdots, k_n)} \frac{1}{d} \mu(d) a_1^{k_1/d} \cdots a_n^{k_n/d} s_r \left( \frac{k_1}{d}, \cdots, \frac{k_n}{d} \right).
\]

Therefore, the denominator identity (2.4) yields a product identity

\[
\prod_{k_1, \cdots, k_n = 1}^{\infty} (1 - q_1^{k_1} \cdots q_n^{k_n})^{\sum_{d \mid (k_1, \cdots, k_n)} \frac{1}{d} \mu(d) a_1^{k_1/d} \cdots a_n^{k_n/d} s_r \left( \frac{k_1}{d}, \cdots, \frac{k_n}{d} \right)}
\]

\[
= 1 - \sum_{i_1, \cdots, i_n = 1}^{\infty} r a_1^{i_1} \cdots a_n^{i_n} q_1^{i_1} \cdots q_n^{i_n} = 1 - \frac{r a_1 \cdots a_n q_1 \cdots q_n}{(1 - q_1) \cdots (1 - a_n q_n)}.
\]

Comparing (2.56) and (2.59), we obtain the following \( n \)-dimensional exchange principle which is a generalization of (2.19) and (2.44):

**Corollary 2.17.** For any positive integers \( r, a_1, \cdots, a_n \), we have

\[
\prod_{k_1, \cdots, k_n = 1}^{\infty} (1 - a_1^{k_1} \cdots a_n^{k_n} q_1^{k_1} \cdots q_n^{k_n})^{\sum_{d \mid (k_1, \cdots, k_n)} \frac{1}{d} \mu(d) s_r \left( \frac{k_1}{d}, \cdots, \frac{k_n}{d} \right)}
\]

\[
= \prod_{k_1, \cdots, k_n = 1}^{\infty} (1 - q_1^{k_1} \cdots q_n^{k_n})^{\sum_{d \mid (k_1, \cdots, k_n)} \frac{1}{d} \mu(d) a_1^{k_1/d} \cdots a_n^{k_n/d} s_r \left( \frac{k_1}{d}, \cdots, \frac{k_n}{d} \right)}.
\]

**Remark.** It is shown in [Ka8] that the identity (2.60) holds for all \( r, a_1, \cdots, a_n \in \mathbb{Z} \).
3. Kac-Moody algebras

In this section, we will apply our dimension formula (1.13) to symmetrizable Kac-Moody algebras to derive a closed form root multiplicity formula (Theorem 3.5), which is a generalization of Berman-Moody’s formula [BM]. Our root multiplicity formula enables us to study the structure of a symmetrizable Kac-Moody algebra g as a representation of the smaller Kac-Moody algebra g_0 contained in g. We will discuss the applications of our formula to some classes of indefinite Kac-Moody algebras.

3.1. The Weyl-Kac character formula. We begin with some of the basic definitions in Kac-Moody theory [K3]. Let I be a finite index set. An integral matrix A = (a_ij)_{i,j \in I} is called a generalized Cartan matrix if (i) a_ii = 2 for all i \in I, (ii) a_ij \leq 0 for i \neq j, (iii) a_ij = 0 implies a_ji = 0. We assume that the generalized Cartan matrix A is symmetrizable, i.e., there is an invertible diagonal matrix D such that DA is symmetric. A realization of A is a triple (\mathfrak{h}, I, \Pi^\vee), where \mathfrak{h} is a complex vector space of dimension 2|I| - \text{rank} A, \Pi = \{\alpha_i | i \in I\} and \Pi^\vee = \{h_i | i \in I\} are linearly independent subsets of \mathfrak{h}^* and \mathfrak{h}, respectively, satisfying \alpha_j(h_i) = a_{ij} for i, j \in I.

Definition 3.1. The Kac-Moody algebra g = g(A) associated with a generalized Cartan matrix A = (a_{ij})_{i,j \in I} is the Lie algebra generated by the elements e_i, f_i (i \in I) and h \in \mathfrak{h} with the defining relations:

\begin{align*}
[h, h'] &= 0 \quad (h, h' \in \mathfrak{h}), \\
[h, e_i] &= \alpha_i(h)e_i, \quad [h, f_j] = -\alpha_i(h)f_i \quad (i \in I), \\
[e_i, f_j] &= \delta_{ij}h_i \quad (i, j \in I), \\
(ade_i)^{1-a_{ij}}(e_j) &= (adf_i)^{1-a_{ij}}(f_j) = 0 \quad (i \neq j).
\end{align*}

(3.1)

The elements of \Pi (resp. \Pi^\vee) are called the simple roots (resp. simple coroots) of g. For each i \in I, we define the simple reflection r_i \in GL(\mathfrak{h}^*) on \mathfrak{h}^* by r_i(\lambda) = \lambda - \alpha(h_i)\alpha. The subgroup W of GL(\mathfrak{h}^*) generated by the r_i's (i \in I) is called the Weyl group of g.

Let Q = \bigoplus_{i \in I} \mathbb{Z} \mathfrak{a}_i, Q^+ = \sum_{i \in I} \mathbb{Z}_{\geq 0} \mathfrak{a}_i, and Q^- = -Q^+. We define a partial ordering \geq on \mathfrak{h}^* by \lambda \geq \mu if and only if \lambda - \mu \in Q^+. The Kac-Moody algebra g = g(A) has the root space decomposition

\begin{equation}
\mathfrak{g} = \bigoplus_{\alpha \in Q} \mathfrak{g}_\alpha, \quad \text{where} \quad \mathfrak{g}_\alpha = \{x \in \mathfrak{g} | [h, x] = \alpha(h)x \text{ for all } h \in \mathfrak{h}\}.
\end{equation}

(3.2)

An element \alpha \in Q is called a root if \alpha \neq 0 and \mathfrak{g}_\alpha \neq 0, and \text{dim} \mathfrak{g}_\alpha is called the multiplicity of the root \alpha. A root \alpha > 0 (resp. \alpha < 0) is called positive (resp. negative). All the roots are either positive or negative. We denote by \Delta, \Delta^+, and \Delta^- the set of all roots, positive roots, and negative roots, respectively. Let \mathfrak{g}_+ = \bigoplus_{\alpha > 0} \mathfrak{g}_\alpha and \mathfrak{g}_- = \bigoplus_{\alpha < 0} \mathfrak{g}_\alpha. Then we have the triangular decomposition

\begin{equation}
\mathfrak{g} = \mathfrak{g}_- \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_+.
\end{equation}

(3.3)

A g-module V is called \mathfrak{h}-diagonalizable if

\begin{equation}
V = \bigoplus_{\lambda \in \mathfrak{h}^*} V_\lambda, \quad \text{where} \quad V_\lambda = \{v \in V | h \cdot v = \lambda(h)v \text{ for all } h \in \mathfrak{h}\}.
\end{equation}

(3.4)
If $V_\lambda \neq 0$, then $\lambda$ is called a weight of $V$, and $\text{dim} V_\lambda$ is called the multiplicity of $\lambda$ in $V$. When $\text{dim} V_\lambda < \infty$ for all $\lambda \in \mathfrak{h}^*$, we define the character of $V$ to be
\begin{equation}
\text{ch} V = \sum_{\lambda \in \mathfrak{h}^*} (\text{dim} V_\lambda) e^\lambda,
\end{equation}
where $e^\lambda$ are the basis elements of the group algebra $\mathbb{C}[\mathfrak{h}^*]$ with the multiplication $e^\lambda e^\mu = e^{\lambda + \mu}$.

A $\mathfrak{g}$-module $V$ is called a highest weight module with highest weight $\lambda \in \mathfrak{h}^*$ if there is a nonzero vector $v \in V$ such that (i) $\mathfrak{g}_+ \cdot v = 0$, (ii) $h \cdot v = \lambda(h)v$ for all $h \in \mathfrak{h}$, (iii) $U(\mathfrak{g}) \cdot v = V$, where $U(\mathfrak{g})$ is the universal enveloping algebra of $\mathfrak{g}$. The vector $v$ is called a highest weight vector. Let $\mathfrak{b} = \mathfrak{h} + \mathfrak{g}_+$ be the Borel subalgebra of $\mathfrak{g}$ and $\mathbb{C}_\lambda$ be the 1-dimensional $\mathfrak{b}_+$-module defined by $\mathfrak{g}_+ \cdot 1 = 0$, $h \cdot 1 = \lambda(h)1$ for all $h \in \mathfrak{h}$. The induced module $M(\lambda) = U(\mathfrak{g}) \otimes_{U(\mathfrak{b}_+)} \mathbb{C}_\lambda$ is called the Verma module with highest weight $\lambda$. Every highest weight $\mathfrak{g}$-module with highest weight $\lambda$ is a quotient of $M(\lambda)$. The Verma module $M(\lambda)$ contains a unique maximal submodule $J(\lambda)$, and its irreducible quotient $M(\lambda)/J(\lambda)$ will be denoted by $V(\lambda)$.

If $\lambda$ is dominant integral, i.e., $\lambda(h_i) \in \mathbb{Z}_{\geq 0}$ for all $i \in I$, then the character of $V(\lambda)$ is given by the Weyl-Kac formula:

**Proposition 3.2** ([K2], [K3, Theorem 10.4]).

\begin{equation}
\text{ch} V(\lambda) = \frac{\sum_{w \in W} (-1)^{l(w)} e^{w(\lambda + \rho) - \rho}}{\prod_{\alpha \in \Delta^-} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha}},
\end{equation}
where $\rho \in \mathfrak{h}^*$ is a linear functional satisfying $\rho(h_i) = 1$ for all $i \in I$, and $l(w)$ denotes the length of $w$.

When $\lambda = 0$, we obtain the usual denominator identity for symmetrizable Kac-Moody algebras:

\begin{equation}
\prod_{\alpha \in \Delta^-} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha} = \sum_{w \in W} (-1)^{l(w)} e^{w\rho - \rho}.
\end{equation}

### 3.2. The root multiplicity formula.
Let $J$ be a subset of $I$ and denote by $\Delta_J = \Delta \cap \{ \sum_{i \in J} m_i \alpha_i \in \mathfrak{h}^* \}$, $\Delta_J^\pm = \Delta_J \cap \Delta_J^\pm$, and $\Delta_J(J) = \Delta^\pm \setminus \Delta_J^\pm$. Similarly, let $Q_J = Q \cap \{ \sum_{j \in J} m_j \alpha_j \in \mathfrak{h}^* \}$, $Q_J^\pm = Q_J \cap Q^\pm$, and $Q_J(J) = Q^\pm \setminus Q_J^\pm$. Define $\mathfrak{g}_0(J) = \mathfrak{h} \oplus (\bigoplus_{\alpha \in \Delta_J \setminus \Delta_J^J} \mathfrak{g}_\alpha)$, and $\mathfrak{g}_J = \bigoplus_{\alpha \in \Delta_J} \mathfrak{g}_\alpha$. Then we have the triangular decomposition:

\begin{equation}
\mathfrak{g} = \mathfrak{g}_J \oplus \mathfrak{g}_0(J) \oplus \mathfrak{g}_J^+,
\end{equation}
where $\mathfrak{g}_0(J)$ is the Kac-Moody algebra (with an extended Cartan subalgebra associated with the generalized Cartan matrix $A_J = (a_{ij})_{i,j \in J}$, and $\mathfrak{g}_J^-$ (resp. $\mathfrak{g}_J^+$) is a direct sum of irreducible highest weight (resp. lowest weight) modules over $\mathfrak{g}_0(J)$ [K3, Ch. 10].

Let $W_J = \{ r_j \mid j \in J \}$ be the subgroup of $W$ generated by the simple reflections $r_j$ ($j \in J$), and let $W(J) = \{ w \in W \mid w\Delta^- \cap \Delta_J^+ \subset \Delta_J^+ \}$. Then $W_J$ is the Weyl group of the subalgebra $\mathfrak{g}_0(J)$ and $W(J)$ is the set of right coset representatives of $W_J$ in $W$. That is, $W = W_J W(J)$ (see, for example, [Li]). The following lemma is very useful in actual computation.

**Lemma 3.3** (cf. [Ka1], [Ka2], [Li]). Suppose $w = w' r_j$ and $l(w) = l(w') + 1$. Then $w \in W(J)$ if and only if $w' \in W(J)$ and $w'(\alpha_j) \in \Delta_J^+$. 


Proposition 3.4 ([GL], [Li]).

\[(3.9) \quad H_k(g^−_d) \cong \bigoplus_{w \in W(J), l(w) = k} V_J(w\rho - \rho),\]

where \(V_J(\mu)\) denotes the irreducible highest weight \(g^−_d\)-module with highest weight \(\mu\).

Therefore, the homology space for the algebra \(g^−_d\) is equal to

\[(3.10) \quad H(J) = \sum_{k=1}^{\infty} (-1)^{k+1} H_k(g^−_d) = \sum_{k=1}^{\infty} (-1)^{k+1} \sum_{w \in W(J), l(w) = k} V_J(w\rho - \rho)\]

and hence the denominator identity for the algebra \(g^−_d\) is the same as

\[(3.11) \quad \prod_{\alpha \in Q^−(J)} (1 - e^{\alpha})^{\dim g_\alpha} = \sum_{w \in W(J)} (-1)^{l(w)} \text{ch} V_J(w\rho - \rho).\]

In particular, when \(J = \phi\), we have \(W(J) = W\), and we recover the usual denominator identity (3.7).

Let \(P(H(J)) = \{ \alpha \in Q^−(J) \mid \dim H_\alpha^−(J) \neq 0 \} = \{ \tau_1, \tau_2, \tau_3, \ldots \}\), and \(d(i) = \dim H_{\tau_i}^−(J)\) for \(i = 1, 2, 3, \ldots\). For \(\tau \in Q^−(J)\), we denote by \(T^−(J)(\tau)\) the set of all partitions of \(\tau\) into a sum of \(\tau_i\)’s as defined in (1.11), and let \(W^−(J)(\tau)\) be the Witt partition function as defined in (1.12). Then our dimension formula (1.13) yields a closed form root multiplicity formula for all symmetrizable Kac-Moody algebras.

Theorem 3.5 (cf. [Ka5]). Let \(\alpha \in \Delta^−(J)\) be a root of a symmetrizable Kac-Moody algebra \(g\). Then we have

\[(3.12) \quad \dim g_\alpha = \sum_{d|\alpha} \frac{1}{d} \mu(d) W(J) \left( \frac{\alpha}{d} \right)\]

\[= \sum_{d|\alpha} \frac{1}{d} \sum_{s \in T^−(J)(\frac{\alpha}{d})} \frac{|s| - 1)!}{s!} \prod_{i=1}^{s} d(i)^{s_i} .\]

If \(J = \phi\), then the homology space is equal to

\[(3.13) \quad H(\phi) = \sum_{w \in W, l(w) \geq 1} (-1)^{l(w) + 1} C_{w\rho - \rho},\]

and hence \(P(H(\phi)) = \{ w\rho - \rho \mid w \in W, l(w) \geq 1 \}\). Let \(\tau_i = w_i\rho - \rho\) for \(i = 1, 2, 3, \ldots\) be an enumeration of \(P(H(\phi))\), and denote by \(T^\phi(\tau)\) the set of all partitions of \(\tau\).
determine its root multiplicities using the Fibonacci-type sequences (3.12) to the rank 2 hyperbolic Kac-Moody algebra by induction, we obtain

\[ g \]

Corollary 3.6 ([BM]).

(3.14) \[ \dim g_{\alpha} = \sum_{d | \alpha} \frac{1}{d} \mu(d) \sum_{s \in T^{(\phi)}(\frac{\alpha}{d})} \frac{(|s| - 1)!}{s!} \prod (-1)^{(l(w_{s})+1)} s_{i}. \]

3.3. Rank 2 hyperbolic Kac-Moody algebras. Let \( A = \begin{pmatrix} 2 & -a \\ -b & 2 \end{pmatrix} \) be a generalized Cartan matrix with \( a \geq b \) and \( ab > 4 \). Since \( \begin{pmatrix} 1 & 0 \\ 0 & \frac{a}{b} \end{pmatrix} A = \begin{pmatrix} 2 & -a \\ -\frac{a}{b} & 2 \end{pmatrix} \), \( A \) is symmetrizable, and the Kac-Moody algebra \( g = g(a, b) \) associated with \( A \) is of hyperbolic type [K3, Ch.4]. In this subsection, we will apply our root multiplicity formula (3.12) to the rank 2 hyperbolic Kac-Moody algebra \( g = g(a, b) \), and determine its root multiplicities using the Fibonacci-type sequences \( \{ A_{n} \}_{n \geq 0} \) and \( \{ B_{n} \}_{n \geq 0} \) defined by

(3.15) \[ \begin{align*}
A_{0} &= B_{0} = 0, \quad A_{1} = B_{1} = 1, \\
A_{n+2} &= aB_{n+1} - A_{n} + 1, \\
B_{n+2} &= bA_{n+1} - B_{n} + 1 \quad (n \geq 0)
\end{align*} \]

(see also [K3, Exercise 5.25]).

We first take \( J = \phi \). Then \( g_{\phi}^{(J)} = Ch_{0} \oplus Ch_{1} \) is the Cartan subalgebra and \( W(\phi) = W \), the full Weyl group, which is the free product of two cyclic groups of order 2. Thus we have an explicit description of \( W \):

(3.16) \[ W = \{ 1, r_{0}(r_{1}r_{0})^{j}, r_{1}(r_{0}r_{1})^{j}, (r_{0}r_{1})^{j+1}, (r_{1}r_{0})^{j+1} \mid j \geq 0 \}, \]

and the homology space \( H^{(\phi)} \) is equal to

\[ H^{(\phi)} = \sum_{w \in W, l(w) \geq 1} (-1)^{(l(w)+1)} C_{wp-\rho} \]

\[ = \sum_{j \geq 0} (C_{r_{0}(r_{1}r_{0})^{j}p-\rho} \oplus C_{r_{1}(r_{0}r_{1})^{j}p-\rho}) \]

\[ \oplus \sum_{j \geq 0} (C_{(r_{0}r_{1})^{j+1}p-\rho} \oplus C_{(r_{1}r_{0})^{j+1}p-\rho}). \]

By induction, we obtain

(3.17) \[ \begin{align*}
r_{0}(r_{1}r_{0})^{j}p-\rho &= -A_{2j+1}a_{0} - B_{2j}a_{1}, \\
r_{1}(r_{0}r_{1})^{j}p-\rho &= -A_{2j}a_{0} - B_{2j+1}a_{1}, \\
(r_{0}r_{1})^{j+1}p-\rho &= -A_{2j+2}a_{0} - B_{2j+1}a_{1}, \\
(r_{1}r_{0})^{j+1}p-\rho &= -A_{2j+1}a_{0} - B_{2j+2}a_{1}.
\end{align*} \]
It follows that
\[
H^{(\phi)} = \sum_{j \geq 0} \left( C_{-A_{2j+1} \alpha_0 - B_{2j} \alpha_1} \right) \oplus \sum_{j \geq 0} \left( C_{-A_{2j+2} \alpha_0 - B_{2j+1} \alpha_1} \oplus C_{-A_{2j+1} \alpha_0 - B_{2j+2} \alpha_1} \right)
\]
\[
\quad \quad \quad \quad = \sum_{i=1}^{\infty} (-1)^i \left( C_{-\lambda_i - B_i \alpha_1} \oplus C_{-\alpha_0 - B_{i+1} \alpha_1} \right).
\]

(3.18)

Therefore, by identifying \(-k\alpha_0 - l\alpha_1 \in Q^-\) with \((k, l) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0}\), we have
\[
P(H^{(\phi)}) = \{(A_{i+1}, B_i), (A_i, B_{i+1})| i \geq 0\}
\]
and
\[
\dim H^{(\phi)}_{(A_{i+1}, B_i)} = \dim H^{(\phi)}_{(A_i, B_{i+1})} = (-1)^i \quad (i \geq 0).
\]

Hence the denominator identity of the algebra \(g^{(\phi)}\) is equal to
\[
\prod_{m,n \in \mathbb{Z}_{\geq 0}} (1 - p^m q^n)^{\dim g_{(m,n)}} = 1 - \sum_{i=0}^{\infty} (-1)^i (p^{A_{i+1}} q^{B_i} + p^{A_i} q^{B_{i+1}}),
\]

(3.21)

where \(p = e^{-\alpha_0}, q = e^{-\alpha_1}\). Moreover, the set \(T^{(\phi)}\) of all the partitions of \((k, l)\) into a sum of \((A_{i+1}, B_i)\)'s and \((A_i, B_{i+1})\)'s \((i, j \geq 0)\) is given by
\[
T^{(\phi)}(k, l) = \{(s; t) = (s_i; t_j)| i,j \geq 0 | s_i, t_j \in \mathbb{Z}_{\geq 0},
\]
\[
\sum_{i \geq 0} s_i(A_{i+1}, B_i) + \sum_{j \geq 0} t_j(A_{j+1}, B_j) = (k, l)\},
\]

(3.22)

and the Witt partition function \(W^{(\phi)}(k, l)\) is the same as
\[
W^{(\phi)}(k, l) = \sum_{(s,t) \in T^{(\phi)}(k,l)} \frac{(|s| + |t| - 1)!}{s! \ t!} (-1)^{\sum i s_i + \sum j t_j}.
\]

(3.23)

Therefore, our root multiplicity formula (3.12) yields:

**Proposition 3.7.** Let \(g = g(a, b)\) be the hyperbolic Kac-Moody algebra associated with the generalized Cartan matrix \(A = \begin{pmatrix} 2 & -a \\ -b & 2 \end{pmatrix}\) with \(a \geq b\) and \(ab > 4\). Then, for the root \(\alpha = -\alpha_0 - \alpha_1\), we have
\[
\dim g_{\alpha} = \sum_{d|\langle m,n \rangle} \frac{1}{d^2} \mu(d) W^{(\phi)} \left( \frac{m}{d}, \frac{n}{d} \right)
\]
\[
\quad \quad \quad \quad = \sum_{d|\langle m,n \rangle} \frac{1}{d^2} \mu(d) \sum_{(s,t) \in T^{(\phi)}(\frac{m}{d}, \frac{n}{d})} \frac{(|s| + |t| - 1)!}{s! \ t!} (-1)^{\sum i s_i + \sum j t_j}.
\]

(3.24)

**Example 3.8.** Let \(a = 4\) and \(b = 3\). We will compute the multiplicity of the root \(\alpha = -5\alpha_0 - 4\alpha_1\) of the hyperbolic Kac-Moody algebra \(g = g(4, 3)\). By the formula (3.24), we have
\[
\dim g(4, 3)_{(5, 4)} = W^{(\phi)}(5, 4).
\]
The first few terms of the sequences \( \{A_n\}_{n \geq 0} \) and \( \{B_n\}_{n \geq 0} \) are
\[
A_0 = B_0 = 0, \quad A_1 = B_1 = 1, \quad A_2 = 5, \quad B_2 = 4,
A_3 = 16, \quad B_3 = 15, \quad \cdots.
\]

Hence \( P(H^{(\phi)}) = \{(1,0), (0,1), (5,1), (1,4), (16,4), (5,15), \cdots\} \), where
\[
\text{mult}(1,0) = \text{mult}(0,1) = 1,
\text{mult}(5,1) = \text{mult}(1,4) = -1,
\text{mult}(16,4) = \text{mult}(5,15) = 1, \quad \cdots.
\]

Since \( (5,4) = 5(1,0) + 4(0,1) = 4(1,0) + (1,4) = (5,1) + 3(0,1) \), we get
\[
W^{(\phi)}(5,4) = \frac{8!}{54!} + \frac{4!}{4!}(-1) + \frac{3!}{3!}(-1) = 12.
\]

Hence \( \dim g^{(4,3)}(5,4) = W^{(\phi)}(5,4) = 12 \)

Now we take \( J = \{1\} \). Then \( g_0^{(J)} = \langle e_1, f_1, h_1 \rangle \oplus \mathfrak{ch}_0 \cong \mathfrak{sl}(2, \mathbb{C}) \oplus \mathfrak{ch}_0 \), \( W(J) = \{1, r_0(r_1 r_j)^q, (r_0 r_j)^{q+1} \mid j \geq 0\} \), and
\[
H^{(J)} = \sum_{\substack{w \in W(J) \\
l(w) \geq 1}} (-1)^{l(w)+1} V_J(w \rho - \rho)
= \sum_{j=0}^{\infty} (V_J(-A_{2j+1} \alpha_0 - B_{2j} \alpha_1) \oplus V_J(-A_{2j+2} \alpha_0 - B_{2j+1} \alpha_1))
= \sum_{i=0}^{\infty} (-1)^i V_J(-A_{i+1} \alpha_0 - B_i \alpha_1),
\]
where \( V_J(\mu) \) denotes the \((\mu(h_1) + 1)\)-dimensional irreducible representation over \( \mathfrak{sl}(2, \mathbb{C}) \). Since \((-A_{i+1} \alpha_0 - B_i \alpha_1)(h_1) = bA_{i+1} - 2B_i \), we have
\[
P(H^{(J)}) = \{(A_{i+1}, B_i + j) \mid i \geq 0, 0 \leq j \leq bA_{i+1} - 2B_i\}
\]
and
\[
\dim H^{(J)}_{(A_{i+1}, B_i + j)} = (-1)^i.
\]

Hence the denominator identity for the algebra \( g^{(J)} \) is equal to
\[
\prod_{\substack{m \in \mathbb{Z}_{\geq 0} \\
n \in \mathbb{Z}_{\geq 0}}} (1 - p^m q^n)^{\dim g_{(m,n)}} = 1 - \sum_{i=0}^{\infty} bA_{i+1} - 2B_i \sum_{j=0}^{\infty} (-1)^j p^{A_{i+1}} q^{B_i+j}.
\]

The set \( T^{(J)}(k,l) \) of the partitions of \((k,l)\) into a sum of \((A_{i+1}, B_i + j)\)'s is given by
\[
T^{(J)}(k,l) = \{ s = (s_{ij})_{i,j \geq 0} \mid s_{ij} \in \mathbb{Z}_{\geq 0}, \sum s_{ij}(A_{i+1}, B_i + j) = (k,l) \},
\]
and the Witt partition function \( W^{(J)}(k,l) \) is the same as
\[
W^{(J)}(k,l) = \sum_{s \in T^{(J)}(k,l)} \frac{(|s| - 1)!}{s!} (-1)^{\sum s_{ij}}.
\]

Therefore, our root multiplicity formula (3.12) yields:
Proposition 3.9. Let \( g = g(a, b) \) be the hyperbolic Kac-Moody algebra associated with the generalized Cartan matrix \( A = \begin{pmatrix} 2 & -a \\ -b & 2 \end{pmatrix} \) with \( a \geq b \) and \( ab > 4 \). Then, for the root \( \alpha = -\theta_0 - \theta_1 \), we have
\[
\dim g_{\alpha} = \sum_{d|\langle m, n \rangle} \frac{1}{d} \mu(d) W^{(d)} \left( \frac{m}{d}, \frac{n}{d} \right)
\]
(3.31)
\[
= \sum_{d|\langle m, n \rangle} \frac{1}{d} \mu(d) \sum_{s \in T_{(J)}(\mathbb{F}, \mathbb{H})} \frac{|s| - 1}{s!} (-1)^{\sum i s_{i,j}}.
\]

Example 3.10. We compute the multiplicity of the root \( \alpha = -5\theta_0 - 4\theta_1 \) of the algebra \( g = g(4, 3) \) which we considered in Example 3.8. The formula (3.31) gives
\[
\dim g_{(4, 3)} = W^{(J)}((5, 4)) = 12.
\]
By (3.26), we get
\[
P(H^{(J)}) = \{ (1, 0), (1, 1), \ldots, (1, 3), (5, 1), (5, 2), \ldots, (5, 13), (16, 4), \ldots \},
\]
where
\[
\text{mult}(1, 0) = \cdots = \text{mult}(1, 3) = 1,
\]
\[
\text{mult}(5, 1) = \cdots = \text{mult}(5, 13) = -1,
\]
\[
\text{mult}(16, 4) = 1, \ldots.
\]
Since the partitions of \((5, 4)\) are given by
\[
(5, 4) = 2(1, 0) + 2(1, 1) + (1, 2) = 3(1, 0) + 2(1, 2)
\]
\[
= 3(1, 0) + (1, 1) + (1, 3) = (1, 0) + 4(1, 1),
\]
we get
\[
W^{(J)}((5, 4)) = \frac{4!}{2!2!} + \frac{4!}{3!2!} + \frac{4!}{3!} + \frac{4!}{4!} + (-1) = 12.
\]
Hence \( \dim g_{(4, 3)} = 12 \), as we have seen in Example 3.8.

3.4. The hyperbolic Kac-Moody algebra \( \mathfrak{g} \). Let \( \mathfrak{g} \) be the hyperbolic Kac-Moody algebra associated with the generalized Cartan matrix
\[
A = (a_{ij})_{i,j=-1,0,1} = \begin{pmatrix} 2 & -1 & 0 \\ -1 & 2 & -2 \\ 0 & -2 & 2 \end{pmatrix},
\]
and \( I = \{-1, 0, 1\} \) be the index set for the simple roots of \( \mathfrak{g} \). We will apply our root multiplicity formula (3.12) to the algebra \( \mathfrak{g} \) and give three different formulas for the root multiplicities of \( \mathfrak{g} \).

We first take \( J = \{0, 1\} \). Then \( \mathfrak{g}_0^{(J)} = \langle e_0, e_1, f_0, f_1, h_0, h_1 \rangle + \mathfrak{h} \) is isomorphic to the affine Kac-Moody algebra \( A^{(1)}_1 \), and the elements of \( W(J) \) can be determined by using Lemma 3.3. For example, we have
\[
W(J) = \{ r_{-1}, r_{-1}r_0, r_{-1}r_0r_1, r_{-1}r_0r_1r_0, \ldots \},
\]
and (3.10) yields
\[
H^{(J)} = V_J(-\alpha_{-1}) \oplus V_J(-2\alpha_{-1} - \alpha_0) \oplus V_J(-4\alpha_{-1} - 3\alpha_0 - \alpha_1)
\]
\[
\oplus V_J(-7\alpha_{-1} - 6\alpha_0 - 3\alpha_1) \oplus \cdots,
\]
where $V_J(\lambda)$ denotes the irreducible highest weight module over the affine Kac-Moody algebra $A^{(1)}_1$.

The multiplicity of the weight $\mu$ in $V_J(\lambda)$ is given by the number of $\lambda$-paths of weight $\mu$, denoted by $P_{\lambda,\mu}$, arising from the crystal base theory of quantum affine Lie algebras [KMN]. For a root $\alpha \in \Delta^-(J)$, let $P(H^{(J)})_{\leq \alpha} = \{\tau_1, \tau_2, \tau_3, \cdots\}$ be the set of weights of $H^{(J)}$ that can appear as summands in an expression of $\alpha$, and for any $\tau$ dividing $\alpha$, let $T^{(J)}(\tau)$ be the set of all partitions of $\tau$ into a sum of $\tau$'s. Then we have

$$P_i \overset{\text{def}}{=} \dim H^{(J)}_{\tau_i} = \sum_{w \in W(J) \atop l(w) \geq 1} (-1)^{l(w)+1} P_{w\rho-\rho,\tau_i},$$

and the Witt partition function $W^{(J)}(\tau)$ is given by

$$W^{(J)}(\tau) = \sum_{s \in T^{(J)}(\tau)} \frac{(|s| - 1)!}{s!} \prod P_i^{s_i}.$$

Therefore, our root multiplicity formula (3.12) yields:

**Proposition 3.11.** Let $\alpha \in \Delta^-(J)$ be a root of the hyperbolic Kac-Moody algebra $\mathfrak{g}$. Then we have

$$\dim \mathfrak{g}_\alpha = \sum_{d \mid \alpha} \frac{1}{d} \mu(d) W^{(J)} \left( \frac{\alpha}{d} \right)$$

$$= \sum_{d \mid \alpha} \frac{1}{d} \mu(d) \sum_{s \in T^{(J)}(\frac{\alpha}{d})} \frac{(|s| - 1)!}{s!} \prod P_i^{s_i}.$$

Next, we take $J = J_1 = \{-1, 0\}$. Then $\mathfrak{g}_0^{(J_1)} = \{e_-, e_0, f_-, f_0, h_-, h_0\} + \mathfrak{h} \cong sl(3, \mathbb{C}) + \mathfrak{h}$, and the elements of $W(J_1)$ can be determined by using Lemma 3.3. Hence we have

$$W(J_1) = \{r_1, r_1 r_0, r_1 r_0 r_1, r_1 r_0 r_1 r_0, \cdots\},$$

and (3.10) yields

$$H^{(J_1)} \cong V_{J_1}(-\alpha_1) \oplus V_{J_1}(-\alpha_0 - 3\alpha_1) \oplus V_{J_1}(-3\alpha_0 - 6\alpha_1) \oplus V_{J_1}(-\alpha_{-1} - 2\alpha_0 - 5\alpha_1) \oplus \cdots,$$

where $V_{J_1}(\lambda)$ denotes the irreducible highest weight module over $sl(3, \mathbb{C})$.

The multiplicity of the weight $\mu$ in $V_{J_1}(\lambda)$ is given by the number of semi-standard tableaux of shape $\lambda$ with weight $\mu$, denoted by $K_{\lambda,\mu}$, which is called the *Kostka number* (see, for example, [BBL]. For a root $\alpha \in \Delta^-(J_1)$, let $P(H^{(J_1)})_{\leq \alpha} = \{\tau_1, \tau_2, \tau_3, \cdots\}$ be the set of weights of $H^{(J_1)}$ that can appear as summands in an expression of $\alpha$, and for any $\tau$ dividing $\alpha$, let $T^{(J_1)}(\tau)$ be the set of all partitions of $\tau$ into a sum of $\tau$'s. Then we have

$$K_i \overset{\text{def}}{=} \dim H^{(J_1)}_{\tau_i} = \sum_{w \in W(J_1) \atop l(w) \geq 1} (-1)^{l(w)+1} K_{w\rho-\rho,\tau_i},$$

$$= \sum_{d \mid \alpha} \frac{1}{d} \mu(d) \sum_{s \in T^{(J_1)}(\frac{\alpha}{d})} \frac{(|s| - 1)!}{s!} \prod P_i^{s_i}.$$
and the Witt partition function $W^{(J_1)}(\tau)$ is given by
\begin{equation}
W^{(J_1)}(\tau) = \sum_{s \in T^{(J_1)}(\tau)} \frac{(|s| - 1)!}{s!} \prod K_i^{s_i}.
\end{equation}

Therefore, our root multiplicity formula (3.12) yields:

**Proposition 3.12.** Let $\alpha \in \Delta^-(J_1)$ be a root of the hyperbolic Kac-Moody algebra $\mathfrak{g}$. Then we have
\begin{equation}
dim \mathfrak{g}_\alpha = \sum_{d|\alpha} \frac{1}{d} \mu(d) W^{(J_1)} \left( \frac{\alpha}{d} \right)
\end{equation}
and
\begin{equation}
= \sum_{d|\alpha} \frac{1}{d} \mu(d) \sum_{s \in T^{(J_1)}(\frac{\mathfrak{g}}{\mathfrak{g}})} \frac{(|s| - 1)!}{s!} \prod K_i^{s_i}.
\end{equation}

Finally, we take $J = \phi$. Then $\mathfrak{g}_\phi = \mathfrak{h}$ and $W^{(\phi)} = W$, the full Weyl group. In [FF], it was shown that there is an isomorphism $W \cong PGL(2, \mathbb{Z})$ given by
\begin{equation}
r_{-1} \mapsto \pm \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad r_0 \mapsto \pm \begin{pmatrix} -1 & 1 \\ 0 & 1 \end{pmatrix}, \quad r_1 \mapsto \pm \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\end{equation}
Hence, by (3.10), we have
\begin{equation}
H^{(\phi)} \cong \sum_{w \in W} (-1)^{l(w)+1} C_{w,\rho-\rho} = \sum_{w \in PGL(2, \mathbb{Z}) \setminus \{1\}} (-\det w) C_{w,\rho-\rho},
\end{equation}
and $P(H^{(\phi)}) = \{ w \rho - \rho \mid w \in PGL(2, \mathbb{Z}), w \neq 1 \}$ with $\text{mult}(w \rho - \rho) = -\det w$. Let $\{\tau_i = w_i \rho - \rho \mid i = 1, 2, 3, \cdots \}$ be an enumeration of $P(H^{(\phi)})$, and denote by $T^{(\phi)}$ the set of all partitions of $\tau$ into a sum of $\tau_i$'s. Then we have
\begin{equation}
\dim H^{(\phi)}_{\tau_i} = -\det w_i,
\end{equation}
and the Witt partition function $W^{(\phi)}$ is given by
\begin{equation}
W^{(\phi)}(\tau) = \sum_{s \in T^{(\phi)}(\tau)} \frac{(|s| - 1)!}{s!} \prod (-\det w_i)^{s_i}.
\end{equation}
Therefore, our root multiplicity formula (3.12) yields:

**Proposition 3.13.** Let $\alpha \in \Delta^-$ be a root of the hyperbolic Kac-Moody algebra $\mathfrak{g}$. Then we have
\begin{equation}
dim \mathfrak{g}_\alpha = \sum_{d|\alpha} \frac{1}{d} \mu(d) W^{(\phi)} \left( \frac{\alpha}{d} \right)
\end{equation}
and
\begin{equation}
= \sum_{d|\alpha} \frac{1}{d} \mu(d) \sum_{s \in T^{(\phi)}(\frac{\mathfrak{g}}{\mathfrak{g}})} \frac{(|s| - 1)!}{s!} \prod (-\det w_i)^{s_i}.
\end{equation}

**Remark.** (a) For the root $\alpha = -k \alpha_{-1} - l \alpha_0 - m \alpha_1$ with $k, l, m > 0$, the above three different expressions of the multiplicity of $\alpha$ will yield a combinatorial identity.
(b) It is still an open problem to prove Frenkel’s conjecture on the upper bound of the root multiplicities of $\mathfrak{g}$:
\begin{equation}
\dim \mathfrak{g}_\alpha \leq p \left( 1 - \frac{(\alpha|\alpha)}{2} \right),
\end{equation}
where $p(n)$ denotes the number of partitions of $n$ into a sum of positive integers.
3.5. The extended hyperbolic Kac-Moody algebras $\mathfrak{g}(a,b)$. In [SUM1], N. Sthanumoorthy and A. Uma Maheswari introduced the notion of extended hyperbolic Kac-Moody algebras. More precisely, let $A = (a_{ij})_{i,j \in I}$ be a generalized Cartan matrix and suppose every proper connected subdiagram of the Dynkin diagram of $A$ is of finite, affine, or hyperbolic type. Then the corresponding Kac-Moody algebra $\mathfrak{g} = \mathfrak{g}(A)$ is called an extended hyperbolic Kac-Moody algebra. For example, consider the generalized Cartan matrix

$$A = (a_{ij})_{i,j=-1,0,1} = \begin{pmatrix} 2 & -a & 0 \\ -b & 2 & -2 \\ 0 & -2 & 2 \end{pmatrix} \text{ with } ab \geq 4.$$ 

Then the Kac-Moody algebra $\mathfrak{g}(a,b)$ associated with the matrix $A$ is an extended hyperbolic Kac-Moody algebra.

In [SUM2], the algebra $\mathfrak{g}(a,b)$ was realized as the minimal graded Lie algebra with local part $V \oplus \mathfrak{g}_0 \oplus V^*$, where $\mathfrak{g}_0$ is the affine Kac-Moody algebra $A_1^{(1)}$, $V$ is the irreducible highest weight module over $A_1^{(1)}$ with highest weight $\lambda$ such that $\lambda(h_0) = b$, $\lambda(h_1) = 0$, and $V^*$ is the contragredient module of $V$. When $a = 1$, using the homological methods developed in [Ka1] and [Ka2], N. Sthanumoorthy and A. Uma Maheswari gave a multiplicity formula for the roots of level $\leq 3$. In this work, we will apply our root multiplicity formula to the algebra $\mathfrak{g}(a,b)$ and give a multiplicity formula for all the roots of $\mathfrak{g}(a,b)$ in terms of the number of paths arising from the crystal base theory.

Let $I = \{-1,0,1\}$ be the index set for the simple roots of $\mathfrak{g}(a,b)$ and take $J = \{0,1\}$. Then $\mathfrak{g}(a,b)^{(J)} = \langle e_0, e_1, f_0, f_1, h_0, h_1 \rangle + \mathfrak{h}$ is isomorphic to the affine Kac-Moody algebra $A_1^{(1)}$, and the elements of $W(J)$ can be determined by using Lemma 3.3. Thus we have

$$W(J) = \{r_{-1}, r_{-1}r_0, r_{-1}r_0r_{-1}, r_{-1}r_0r_{-1}r_0, r_{-1}r_0r_{-1}r_0r_{-1}r_1, r_{-1}r_0r_{-1}r_0, \ldots \},$$

and (3.10) yields

$$H^{(J)} \cong V_J(-\alpha_{-1}) \oplus V_J(-a + 1)\alpha_{-1} - \alpha_0$$

$$\oplus V_J(-a(b + 1)\alpha_{-1} - (b + 1)\alpha_0)$$

$$\oplus V_J(-(3a + 1)\alpha_{-1} - 3\alpha_0 - \alpha_1)$$

$$\oplus V_J(-(ab + b - 1)\alpha_{-1} - b(a + 1)\alpha_0)$$

$$\oplus V_J(-a(b + 3)\alpha_{-1} - (b + 3)\alpha_0 - \alpha_1)$$

$$\oplus V_J(-(6a + 1)\alpha_{-1} - 6\alpha_0 - 3\alpha_1) \oplus \cdots,$$

where $V_J(\lambda)$ denotes the irreducible highest weight module over the affine Kac-Moody algebra $A_1^{(1)}$.

The multiplicity of the weight $\mu$ in $V_J(\lambda)$ is given by the number of $\lambda$-paths of weight $\mu$, denoted by $P_{\lambda,\mu}$, as we have seen in the case of the algebra $\mathfrak{g}$. For a root $\alpha \in \Delta^-(J)$, let $P(H^{(J)})_{\leq \alpha} = \{\tau_1, \tau_2, \tau_3, \ldots \}$ be the set of weights of $H^{(J)}$ that can appear as summands in an expression of $\alpha$, and for any $\tau$ dividing $\alpha$, let $T^{(J)}(\tau)$
be the set of all partitions of $\tau$ into a sum of $\tau_i$'s. Then we have
\begin{equation}
\mathcal{P}_i \overset{\text{def}}{=} \text{dim} H^{(J)}_{\tau_i} = \sum_{w \in W(J)} (-1)^{l(w)+1} \mathcal{P}_{w\rho - \rho, \tau_i},
\end{equation}
and the Witt partition function $W^{(J)}(\tau)$ is given by
\begin{equation}
W^{(J)}(\tau) = \sum_{s \in \mathcal{T}^{(J)}(\tau)} \frac{(|s|-1)!}{s!} \prod \mathcal{P}^{s_i}_i.
\end{equation}
Therefore, our root multiplicity formula (3.12) yields:

**Proposition 3.14.** Let $\alpha \in \Delta^-(J)$ be a root of the extended hyperbolic Kac-Moody algebra $\mathfrak{g}(a,b)$. Then we have
\begin{equation}
\text{dim} \mathfrak{g}(a,b)_\alpha = \sum_{d | \alpha} \frac{1}{d} \mu(d) W^{(J)}(\alpha) \left( \frac{\alpha}{d} \right)
\end{equation}
\begin{equation}
= \sum_{d | \alpha} \frac{1}{d} \mu(d) \sum_{s \in T^{(J)}(\frac{\alpha}{d})} \frac{(|s|-1)!}{s!} \prod \mathcal{P}^{s_i}_i.
\end{equation}

**Remark.** The above approach can be applied to a more general class of indefinite Kac-Moody algebras that can be realized as the minimal graded Lie algebras with local part $V \oplus g_0 \oplus V^*$, where $g_0$ is a Kac-Moody algebra of classical finite type or classical affine type, $V$ is a direct sum of irreducible highest weight modules over $g_0$ with dominant integral highest weights, and $V^*$ is the contragredient module of $V$ (cf. [BKM1]). For example, one can give a root multiplicity formula for the indefinite Kac-Moody algebra associated with the generalized Cartan matrix
\begin{equation}
A = \begin{pmatrix}
2 & -a & 0 \\
-b & 2 & -4 \\
0 & -1 & 2
\end{pmatrix}.
\end{equation}
There have been some efforts to understand the root multiplicities of indefinite Kac-Moody algebras, including the algebras $\mathfrak{g}$ and $\mathfrak{g}(a,b)$ (see, for example, [BKM1]–[BKM3], [FF], [Fr], [KMW], [Ka1]–[Ka4], [KM1], [KM2], [SUM2]). However, their general behavior is still mysterious.

### 4. Generalized Kac-Moody algebras

In this section, we will apply our dimension formula (1.13) to generalized Kac-Moody algebras to derive a closed form root multiplicity formula (Theorem 4.4), which enables us to study the structure of a generalized Kac-Moody algebra $\mathfrak{g}$ as a representation of a Kac-Moody algebra $g_0$ contained in $g$. The choice of $g_0$ gives rise to various expressions of the root multiplicities of $g$, which would yield some interesting combinatorial identities. We will discuss the applications of our root multiplicity formula to various generalized Kac-Moody algebras. In particular, by applying our root multiplicity formula to the Monster Lie algebra, we obtain a recursive relation for the coefficients $c(n)$ of the elliptic modular function:
\begin{equation}
j(q) - 744 = \sum_{n=-1}^{\infty} c(n) q^n = q^{-1} + 196884q + 21493760q^2 + \cdots.
\end{equation}
(Corollary 4.10. See also [Ka6], [Ju1], [KaK1].)
4.1. The Weyl-Kac-Borcherds character formula. We first recall some of the basic facts about generalized Kac-Moody algebras ([B2], [Ju2]). Let $I$ be a finite or countably infinite index set. A real matrix $A = (a_{ij})_{i,j \in I}$ is called a Borcherds-Cartan matrix if (i) $a_{ii} = 2$ or $a_{ii} \leq 0$ for all $i \in I$, (ii) $a_{ij} \leq 0$ if $i \neq j$ and $a_{ij} \in \mathbb{Z}$ if $a_{ii} = 2$, (iii) $a_{ij} = 0$ implies $a_{ji} = 0$. We assume that the Borcherds-Cartan matrix $A$ is symmetrizable, i.e., there is a diagonal matrix $D = diag(s_i | i \in I)$ with $s_i > 0$ ($i \in I$) such that $DA$ is symmetric. Let $I^r = \{ i \in I | a_{ii} = 2 \}$, $I^m = \{ i \in I | a_{ii} \leq 0 \}$, and let $m_i = (m_i \in \mathbb{Z}_{>0} | i \in I)$ be a collection of positive integers such that $m_i = 1$ for all $i \in I^r$.

**Definition 4.1.** The generalized Kac-Moody algebra $\mathfrak{g} = \mathfrak{g}(A,m)$ associated with a symmetrizable Borcherds-Cartan matrix $A = (a_{ij})_{i,j \in I}$ of charge $m = (m_i | i \in I)$ is the Lie algebra generated by the elements $h_i, d_i (i \in I)$, $e_{ik}, f_{ik} (i \in I, k = 1, \cdots, m_i)$ with the defining relations:

\[
\begin{align*}
&[h_i, h_j] = [d_i, d_j] = [h_i, d_j] = 0, \\
&[h_i, e_{ji}] = a_{ij} e_{ji}, \quad [h_i, f_{ji}] = -a_{ij} f_{ji}, \\
&[d_i, e_{ji}] = \delta_{ij} e_{ji}, \quad [d_i, f_{ji}] = -\delta_{ij} f_{ji}, \\
&[e_{ik}, f_{jl}] = \delta_{ij} \delta_{kl} h_i, \\
&(ade_{ik})^{1-a_{ij}} (e_{ji}) = (adf_{ik})^{1-a_{ij}} (f_{ji}) = 0 \quad \text{if} \quad a_{ii} = 2, i \neq j, \\
&(e_{ik}, e_{jl}) = [f_{ik}, f_{jl}] = 0 \quad \text{if} \quad a_{ij} = 0
\end{align*}
\]

(i, j $\in I, k = 1, \cdots, m_i, l = 1, \cdots, m_j$).

The subalgebra $\mathfrak{h} = (\bigoplus_{i \in I} \mathfrak{C} h_i) \oplus (\bigoplus_{i \in I} \mathfrak{C} d_i)$ is called the Cartan subalgebra of $\mathfrak{g}$. For each $i \in I$, we define a linear functional $\alpha_i \in \mathfrak{h}^*$ by

\[
\alpha_i(h_j) = a_{ij}, \quad \alpha_i(d_j) = \delta_{ij} \quad (i, j \in I).
\]

The linear functionals $\alpha_i (i \in I)$ are called the simple roots of $\mathfrak{g}$.

Let $Q = \bigoplus_{i \in I} \mathbb{Z} \alpha_i$, $Q^+ = \sum_{i \in I} \mathbb{Z}_{\geq 0} \alpha_i$, and $Q^- = -Q^+$. We define a partial ordering $\geq$ on $\mathfrak{h}^*$ by $\lambda \geq \mu$ if and only if $\lambda - \mu \in Q^+$. The generalized Kac-Moody algebra $\mathfrak{g} = \mathfrak{g}(A,m)$ has the root space decomposition

\[
\mathfrak{g} = \bigoplus_{\alpha \in Q} \mathfrak{g}_\alpha, \quad \text{where} \quad \mathfrak{g}_\alpha = \{ x \in \mathfrak{g} | [h, x] = \alpha(h)x \ \text{for all} \ h \in \mathfrak{h} \}.
\]

An element $\alpha \in Q$ is called a root if $\alpha \neq 0$ and $\mathfrak{g}_\alpha \neq 0$, and $\dim \mathfrak{g}_\alpha$ is called the multiplicity of the root $\alpha$. A root $\alpha > 0$ (resp. $\alpha < 0$) is called positive (resp. negative). As in the case of Kac-Moody algebras, all the roots are either positive or negative. We denote by $\Delta, \Delta^+$, and $\Delta^-$ the set of all roots, positive roots, and negative roots, respectively. Let $\mathfrak{g}_+ = \bigoplus_{\alpha > 0} \mathfrak{g}_\alpha$ and $\mathfrak{g}_- = \bigoplus_{\alpha < 0} \mathfrak{g}_\alpha$. Then we have the triangular decomposition

\[
\mathfrak{g} = \mathfrak{g}_- \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_+.
\]

For each $i \in I^r$, we define the simple reflection $r_i \in \mathfrak{h}^*$ by $r_i(\lambda) = \lambda - \lambda(h_i)\alpha_i$ ($\lambda \in \mathfrak{h}^*$). The subgroup $W$ of $GL(\mathfrak{h}^*)$ generated by the $r_i$’s ($i \in I^r$) is called the Weyl group of $\mathfrak{g}$. Let $\rho \in \mathfrak{h}^*$ be a linear functional satisfying $\rho(h_i) = \frac{1}{2} a_{ii}$ for all $i \in I$. Since the Borcherds-Cartan matrix $A = (a_{ij})_{i,j \in I}$ is symmetrizable, there is a $W$-invariant symmetric bilinear form $(\ | \ )$ on $Q \oplus \mathbb{Z} \rho$ satisfying $(\alpha_i | \alpha_j) = s_j a_{ij}$ and $(\rho | \alpha_i) = \frac{1}{2} (\alpha_i | \alpha_i)$ for all $i, j \in I$. We say that a root $\alpha$ is real if $(\alpha | \alpha) > 0$, and imaginary if $(\alpha | \alpha) \leq 0$. In particular, the simple root $\alpha_i$ is real if $a_{ii} = 2$, and
imaginary if $a_{ii} \leq 0$. Note that the imaginary simple roots may have multiplicity $> 1$.

As in the case of Kac-Moody algebras, we can define $\mathfrak{h}$-diagonalizable modules, highest weight modules, Verma modules, irreducible highest weight modules, etc. for symmetrizable generalized Kac-Moody algebras.

Let $P^+ = \{ \lambda \in \mathfrak{h}^* | \lambda(h_i) \geq 0 \}$ for all $i \in I$, $\lambda(h_i) \in \mathbb{Z}_{\geq 0}$ if $a_{ii} = 2$, and let $V(\lambda)$ be the irreducible highest weight module over $\mathfrak{g}$ with highest weight $\lambda$. We denote by $T$ the set of all imaginary simple roots counted with multiplicities, and for $F \subset T$, we write $F \perp \lambda$ if $\lambda(h_i) = 0$ for all $\alpha_i \in F$. Then the character of $V(\lambda)$ is given by the Weyl-Kac-Borcherds formula:

**Proposition 4.2** ([B2], [K3]).

\[
\text{ch} V(\lambda) = \sum_{w \in W} (-1)^{l(w)+|F|} e^{w(\lambda+\rho-s(F))} \prod_{\alpha \in \Delta} (1 - e^{\alpha})^{\dim g_\alpha},
\]

(4.6) where $F$ runs over all the finite subsets of $T$ such that any two distinct elements in $F$ are mutually perpendicular, $|F|$ denotes the number of elements in $F$, and $s(F)$ is the sum of elements in $F$.

Letting $\lambda = 0$, we obtain the denominator identity for symmetrizable generalized Kac-Moody algebras:

\[
\prod_{\alpha \in \Delta^-} (1 - e^{\alpha})^{\dim g_\alpha} = \sum_{w \in W} (-1)^{l(w)+|F|} e^{w(\rho-s(F))}.
\]

(4.7)

### 4.2. The root multiplicity formula

Let $J$ be a finite subset of $I^{re}$ and we denote by $\Delta_J = \Delta \cap (\sum_{j \in J} \mathbb{Z} \alpha_j)$, $\Delta_J^\pm = \Delta_J \cap \Delta^\pm$, and $\Delta_J^\pm(\pm) = \Delta^\pm \setminus \Delta_J^\pm$. We also denote by $Q_J = Q \cap (\sum_{j \in J} \mathbb{Z} \alpha_j)$, $Q_J^\pm = Q_J \cap Q^\pm$, and $Q^\pm(\pm) = Q^\pm \setminus Q_J^\pm$. Define $\mathfrak{g}_0^{(J)} = \mathfrak{h} \oplus (\bigoplus_{\alpha \in \Delta_J} \mathfrak{g}_\alpha)$, and $\mathfrak{g}_J = \bigoplus_{\alpha \in \Delta(\pm)(J)} \mathfrak{g}_\alpha$. Then we have the triangular decomposition:

\[
\mathfrak{g} = \mathfrak{g}^- \oplus \mathfrak{g}_0^{(J)} \oplus \mathfrak{g}^+(J),
\]

(4.8) where $\mathfrak{g}_0^{(J)}$ is the Kac-Moody algebra (with an extended Cartan subalgebra) associated with the generalized Cartan matrix $A_J = (a_{ij})_{i,j \in J}$, and $\mathfrak{g}_J^-$ (resp. $\mathfrak{g}_J^+$) is a direct sum of irreducible highest weight (resp. lowest weight) modules over $\mathfrak{g}_0^{(J)}$.

Let $W_J = \{ r_j \mid j \in J \}$ be the subgroup of $W$ generated by the simple reflections $r_j$ ($j \in J$), and let $W(J) = \{ w \in W \mid w \Delta^- \cap \Delta^+ \subset \Delta^+(J) \}$. Then $W_J$ is the Weyl group of the Kac-Moody algebra $\mathfrak{g}_0^{(J)}$ and $W(J)$ is the set of right coset representatives of $W_J$ in $W$. Moreover, the elements in $W(J)$ can be determined by Lemma 3.3.

As in the case of symmetrizable Kac-Moody algebras, we view $\mathfrak{g}_J^-$ as the $Q(J)^-$-graded Lie algebra and apply our dimension formula to the algebra $\mathfrak{g}_J^-$. First of all, we need to determine the homology space

\[
H^{(J)} = \bigoplus_{k=1}^{\infty} (-1)^{k+1} \text{H}_k(\mathfrak{g}^-_J) = H_1(\mathfrak{g}^-_J) \oplus H_2(\mathfrak{g}^-_J) \oplus H_3(\mathfrak{g}^-_J) \oplus \cdots.
\]

In [N], S. Naito proved the Kostant formula for the homology of generalized Kac-Moody algebras under the assumption that the index set $I$ is finite. In this case, we
can derive the denominator identity for the algebra \( \mathfrak{g}^{(J)} \) using the Euler-Poincaré principle. However, many interesting generalized Kac-Moody algebras such as the Monster Lie algebra have the Borcherds-Cartan matrix indexed by a countably infinite set. Therefore, even though we believe Naito’s method can be generalized to a more general class of generalized Kac-Moody algebras, we will derive the denominator identity for the algebra \( \mathfrak{g}^{(J)} \) directly from the Weyl-Kac-Borcherds character formula.

**Proposition 4.3** (cf. [Ka6]). Let \( J \) be a finite subset of \( \Gamma^c \). Then we have

\[
\prod_{\alpha \in Q^-(J)} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha} = \sum_{w \in W(J)} (-1)^{l(w) + |F|} \text{ch} V_J (w(\rho - s(F)) - \rho),
\]

where \( V_J(\mu) \) denotes the irreducible highest weight module over the symmetrizable Kac-Moody algebra \( \mathfrak{g}^{(J)} \) with highest weight \( \mu \).

**Proof.** Let \( P^+_J \subset P^+ \) be the set of all \( \lambda \in \mathfrak{h}^* \) such that \( \lambda(h_j) \in \mathbb{Z}_{\geq 0} \) for all \( j \in J \). We first show that \( w(\rho - s(F)) - \rho \in P^+_J \) for all \( w \in W(J) \). Since \( w(\rho - s(F)) - \rho \in Q^- \), it is clear that \( (w(\rho - s(F)) - \rho)(h_j) \in \mathbb{Z} \) for all \( j \in J \). Thus it remains to show that \( (w(\rho - s(F)) - \rho)(h_j) \geq 0 \) for all \( j \in J \). For each \( j \in J \), since \( w \in W(J) \), we have \( w^{-1}(\alpha_j) > 0 \). Hence \( (w\rho)(\alpha_j) = (\rho(w^{-1}(\alpha_j)) > 0 \), which implies \( (w\rho)(h_j) = \frac{2(w\rho)(\alpha_j)}{(\alpha_j)_{\alpha_j}} > 0 \). Therefore, \( (w\rho - \rho)(h_j) = (w\rho)(h_j) - 1 \geq 0 \). Moreover, since \( J \subset \Gamma^c \), we have \( s(F)(h_j) \leq 0 \) for all \( j \in J \). Hence \( (w(\rho - s(F)) - \rho)(h_j) \geq 0 \) for all \( j \in J \).

Now, by the Weyl-Kac character formula, we have

\[
\text{ch} V_J (w(\rho - s(F)) - \rho) = \sum_{w' \in W_J} (-1)^{l(w')} e^{w'w(\rho - s(F)) - \rho} \prod_{\alpha \in Q^-(J)} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha}.
\]

Therefore, the right-hand side of (4.9) yields

\[
\sum_{w \in W(J)} (-1)^{l(w) + |F|} \text{ch} V_J (w(\rho - s(F)) - \rho)
\]

\[
= \sum_{w \in W(J)} (-1)^{l(w) + |F|} \sum_{w' \in W_J} (-1)^{l(w')} e^{w'w(\rho - s(F)) - \rho} \prod_{\alpha \in Q^-(J)} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha}
\]

\[
= \sum_{w \in W(J)} (-1)^{l(w) + |F|} e^{w(\rho - s(F)) - \rho} \prod_{\alpha \in Q^-(J)} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha}
\]

\[
= \frac{\prod_{\alpha \in Q^-} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha}}{\prod_{\alpha \in Q_J} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha}}.
\]

By the denominator identity (4.7), this is equal to

\[
\prod_{\alpha \in Q^-} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha} = \prod_{\alpha \in Q^-(J)} (1 - e^\alpha)^{\text{dim} \mathfrak{g}_\alpha},
\]

which proves the identity (4.9). \( \square \)
Let
\begin{equation}
(4.10) \quad H_k^{(J)} = \bigoplus_{w \in W^{(J)}} \bigoplus_{F \in \mathcal{F}} V_{j}(w(\rho - s(F)) - \rho),
\end{equation}
and define the homology space \( H^{(J)} \) of \( g^{(J)} \) to be
\begin{equation}
(4.11) \quad H^{(J)} = \sum_{k=1}^{\infty} (-1)^{k+1} H_k^{(J)} = \sum_{w \in W^{(J)}} \bigoplus_{F \in \mathcal{F}} (-1)^{|w|+|F|+1} V_{j}(w(\rho - s(F)) - \rho).
\end{equation}

Let \( P(H^{(J)}) = \{ \alpha \in Q^{-}(J) \mid \dim H_{\alpha}^{(J)} \neq 0 \} = \{ \tau_1, \tau_2, \tau_3, \ldots \} \), and \( d(i) = \dim H_{\alpha}^{(J)} \) for \( i = 1, 2, 3, \ldots \). For \( \tau \in Q^{-}(J) \), we denote by \( T^{(J)}(\tau) \) the set of all partitions of \( \tau \) into a sum of \( \tau_i \)'s as defined in (1.11), and let \( W^{(J)}(\tau) \) be the Witt partition function as defined in (1.12). Then our dimension formula (1.13) yields a closed form root multiplicity formula for all symmetrizable generalized Kac-Moody algebras.

**Theorem 4.4 (cf. [Ka6]).** Let \( \alpha \in \Delta^{-}(J) \) be a root of a symmetrizable generalized Kac-Moody algebra \( g \). Then we have
\begin{equation}
(4.12) \quad \dim g_{\alpha} = \sum_{d|\alpha} \frac{1}{d} \mu(d) W^{(J)} \left( \frac{\alpha}{d} \right) = \sum_{d|\alpha} \frac{1}{d} \sum_{s \in T^{(J)}(\frac{\alpha}{d})} (|s| - 1)! \sum_{i \in I^m} d(i)^{s_i}.
\end{equation}

Suppose the Borcherds-Cartan matrix \( A = (a_{ij})_{i,j \in I} \) of charge \( m = (m_i \in \mathbb{Z}_{>0} \mid i \in I) \) satisfies: (i) the set \( I^c \) is finite, (ii) \( a_{ij} \neq 0 \) for all \( i, j \in I^m \). If we take \( J = I^c \), the set of all real indices, then the algebra \( g_{\alpha}^{(J)} = g \otimes \bigoplus_{n \in \Delta^+} g_{\alpha} \) is the Kac-Moody algebra (with an extended Cartan subalgebra) associated with the generalized Cartan matrix \( \hat{A}_J = (a_{ij})_{i,j \in I} \), and the generalized Kac-Moody algebra \( g = g_{\alpha}^{(J)} \oplus g_{0}^{(J)} \oplus g_{\alpha}^{(J)} \) can be realized as the minimal graded Lie algebra with the local part \( V \oplus g_{0}^{(J)} \oplus V^{*} \), where \( V = \bigoplus_{i \in I^m} V_{j}(\rho - \alpha_i) \oplus \mathfrak{m} \), \( V^{*} \) is the contragredient module of \( V \), and \( m_i \)'s are the multiplicities of the imaginary simple roots \( \alpha_i \)'s (cf. [K1], [BKM1], [Ka1], [Ju1]).

By our conditions on the Borcherds-Cartan matrix, the denominator identity of the algebra \( g_{\alpha}^{(J)} \) is the same as
\begin{equation}
(4.13) \quad \prod_{\alpha \in Q^{-}(J)} (1 - e^{\alpha})^{\dim g_{\alpha}} = 1 - \sum_{w \in W^{(J)}} \bigoplus_{F \in \mathcal{F}} \text{ch} V_{j}(w(\rho - s(F)) - \rho)
= 1 - \sum_{i \in I^m} m_i \text{ch} V_{j}(\rho - \alpha_i).
\end{equation}

But, since \( g = g_{\alpha}^{(J)} \oplus g_{0}^{(J)} \oplus g_{\alpha}^{(J)} \) is the minimal graded Lie algebra with the local part \( V \oplus g_{0}^{(J)} \oplus V^{*} \), the algebra \( g_{\alpha}^{(J)} \) is a homomorphic image of the free Lie algebra \( \mathcal{F}^{-} = \bigoplus_{\alpha \in Q^{-}(J)} \mathcal{F}_{\alpha} \), generated by \( V = \bigoplus_{i \in I^m} V_{j}(\rho - \alpha_i) \oplus \mathfrak{m} \). By (2.4), the denominator
identity of the free Lie algebra $\mathcal{F}^-$ is equal to

$$\prod_{\alpha \in Q^-(J)} (1 - e^{\alpha})^{\dim \mathcal{F}_\alpha^-} = 1 - \sum_{i \in I} m_i \text{ch} V_j(-\alpha_i).$$

In particular, $\dim \mathcal{F}_\alpha^- = \dim (g_{-}^{(J)})_\alpha$ for all $\alpha \in Q^-(J)$. Hence the algebra $g_{-}^{(J)}$ is isomorphic to the free Lie algebra generated by $V = \bigoplus_{i \in I} V_j(-\alpha_i)^{\oplus m_i}$. Therefore, we obtain:

**Proposition 4.5** (cf. [Ju1], [JW]). Suppose that a Borcherds-Cartan matrix $A = (a_{ij})_{i,j \in I}$ of charge $\overline{m} = (m_i \in \mathbb{Z}_{>0} | i \in I)$ satisfies: (i) the set $I^\mathbb{R}$ is finite, (ii) $a_{ij} \neq 0$ for all $i, j \in I^m$. Let $J = I^\mathbb{R}$, and consider the corresponding triangular decomposition of the generalized Kac-Moody algebra:

$$g = g(A, \overline{m}) = g_{-}^{(J)} \oplus g_0^{(J)} \oplus g_*^{(J)}.$$

Then the algebra $g_{-}^{(J)} = \bigoplus_{\alpha \in \Delta^{-}(J)} g_{\alpha}$ (resp. $g_{+}^{(J)} = \bigoplus_{\alpha \in \Delta^{+}(J)} g_{\alpha}$) is isomorphic to the free Lie algebra generated by the space $V = \bigoplus_{i \in I^m} V_j(-\alpha_i)^{\oplus m_i}$ (resp. $V^* = \bigoplus_{i \in I^m} V_j^*(\alpha_i)^{\oplus m_i}$), where $V_j(\mu)$ (resp. $V_j^*(\mu)$) denotes the irreducible highest weight (resp. lowest weight) module over the Kac-Moody algebra $g_0^{(J)}$ with highest weight $\mu$ (resp. lowest weight $-\mu$).

**Remark.** Proposition 4.5 shows that, under the above assumptions, the generalized Kac-Moody algebra $g = g_{-}^{(J)} \oplus g_0^{(J)} \oplus g_{+}^{(J)}$ is isomorphic to the maximal graded Lie algebra with local part $V \oplus g_0^{(J)} \oplus V^*$.

### 4.3. Low rank cases.

In this subsection, we will apply our root multiplicity formula (4.12) to the generalized Kac-Moody algebras associated with rank 1 and rank 2 Borcherds-Cartan matrices, and determine their root multiplicities explicitly. As an illustration of the denominator identity (4.9) and the root multiplicity formula (4.12), we consider the rank 1 case first.

Let $A = (a)$ be a Borcherds-Cartan matrix of charge $\overline{m} = (r)$, where $a = 2$ or $a \leq 0$, $r \in \mathbb{Z}_{>0}$, and let $g$ be the generalized Kac-Moody algebra associated with $A = (a)$ and $\overline{m} = (r)$. In this case, we denote by $\alpha$ the only simple root of $g$ (which may have multiplicity $> 1$ if it is imaginary).

If $a = 2$, then we must have $r = 1$, and the simple root $\alpha$ is real. Hence the algebra $g$ is isomorphic to $sl(2, \mathbb{C}) \oplus \mathbb{C}d \cong gl(2, \mathbb{C})$.

If $a < 0$, then the simple root $\alpha$ is imaginary with multiplicity $r \geq 1$, and hence $T = \{\alpha, \cdots, \alpha\}$ (counted $r$ times). Since there is no real simple root, we should take $J = \emptyset$ and $W(J) = W = \{1\}$. Consider a subset $F \subset T$ such that any two distinct elements in $F$ are perpendicular. Since $\langle \alpha|\alpha \rangle = a \neq 0$, $F$ must be either empty or $\{\alpha\}$, which implies

$$(4.14) \quad H = H_1 = C_{-\alpha} \oplus \cdots \oplus C_{-\alpha} \quad (r \text{ copies}).$$

Thus $P(H) = \{-\alpha\}$, $\dim H_{-\alpha} = r$, and the denominator identity for the algebra $g_{-} = \bigoplus_{n=1}^{\infty} g_{-\alpha n}$ is equal to

$$(4.15) \quad \prod_{n=1}^{\infty} (1 - q^n)^{\dim g_{-\alpha n}} = 1 - rq,$$

where $q = e^{-\alpha}$. 
It follows that the algebra $\mathfrak{g}_- = \bigoplus_{n=1}^{\infty} \mathfrak{g}_{-n}$ is isomorphic to the free Lie algebra generated by the homology space $H$, and therefore the Witt formula (2.6) yields

$$\dim \mathfrak{g}_{-n} = \frac{1}{n!} \sum_{d|n} \mu(d) r^n.$$

Indeed, our root multiplicity formula (4.12) gives the same result. Hence the algebra $\mathfrak{g}$ is isomorphic to the maximal graded Lie algebra with local part $H \oplus \mathfrak{h} \oplus H^r$. If $r = 1$, then the algebra $\mathfrak{g}$ is isomorphic to $gl(2, \mathbb{C})$.

If $a = 0$, then the simple root $\alpha$ is imaginary with multiplicity $r \geq 1$, and $T = \{\alpha, \ldots, \alpha\}$ (counted $r$ times) as in the case when $a < 0$. Again, we should take $J = \phi$ and $W(J) = W = \{1\}$. But, since $(\alpha | \alpha) = 0$, we can take $F$ to be any subset of $T$. Therefore, by (4.10), we obtain

$$\dim \mathfrak{g}_{-n} = \begin{cases} r & \text{if } n = 1, \\ 0 & \text{if } n \geq 2. \end{cases}$$

Hence the algebra $\mathfrak{g}$ is isomorphic to the $(2r+1)$-dimensional Heisenberg Lie algebra plus one-dimensional derivations.

On the other hand, we have

$$T(-n \alpha) = \{s = (s_1, \ldots, s_r) | s_i \in \mathbb{Z}_{\geq 0}, s_1 + 2s_2 + \cdots + rs_r = k\} = T_r(k),$$

which is the set of all partitions of $k$ with parts $\leq r$, and the Witt partition function $W(-n \alpha)$ is equal to

$$W(-n \alpha) = \sum_{s \in T_r(k)} \frac{(|s| - 1)!}{s!} \prod_{i=1}^{k} (\frac{-1}{i} \binom{r}{i})^{s_i}.$$

Therefore, by our root multiplicity formula (4.12), we obtain

$$\dim \mathfrak{g}_{-n} = \sum_{d|n} \frac{1}{d} \mu(d) W\left(-\frac{n \alpha}{d}\right)$$

$$= \sum_{d|n} \frac{1}{d} \mu(d) (-1)^{\frac{n}{d}} \sum_{s \in T_r(\frac{n}{d})} \frac{(|s| - 1)!}{s!} (-1)^{|s|} \prod_{i} \frac{r}{i}^{s_i}.$$

Combining (4.22) with (4.19) yields a combinatorial identity

$$\sum_{d|n} \frac{1}{d} \mu(d) (-1)^{\frac{n}{d}} \sum_{s \in T_r(\frac{n}{d})} \frac{(|s| - 1)!}{s!} (-1)^{|s|} \prod_{i} \frac{r}{i}^{s_i} = 0 \text{ for } n \geq 2.$$
Now we consider the generalized Kac-Moody algebra $\mathfrak{g} = \mathfrak{g}(A, m)$ associated with the Borcherds-Cartan matrix $A = \begin{pmatrix} 2 & -a \\ -b & -c \end{pmatrix}$ of charge $m = (1, r)$ with $a, b, c, r \in \mathbb{Z}_{>0}$. Let $I = \{0, 1\}$ be the index set for the simple roots of $\mathfrak{g}$. Then $\alpha_0$ is the real simple root and $\alpha_1$ is the imaginary simple root with multiplicity $r \geq 1$. Thus we have $T = \{\alpha_0, \ldots, \alpha_1\}$ (counted $r$ times), and since $(\alpha_1|\alpha_1) < 0$, $F$ can be either empty or $\{\alpha_1\}$.

If we take $J = \phi$, then $\mathfrak{g}_0^{(J)} = \mathfrak{h}$, the Cartan subalgebra, and $W(\phi) = W = \{1, r_0\}$. Hence by (4.10) we obtain

$$H^{(\phi)} = C_{-\alpha_0} \oplus C_{-\alpha_1} \oplus C_{-(a+1)\alpha_0 - \alpha_1}.$$  

By identifying $g$ and our root multiplicity formula (4.12) yields:

$$(4.27) \quad \dim H^{(\phi)} = 1, \quad \dim H^{(\phi)}_{0, 1} = r, \quad \dim H^{(\phi)}_{a+1, 1} = -r.$$  

Therefore, the denominator identity for the algebra $g^{(\phi)}$ is equal to

$$(4.25) \quad \prod_{m, n \in \mathbb{Z}_{>0}, (m, n) \neq (0, 0)} (1 - p^{-m} q^{-n})^{\dim H^{(\phi)}(m, n)} = 1 - p^{-1} q^{-1},$$  

where $p = e^{-\alpha_0}$ and $q = e^{-\alpha_1}$.

Moreover, the set $T^{(\phi)}(k, l)$ is given by

$$T^{(\phi)}(k, l) = \{s = (\alpha, \beta, \gamma) \mid \alpha, \beta, \gamma \in \mathbb{Z}_{>0}, \alpha(1, 0) + \beta(0, 1) + \gamma(a + 1, 1) = (k, l)\}$$  

$$(4.26) \quad = \{(k - (a + 1)t, l - t, t) \mid t = 0, 1, \ldots, \min\left(\frac{k}{a+1}, l\right)\}.$$  

Hence the Witt partition function $W^{(\phi)}(k, l)$ is equal to

$$W^{(\phi)}(k, l) = r! \sum_{t=0}^{\min\left(\frac{k}{a+1}, l\right)} \frac{(k + l - (a + 1)t - 1)!}{(k - (a + 1)t)! (l - t)! t!} (-1)^t,$$  

and our root multiplicity formula (4.12) yields:

**Proposition 4.6.** Let $\mathfrak{g} = \mathfrak{g}(A, m)$ be the generalized Kac-Moody algebra associated with the Borcherds-Cartan matrix $A = \begin{pmatrix} 2 & -a \\ -b & -c \end{pmatrix}$ of charge $m = (1, r)$ with $a, b, c, r \in \mathbb{Z}_{>0}$.

Then, for the root $\alpha = -m\alpha_0 - n\alpha_1$, we have

$$\dim \mathfrak{g}_0 = \sum_{d|(m, n)} \frac{1}{d} \mu(d) W^{(\phi)}\left(\frac{m}{d}, \frac{n}{d}\right)$$  

$$(4.28) \quad = \sum_{d|(m, n)} \frac{1}{d} \mu(d) r^{\frac{m}{d}} \sum_{t=0}^{\min\left(\frac{m}{d}, \frac{n}{d}\right)} \frac{(m + n - (a + 1)t - 1)!}{(m - (a + 1)t)! (n - (a + 1)t)! t!} (-1)^t.$$
Now, if we take $J = \{0\}$, then $g^{(J)}_0 = \langle e_0, f_0, h_0 \rangle + \mathfrak{h} \cong sl(2, \mathbb{C}) + \mathfrak{h}$, and $W(J) = \{1\}$. By (4.10), we obtain

\begin{equation}
(4.29) \quad H^{(J)} = V_J(-\alpha_1) \oplus \cdots \oplus V_J(-\alpha_1) \quad (r \text{ copies}),
\end{equation}

where $V_J(-\alpha_1)$ is the $(a + 1)$-dimensional irreducible representation of $sl(2, \mathbb{C})$. It follows that $P(H^{(J)}) = \{(i, 1) \mid i = 0, 1, \cdots, a\}$ with $\dim H^{(J)}_{i,1} = r$ for all $i = 0, 1, \cdots, a$. Therefore, the denominator identity for the algebra $g^{(J)}$ is equal to

\begin{equation}
(4.30) \quad \prod_{m \in \mathbb{Z}_{\geq 0} \setminus n \in \mathbb{Z}_{>0}} (1 - p^m q^n)^{\dim g_{\alpha m, n}} = 1 - \frac{rq(1 - p^{a+1})}{1 - p}.
\end{equation}

For $k \in \mathbb{Z}_{\geq 0}$ and $l \in \mathbb{Z}_{>0}$, consider the set

\begin{equation}
T^{(J)}(k, l) = \{ s = (s_0, s_1, \cdots, s_a) \mid s_i \in \mathbb{Z}_{\geq 0}, \quad s_0(0, 1) + s_1(1, 1) + \cdots + s_a(a, 1) = (k, l) \}
\end{equation}

\begin{equation}
= \{ s = (s_0, s_1, \cdots, s_a) \mid s_i \in \mathbb{Z}_{\geq 0}, \quad s_0 + s_1 + \cdots + s_a = l, s_1 + 2s_2 + \cdots + as_a = k \}.
\end{equation}

If $k = 0$, then $s_0 = l$, $s_1 = \cdots = s_a = 0$, which implies $W^{(J)}(0, l) = \frac{1}{r^l}$. It follows that

\[ \dim g_{-\alpha l} = \frac{1}{n} \sum_{d|n} \mu(d)r^\frac{n}{d}. \]

Therefore, the subalgebra $\mathcal{F}_0 = \bigoplus_{m=1}^{\infty} g_{-\alpha m}$ is isomorphic to the free Lie algebra generated by the space $C_{-\alpha_1} \oplus \cdots \oplus C_{-\alpha_1}$ (r copies).

If $k, l > 0$, note that each partition $s \in T^{(J)}(k, l)$ can be written as $s = (s_0, \varphi)$, where $s_0$ runs from 0 to $l - 1$ and $\varphi = (s_1, \cdots, s_a)$ corresponds to a partition of $k$ with parts $\leq a$ of length $l - s_0$. Thus we have

\begin{equation}
T^{(J)}(k, l) = \{ s = (s_0, \varphi) \mid s_0 = 0, 1, \cdots, l - 1, \varphi \in T_a(k) \text{ with } |\varphi| = l - s_0 \}
\end{equation}

\begin{equation}
= \{ s = (l - |\varphi|, \varphi) \mid \varphi \in T_a(k), |\varphi| = 1, 2, \cdots, l \},
\end{equation}

and the Witt partition function $W^{(J)}(k, l)$ is given by

\begin{equation}
(4.33) \quad W^{(J)}(k, l) = r^l \sum_{\varphi \in T_a(k)} \frac{(l - 1)!}{(l - |\varphi|)!|\varphi|!}.
\end{equation}

Therefore, our root multiplicity formula (4.12) yields:

**Proposition 4.7.** Let $g = g(A, m)$ be the generalized Kac-Moody algebra associated with the Borcherds-Cartan matrix $A = \begin{pmatrix} 2 & -a \\ -b & -c \end{pmatrix}$ of charge $m = (1, r)$ with $a, b, c, r \in \mathbb{Z}_{>0}$. 
Then, for the root $\alpha = -m\alpha_0 - n\alpha_1$ with $m, n > 0$, we have
\[
\dim \alpha = \sum_{d|m,n} \frac{1}{d} \mu(d) W^{(J)} \left( \frac{m}{d}, \frac{n}{d} \right)
\]
(4.34)
\[
= \sum_{d|m,n} \frac{1}{d} \mu(d) r^d \sum_{\varphi \in T_a(\frac{d}{d})} \frac{(t - 1)!}{|\varphi|! |\varphi|!}.
\]

Hence the algebra $g$ is isomorphic to the maximal graded Lie algebra with local part $H^{(J)}(s) \oplus (sl(2, C) + h) \oplus H^{(J)}(s)$.

By comparing the formulas (4.28) and (4.34), we can show by induction that $W^{(J)}(k, l) = W^{(J)}(k, l)$ for all $k, l > 0$. Consequently, we obtain the following combinatorial identity:

**Proposition 4.8** (cf. [KaK2]).

\[
\min \left( \left\lfloor \frac{d}{d+1}, \frac{d}{d} \right\rfloor \right) \sum_{t=0}^{\min \left( \left\lfloor \frac{d}{d+1}, \frac{d}{d} \right\rfloor \right)} \frac{(k + l - (a + 1)t - 1)!}{(k - (a + 1)t)! (l - t)!} (-1)^t = \sum_{\varphi \in T_a(k)} \frac{(l - 1)!}{|\varphi|! |\varphi|!}.
\]

(4.35)

### 4.4. Monstrous Lie algebras.

The classification theorem of finite simple groups tells that there are exactly 26 sporadic simple groups besides the family of alternating groups on $n$ letters ($n \geq 5$) and the families of simple groups of Lie type (see, for example, [GLS]). The largest among the sporadic simple groups has order

\[
2^{46} \cdot 3^{20} \cdot 5^{9} \cdot 7^{6} \cdot 11^{2} \cdot 13^{3} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71,
\]

and it is called the *Monster* due to its enormous size.

The trivial character degree of the Monster simple group $G$ is, by definition, one, and the smallest nontrivial irreducible character degree of $G$ is 196883 [FLT]. It was noticed by McKay that $1+196883=196884$, which is the first nontrivial coefficient of the elliptic modular function

\[
j(q) - 744 = \sum_{n \geq -1} c(n) q^n = q^{-1} + 196884 q + 21493760 q^2 + \cdots .
\]

Later, Thompson found that the first few coefficients of the modular function $j(q) - 744$ are simple linear combinations of the irreducible character degrees of $G$ [T]. Motivated by these observations, Conway and Norton conjectured that there exists an infinite dimensional graded representation $V_\ell = \bigoplus_{n \geq -1} V_n^\ell$ of the Monster simple group $G$ with $\dim V_n^\ell = c(n)$ such that the Thompson series

\[
T_\ell(q) = \sum_{n \geq -1} Tr(g V_n^\ell) q^n = \sum_{n \geq -1} c\ell(n) q^n
\]

are the normalized generators of the genus zero function fields arising from certain discrete subgroups of $PSL(2, \mathbb{R})$ [CN]. Their conjecture is referred to as the *Moonshine conjecture*.

The natural graded representation $V_\ell = \bigoplus_{n \geq -1} V_n^\ell$ of the Monster simple group $G$ in the Moonshine conjecture, called the *Moonshine module*, was constructed by Frenkel, Lepowsky, and Meurman using the theory of vertex (operator) algebras [FLM]. They also calculated the Thompson series for some conjugacy classes of the Monster, and verified the Moonshine conjecture for these Thompson series.
In [B5], Borcherds completed the proof of the Moonshine conjecture by constructing a \( I_{1,1} \)-graded Lie algebra \( L = \bigoplus_{(m,n) \in I_{1,1}} L_{(m,n)} \), called the Monster Lie algebra, where \( I_{1,1} \) is the 2-dimensional even Lorentzian lattice associated with the matrix \( \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix} \). We will briefly recall Borcherds’ construction of the Monster Lie algebra given in [B5].

A vertex algebra \( V \) over \( \mathbb{C} \) is a complex vector space with an infinite family of bilinear products, written \( u,v \) for \( u,v \in V, n \in \mathbb{Z} \), such that

(i) \( u_n v = 0 \) for \( n \gg 0 \),

(ii) for all \( u,v,w \in V \) and \( m,n,q \in \mathbb{Z} \), we have

\[
\sum_{i \in \mathbb{Z}} \binom{m}{i} (u_{q+i}v)_{m+n-iw} = \sum_{i \in \mathbb{Z}} (-1)^i \binom{q}{i} (u_{m+q-i}(v_{n+i}w) - (-1)^i v_{n+q-i}(u_{m+i}w)),
\]

(iii) there is an element \( 1 \in V \) such that \( v_n 1 = 0 \) if \( n \geq 0 \) and \( v_{-1} 1 = v \) for all \( v \in V \).

For example, let \( L \) be an even lattice and \( \hat{L} \) be its central extension by a group of order 2. Then we can construct a vertex algebra \( V_L = S \left( \bigoplus_{i \geq 0} L_i \right) \otimes C[\hat{L}] \), where \( C[\hat{L}] \) is a group ring of the double covering \( \hat{L} \) of \( L \) and \( S \left( \bigoplus_{i \geq 0} L_i \right) \) is the ring of polynomials over the sum of an infinite number of copies of \( L_i = L \otimes_{\mathbb{Z}} C \) [B1]. Another interesting example is the Moonshine module \( V^2 = \bigoplus_{n \geq -1} V^2_n \) constructed in [FLM].

We define the operator \( D \) of a vertex algebra \( V \) by \( D(v) = v_{-2} 1 \). The vector space \( V/DV \) is a Lie algebra with the bracket defined by \([\pi, \pi] = \pi_D \pi\), where \( \pi \) denotes the corresponding equivalence class in \( V/DV \) [B1]. A conformal vector of central charge \( c \) of a vertex algebra \( V \) is defined to be an element \( \omega \in V \) such that

(i) \( \omega_0 v = D(v) \) for all \( v \in V \),

(ii) \( \omega_1 \omega = 2\omega \), \( \omega_3 \omega = c/2 \), \( \omega_i \omega = 0 \) for \( i = 2 \) or \( i > 3 \),

and (iii) any element of \( V \) is a sum of eigenvectors of the operator \( L_0 = \omega_1 \) with integral eigenvalues. For a conformal vector \( \omega \) of \( V \), we define the operator \( L_i \) on \( V \) by \( L_i = \omega_{i+1} \). Then these operators satisfy the relations:

\[
[L_i, L_j] = (i-j)L_{i+j} + \frac{1}{12} \delta_{i+j,0} (i^3 - i)c,
\]

and hence \( V \) becomes a module over the Virasoro algebra. The operator \( L_{-1} \) is equal to \( D \). We define the subspace \( P^i = \{ v \in V | L_0(v) = iv, L_i(v) = 0 \text{ for } i > 0 \} \). The space \( P^1/(DV \cap P^1) \) is a Lie subalgebra of \( V/\bar{D}V \), which is equal to \( P^1/\bar{D}P^0 \) for the vertex algebra \( V_L \) or for the Moonshine module \( V^2 \). It is shown that the Lie algebra \( P^1/\bar{D}P^0 \) is a generalized Kac-Moody algebra [B2], [B4].

Let \( V^2 \) be the Moonshine module, and let \( V_{I_{1,1}} \) be the vertex algebra associated with the lattice \( I_{1,1} \). Then the tensor product \( V^2 \otimes V_{I_{1,1}} \) is also a vertex algebra, and the space \( P^1/\bar{D}P^0 \) for this vertex algebra is a Lie algebra with a symmetric invariant bilinear form \((\ ,\ )\). We define the Monster Lie algebra \( L \) to be the quotient of the Lie algebra \( P^1/\bar{D}P^0 \) by the kernel of the form \((\ ,\ )\). Hence the Monster Lie algebra \( L \) is an \( I_{1,1} \)-graded representation of the Monster simple group \( G \) such that \( L_{(m,n)} = V^2_{mn} \) as \( G \)-modules for \( (m,n) \neq (0,0) \). In particular, we have

\[
(4.37) \quad \dim L_{(m,n)} = \dim V^2_{mn} = c(mn) \quad \text{for all } (m,n) \neq (0,0).
\]
On the other hand, the Monster Lie algebra can be regarded as a generalized Kac-Moody algebra [B5]. We take \( I = \{-1\} \cup \{1, 2, 3, \ldots \} \) as the index set, and consider the Borcherds-Cartan matrix \( A = (-i + j)_{i,j \in I} \) of charge \( m = (c(i))_{i \in I} \), where \( c(i) \) are the coefficients of the elliptic modular function \( j(q) - 744 = \sum_{n=-1}^{\infty} c(n)q^n \).

Let \( g = g(A, m) \) be the generalized Kac-Moody algebra associated with the data \( A = (-i + j)_{i,j \in I} \) and \( m = (c(i))_{i \in I} \). Then \( \alpha_{-1} \) is the only real simple root, and \( \alpha_i \) are the imaginary simple roots with multiplicity \( c(i) \) times. Since \( \langle \alpha_i | \alpha_i \rangle = -2i \neq 0 \) for \( i \geq 1 \), \( F \) can be either empty or \( \{ \alpha_i \} \) \( c(i) \) choices. Hence, if we take \( J = \phi \), we obtain by (4.10)

\[
(4.38) \quad H(\phi) = C_{-\alpha_{-1}} \oplus \left( \bigoplus_{i=1}^{\infty} C_{c(i)} \right) \oplus \left( \bigoplus_{i=1}^{\infty} C_{-i \alpha_{-1} - \alpha_i} \right).
\]

Therefore, the denominator identity for the algebra \( g_{(\phi)} \) is equal to

\[
\prod_{\alpha \in Q^+} (1 - e^\alpha)^{\text{dim} g_{(\alpha)}} = 1 - e^{-\alpha_{-1}} - \sum_{i=1}^{\infty} c(i)e^{-\alpha_i} + \sum_{i=1}^{\infty} c(i)e^{-i\alpha_{-1} - \alpha_i}.
\]

We identify the simple roots \( \alpha_{-1} \) with \( (1, -1) \) and \( \alpha_i \) with \( (1, i) \) \( i \geq 1 \). Then the generalized Kac-Moody algebra \( g = g(A, m) \) becomes a \( II_{1,1} \)-graded Lie algebra, and the denominator identity for the algebra \( g_{(\phi)} \) can be written as

\[
\prod_{m > 0, n \in \mathbb{Z}} (1 - p^m q^n)^{\text{dim} g_{(m, n)}} = 1 - pq^{-1} - \sum_{i=1}^{\infty} c(i)pq^{i} + \sum_{i=1}^{\infty} c(i)p^{i+1}
\]

\[
= p(p^{-1} + \sum_{i=1}^{\infty} c(i)p^j) - p(q^{-1} + \sum_{i=1}^{\infty} c(i)q^i)
\]

\[
= p(j(p) - j(q)),
\]

where \( p = e^{-(1,0)} \) and \( q = e^{-(0,1)} \).

In [B5], Borcherds proved the following product identity for the elliptic modular function \( j \):

\[
(4.40) \quad p^{-1} \prod_{m > 0, n \in \mathbb{Z}} (1 - p^m q^n)^{c(mn)} = j(p) - j(q).
\]

Therefore, we obtain

\[
\text{dim} g_{(m, n)} = c(mn) \quad \text{for all} \quad m > 0, n \in \mathbb{Z},
\]

and hence the Monster Lie algebra \( L = \bigoplus_{(m, n) \in I} L_{(m, n)} \) is isomorphic to the \( II_{1,1} \)-graded generalized Kac-Moody algebra associated with the Borcherds-Cartan matrix \( A = (-i + j)_{i,j \in I} \) of charge \( m = (c(i))_{i \in I} \) (with a modified Cartan subalgebra).

We will apply our root multiplicity formula (4.12) to the Monster Lie algebra \( L = \bigoplus_{(m, n) \in I} L_{(m, n)} \). Take \( J = \{-1\} \). Then \( L_{(J)}^0 = \langle e_{-1}, f_{-1}, h_{-1} \rangle \cong sl(2, \mathbb{C}) \oplus h \), and \( W(J) = \{1\} \). By (4.10), we obtain

\[
(4.41) \quad H_{(J)} = H_{(1)} = \bigoplus_{i=1}^{\infty} V_{J}(-\alpha_i)^{\oplus c(i)},
\]
where \( V_f(-\alpha_i) \) is the \( i \)-dimensional irreducible representation of \( sl(2, \mathbb{C}) \) (since \(-\alpha_i(h_{-1}) = i - 1\)). It follows that

\[
(4.42) \quad P(H^{(J)}) = \{(i, -j) | i, j \in \mathbb{Z}_{>0}\} \text{ with } \dim H^{(J)}_{(i, -j)} = c(i + j - 1).
\]

Therefore, the denominator identity for the algebra \( L^{(J)}_1 \) is equal to

\[
(4.43) \quad \prod_{m,n=1}^{\infty} (1 - p^m q^n)^{\dim L(m,n)} = 1 - \sum_{i,j=1}^{\infty} c(i + j - 1)p^i q^j.
\]

For \( k, l > 0 \), we have

\[
(4.44) \quad T^{(J)}(k,l) = T(k,l) = \{s = (s_{ij})_{i,j \geq 1} | s_{ij} \in \mathbb{Z}_{\geq 0}, \sum s_{ij}(i,j) = (k,l)\},
\]

the set of all partitions of \((k,l)\) into a sum of ordered pairs of positive integers, and the Witt partition function \( W^{(J)}(k,l) \) is given by

\[
(4.45) \quad W^{(J)}(k,l) = \sum_{s \in T(k,l)} \frac{(|s| - 1)!}{s!} \prod c(i + j - 1)^{s_{ij}}.
\]

Therefore, our root multiplicity formula (4.12) yields:

**Proposition 4.9.** Let \( L = \bigoplus_{(m,n) \in I^1} L_{(m,n)} \) be the Monster Lie algebra. Then, for \( m, n \in \mathbb{Z}_{>0} \), we have

\[
(4.46) \quad \dim L_{(m,n)} = \sum_{d | (m,n)} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \prod c(i + j - 1)^{s_{ij}}.
\]

Combined with (4.37), we obtain the following interesting relations for the coefficients \( c(n) \) of the elliptic modular function \( j(q) - 744 = \sum_{n=1}^{\infty} c(n)q^n \):

**Corollary 4.10** (cf. [Ka6], [Ju1], [KaK1]).

\[
(4.47) \quad c(mn) = \sum_{d | (m,n)} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \prod c(i + j - 1)^{s_{ij}}.
\]

**Remark.** In [JLW] and [KK], the relation (4.47) was generalized to the relation of the coefficients \( c_g(n) \) of the Thompson series

\[
T_g(q) = \sum_{n \geq 1} Tr(g[V_n^g]q^n = \sum_{n \geq 1} c_g(n)q^n.
\]

More precisely, for \( m, n > 0 \), we have

\[
(4.48) \quad c_g(mn) = \sum_{d | (m,n)} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \prod c_{g^d}(i + j - 1)^{s_{ij}}.
\]

It was pointed out in [JLW] that these relations completely determine all the coefficients \( c_g(n) \) if the values of \( c_h(1), c_h(2), c_h(3), \) and \( c_h(5) \) are known for all \( h \in G \). In particular, the relation (4.47) is a complete recursive relation determining the coefficients \( c(n) \) of the elliptic modular function \( j(q) - 744 \).

More generally, let \( A = (-i + j))_{i,j \in I} \) be the Borcherds-Cartan matrix of the Monster Lie algebra \((I = \{-1\} \cup \{1, 2, 3, \cdots\})\) and let \( f(q) = \sum_{n=1}^{\infty} f(n)q^n \) be a formal power series where \( f(-1) = 1, f(0) = 0, \) and \( f(n) \in \mathbb{Z}_{>0} \) for all \( n \geq 1 \). Consider the generalized Kac-Moody algebra \( g = g(A, f) \) associated with the Borcherds-Cartan matrix \( A = (-i + j))_{i,j \in I} \) of charge \( f_{-1} = (f(i)|i \in I) \). Then \( \alpha_{-1} \)
is the only real simple root and $\alpha_i$ are the imaginary simple roots with multiplicity $f(i)$ ($i \geq 1$). (We just neglect those $\alpha_i$'s for which $f(i) = 0$.) By identifying the simple roots $\alpha_{-1}$ with $(1, -1)$ and $\alpha_i$ with $(1, i)$ ($i \geq 1$), the generalized Kac-Moody algebra $g = g(A, f)$ becomes a $II_{1,1}$-graded Lie algebra. This $II_{1,1}$-graded generalized Kac-Moody algebra will be called the Monstrous Lie algebra associated with the formal power series $f(q) = \sum_{n=-1}^{\infty} f(n)q^n$, and we will denote it by $L(f) = \bigoplus_{(m,n) \in II_{1,1}} L(f)_{(m,n)}$.

For example, the Monstrous Lie algebra associated with the elliptic modular function $j(q) - 744$ is the Monster Lie algebra, and the Monstrous Lie algebras associated with the Thompson series $T_g(q) = \sum_{n=-1}^{\infty} c_g(n)q^n$ with $c_g(n) \geq 0$ for all $n \geq 1$ are the Monstrous Lie algebras considered in [B5]. Of course, we can generalize this notion to define the Monstrous Lie superalgebras associated with any formal power series $f(q) = \sum_{n=-1}^{\infty} f(n)q^n$, where $f(-1) = 1$, $f(0) = 0$, and $f(n) \in \mathbb{Z}$ for all $n \in \mathbb{Z}$ (see [Ka8]), which generalizes the notion of Monstrous Lie superalgebras considered in [B5].

Let

$$L(f)_+ = \bigoplus_{m > 0 \atop n \in \mathbb{Z}} L(f)_{(m,n)} \quad \text{and} \quad L(f)_- = \bigoplus_{m > 0 \atop n \in \mathbb{Z}} L(f)_{(-m,n)},$$

By the same argument for the Monster Lie algebra, the denominator identity for the algebra $L(f)_-$ is the same as

$$(4.49) \quad \prod_{m > 0 \atop n \in \mathbb{Z}} (1 - p^m q^n)^{\dim L(f)_{(m,n)}} = p(f(p) - f(q)),$$

where $p = e^{(1,0)}$ and $q = e^{(0,1)}$.

Moreover, if we take $J = \{-1\}$, then, as we have seen for the Monster Lie algebra, we have $L(f)_{(J)}^0 \cong sl(2, \mathbb{C}) + \mathfrak{h}$,

$$(4.50) \quad H(J) = H_1^{(J)} = \bigoplus_{i=1}^{\infty} V_J(-\alpha_i)^{\otimes f(i)},$$

and

$$(4.51) \quad P(H^{(J)}) = \{(-i, -j) | i, j \in \mathbb{Z}_{>0}\} \quad \text{with} \quad \dim H^{(J)}_{(-i, -j)} = f(i + j - 1).$$

Consequently, the denominator identity for the algebra $L(f)_-^{(J)}$ is equal to

$$(4.52) \quad \prod_{m,n=1}^{\infty} (1 - p^m q^n)^{\dim L(f)_{(m,n)}} = 1 - \sum_{i,j=1}^{\infty} f(i + j - 1)p^i q^j,$$

and our root multiplicity formula (4.12) yields:

**Proposition 4.11.** Let $L(f) = \bigoplus_{(m,n) \in II_{1,1}} L(f)_{(m,n)}$ be the Monstrous Lie algebra associated with a formal power series $f(q) = \sum_{n=-1}^{\infty} f(n)q^n$, where $f(-1) = 1$, $f(0) = 0$, and $f(n) \in \mathbb{Z}_{\geq 0}$ for all $n \geq 1$.

Then, for $m, n \in \mathbb{Z}_{>0}$, we have

$$(4.53) \quad \dim L(f)_{(m,n)} = \sum_{d|(m,n)} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \prod_{i+j=1}^{s} f(i + j - 1)^{s_{ij}},$$

where $T(k,l)$ denotes the set of all partitions of $(k,l)$ into a sum of ordered pairs of positive integers.
Remark. It follows from Proposition 4.5 or Proposition 4.11 that the algebra $L(f)_{(-)}$ is isomorphic to the free Lie algebra generated by

$$H^{(J)} = \bigoplus_{i,j=1}^{\infty} V_j(-\alpha_i) \otimes f(i),$$

where $H^{(J)}$ is regarded as a $(\mathbb{Z}_{>0} \times \mathbb{Z}_{>0})$-graded vector space

$$H^{(J)} = \bigoplus_{i,j=1}^{\infty} H_{(-i, -j)}^{(J)} \quad \text{with} \quad \dim H_{(-i, -j)}^{(J)} = f(i + j - 1).$$

Hence the algebra $L(f)$ is isomorphic to the maximal graded Lie algebra with local part $H^{(J)} \oplus (\mathfrak{sl}(2, \mathbb{C}) + \mathfrak{b}) \oplus H^{(J)*}$. 

Example 4.12. (a) If $f(q) = q^{-1}$, then $L(f) \cong \mathfrak{sl}(2, \mathbb{C}) \oplus \mathfrak{cd} \cong \mathfrak{gl}(2, \mathbb{C})$.

(b) If $f(q) = q^{-1} + rq$, then $P(H^{(J)}) = \{-1, -1\}$ with $\dim H_{(-1, -1)}^{(J)} = r$.

Hence the denominator identity for the algebra $L(f)_{(-)}$ is equal to

$$\prod_{m,n=1}^{\infty} (1 - p^m q^n)^{\dim L(f)_{(m,n)}} = 1 - rpq.$$

Moreover, we have

$$W^{(J)}(k, k) = \frac{1}{k} r^k, \quad \text{and} \quad W^{(J)}(k, l) = 0 \quad \text{if} \quad k \neq l,$$

which yields

$$\dim L(f)_{(m,n)} = \begin{cases} \frac{1}{n} \sum_{d|n} \mu(d) r^{\frac{m}{d}} & \text{if} \quad m = n, \\ 0 & \text{if} \quad m \neq n. \end{cases}$$

Therefore, $L(f)_{(-)} = \bigoplus_{n=1}^{\infty} L(f)_{(-n, -n)}$ is isomorphic to the free Lie algebra generated by an $r$-dimensional vector space (see Corollary 2.2).

(c) If $f(q) = q^{-1} + rq + rq^2 + rq^3 + \cdots$, then $\dim H_{(-1, -1)}^{(J)} = r$ for all $i, j \in \mathbb{Z}_{>0}$, and the denominator identity for the algebra $L(f)_{(-)}$ is the same as

$$\prod_{m,n=1}^{\infty} (1 - p^m q^n)^{\dim L(f)_{(m,n)}} = 1 - \sum_{i,j=1}^{\infty} rp^i q^j = 1 - \frac{rpq}{(1 - p)(1 - q)}.$$

Hence we have

$$W^{(J)}(k, l) = \sum_{s \in T(k, l)} \frac{(|s| - 1)!}{s!} \rho_{(s)} r^{|s|},$$

and

$$\dim L(f)_{(m,n)} = \sum_{d|(m,n)} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \rho_{(s)} r^{|s|}.$$ 

Therefore, the algebra $L(f)_{(-)}$ is isomorphic to the free Lie algebra generated by the $(\mathbb{Z}_{>0} \times \mathbb{Z}_{>0})$-graded vector space $V = \bigoplus_{i,j=1}^{\infty} V_{(i,j)}$ with $\dim V_{(i,j)} = r$ for all $i, j \geq 1$ (see Proposition 2.10).
(d) If \( f(q) = T_g(q) = \sum_{n=1}^{\infty} c_g(n) q^n \), the Thompson series, then the denominator identity for the algebra \( L(f)^{(J)} \) is equal to
\[
\prod_{m,n=1}^{\infty} (1 - p^m q^n)^{\dim L(f)_{(m,n)}} = 1 - \sum_{i,j=1}^{\infty} c_g(i + j - 1) p^i q^j,
\]
and, for \( m, n \in \mathbb{Z}_{>0} \), we have
\[
\dim L(f)_{(m,n)} = \sum_{d|(m,n)} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{m}{d}, \frac{n}{d})} \frac{(|s| - 1)!}{s!} \prod c_g(i + j - 1)^{s_{ij}}.
\]
When \( m \) and \( n \) are relatively prime, the identity (4.48) yields
\[
\dim L(f)_{(m,n)} = \sum_{s \in T(m,n)} \frac{(|s| - 1)!}{s!} \prod c_g(i + j - 1)^{s_{ij}} = c_g(mn).
\]
It would be an interesting task to characterize all the (genus 0) modular functions \( f(q) = \sum_{n=1}^{\infty} f(n) q^n \) satisfying the identity
\[
f(mn) = \sum_{s \in T(m,n)} \frac{(|s| - 1)!}{s!} \prod f(i + j - 1)^{s_{ij}}
\]
when \( m \) and \( n \) are relatively prime (cf. [KK]). We expect our approach can shed some light on this problem.

5. Product identities and graded Lie algebras

In this section, we will discuss the relation of the graded Lie algebras and the product identities for normalized formal power series. Let \( \Gamma \) be a countable abelian semigroup satisfying the finiteness condition given in Section 1. Consider a normalized formal power series
\[
(5.1) \quad 1 - \sum_{\alpha \in \Gamma} d(\alpha) e^\alpha \quad \text{with} \quad d(\alpha) \in \mathbb{Z} \quad \text{for all} \quad \alpha \in \Gamma.
\]
Suppose we have a product identity for the above formal power series:
\[
(5.2) \quad \prod_{\alpha \in \Gamma} (1 - e^\alpha)^{A(\alpha)} = 1 - \sum_{\alpha \in \Gamma} d(\alpha) e^\alpha
\]
with \( A(\alpha) \in \mathbb{Z}_{\geq 0} \) for all \( \alpha \in \Gamma \). We would like to construct a \( \Gamma \)-graded Lie algebra \( L = \bigoplus_{\alpha \in \Gamma} L_\alpha \) whose denominator identity is the same as (5.2), which would imply
\[
(5.3) \quad \dim L_\alpha = A(\alpha) \quad \text{for all} \quad \alpha \in \Gamma.
\]
This problem is equivalent to constructing a \( \Gamma \)-graded Lie algebra \( L = \bigoplus_{\alpha \in \Gamma} L_\alpha \) such that the character of the homology space \( H = \sum_{k=1}^{\infty} (-1)^{k+1} H_k(L) \) is given by
\[
chH = \sum_{\alpha \in \Gamma} d(\alpha) e^\alpha.
\]
Once we have constructed such a \( \Gamma \)-graded Lie algebra \( L \), let \( P(H) = \{ \alpha \in \Gamma \mid d(\alpha) \neq 0 \} = \{ \tau_1, \tau_2, \tau_3, \cdots \} \), and let \( d(i) = d(\tau_i) \) for \( i = 1, 2, 3, \cdots \). Then, by applying our dimension formula (1.13) to the \( \Gamma \)-graded Lie algebra \( L \), we would obtain a combinatorial identity:
\[
(5.4) \quad A(\alpha) = \sum_{d|\alpha} \frac{1}{d} \mu(d) \sum_{s \in T(\frac{\alpha}{d})} \frac{(|s| - 1)!}{s!} \prod d(i)^{s_i},
\]
where \( T(\tau) \) denotes the set of all partitions of \( \tau \) into a sum of \( \tau_i \)'s as defined in (1.11).

**Example 5.1.** (a) Consider the binomial expansion

\[
(1 - q)^r = \sum_{k=0}^{r} (-1)^k \binom{r}{k} q^k.
\]

Let \( L = \mathbb{C}x_1 \oplus \cdots \oplus \mathbb{C}x_r \) be the \( r \)-dimensional abelian Lie algebra with basis \( \{x_1, \cdots, x_r\} \). Then we have

\[
H_k(L) = \Lambda^k(L) = \text{Span}\{x_{i_1} \wedge \cdots \wedge x_{i_k} | 1 \leq i_1 < \cdots < i_k \leq r \}.
\]

Hence, by the Euler-Poincaré principle, the identity (5.5) can be interpreted as the denominator identity for the \( r \)-dimensional abelian algebra \( L \), and by (5.4), we recover the combinatorial identity (4.23).

(b) In [K2], Jacobi’s triple product identity

\[
\prod_{n=1}^{\infty} (1 - p^n q^n)(1 - p^{n-1} q^n)(1 - p^n q^{-1}) = \sum_{k \in \mathbb{Z}} (-1)^k p^{k(k+1)/2} q^{k(k+1)/2}
\]

was interpreted as the denominator identity for the affine Kac-Moody algebra of type \( A_1^{(1)} \). In fact, Kac showed that all the Macdonald identities [M] are equivalent to the denominator identities for affine Kac-Moody algebras [K2].

(c) Recall the definition of the Ramanujan tau-function \( \tau(k) \) (see, for example, [S2]):

\[
\Delta(q) = q \prod_{n=1}^{\infty} (1 - q^n)^{24} = \sum_{k=1}^{\infty} \tau(k) q^k
= q - 24q^2 + 252q^3 - 1472q^4 - \cdots.
\]

We can rewrite it as

\[
\prod_{n=1}^{\infty} (1 - q^n)^{24} = 1 - \sum_{k=1}^{\infty} (-\tau(k + 1)) q^k.
\]

If we can construct a \( \mathbb{Z}_{>0} \)-graded Lie algebra \( L = \bigoplus_{n=1}^{\infty} L_n \) such that \( \dim H_k(L) = -\tau(k + 1) \), then (5.8) would be the denominator identity for this Lie algebra \( L \) and we would have \( \dim L_n = 24 \) for all \( n \geq 1 \). But it is more natural to interpret (5.8) as the denominator identity for the free Lie superalgebra generated by the \( \mathbb{Z}_{>0} \)-graded vector space \( V = \bigoplus_{i=1}^{\infty} V_i \) with superdimensions \( \dim V_i = -\tau(i + 1) \) for \( i \geq 1 \) (see [Ka8]).

In general, it is quite difficult and complicated to construct a graded Lie algebra corresponding to the product identity (5.2). However, if \( d(\alpha) \in \mathbb{Z}_{\geq 0} \) for all \( \alpha \in \Gamma \), any product identity of the form (5.2) can always be interpreted as the denominator identity for some suitably defined free Lie algebras. More precisely, let \( V = \bigoplus_{\alpha \in \Gamma} V_\alpha \) be a \( \Gamma \)-graded vector space over \( \mathbb{C} \) with \( \dim V_\alpha = d(\alpha) \) for all \( \alpha \in \Gamma \). Then the right-hand side of (5.2) can be interpreted as \( 1 - \text{ch} V \). Let \( L \) be the free Lie algebra generated by \( V \). As we have seen in Section 2, the free Lie algebra \( L \) has a \( \Gamma \)-gradation \( L = \bigoplus_{\alpha \in \Gamma} L_\alpha \) induced by that of \( V \), and the denominator identity (2.4) for \( L \) is the same as the product identity (5.2). In particular, we have \( \dim L_\alpha = A(\alpha) \) for all \( \alpha \in \Gamma \), which yields the combinatorial identity (5.4).
Example 5.2. Recall the product identity (4.40) for the elliptic modular function $j$ proved in [B5]:

$$p^{-1} \prod_{m>0, n \in \mathbb{Z}} (1 - p^m q^n)^{c(mn)} = j(p) - j(q).$$

Observing that $c(0) = 0$ and $c(-k) = 0$ for $k > 1$, it can be written as

$$\prod_{m,n=1}^{\infty} (1 - p^m q^n)^{c(mn)} = \frac{j(p) - j(q)}{p^{-1} - q^{-1}} = 1 - \sum_{i,j=1}^{\infty} c(i + j - 1)p^i q^j.

(5.9)

Let $V = \bigoplus_{i,j=1}^{\infty} V_{(i,j)}$ be a $(\mathbb{Z}_{>0} \times \mathbb{Z}_{>0})$-graded vector space over $\mathbb{C}$ with dim$V_{(i,j)} = c(i + j - 1)$, and let $L = \bigoplus_{m,n=1}^{\infty} L_{(m,n)}$ be the free Lie algebra generated by $V$. Then the product identity (5.9) for the elliptic modular function $j$ is the denominator identity for the free Lie algebra $L$, and we have dim$L_{(m,n)} = c(mn)$. Hence we obtain a simple proof of the recursive relation (4.47) using the free Lie algebra $L$ (cf. [KaK1]).

In [B7], Borcherds gives a very important method for constructing automorphic forms on $O_{s+2,2}(\mathbb{R})^+$ with infinite product expansions. One of the main results in [B7] is the following:

Theorem 5.3 ([B7]). Let $I_{s+2,2}$ be the even unimodular lattice with signature $s$. Suppose that $f(\tau) = \sum_{n \in \mathbb{Z}} c(n)q^n$ is a meromorphic modular form of weight $-\frac{s}{2}$ for $SL(2, \mathbb{Z})$ with integral coefficients, with poles only at cusps, and with $24c(0)$ if $s = 0$. Then there exists a unique vector $\rho \in I_{s+2,2}$ such that

$$\Phi(v) = e^{-2\pi i (\rho, v)} \prod_{r>0} (1 - e^{-2\pi i (r,v)}) e^{(-\frac{\rho \cdot \rho}{24})}

(5.10)

is a meromorphic automorphic form of weight $\frac{c(0)}{2}$ for $O_{I_{s+2,2}}(\mathbb{Z})^+$.

If $s = 2$ and $f(q) = j(q) - 744$, we recover the product identity (4.40), which is the denominator identity for the Monster Lie algebra [B7]. If $s = 24$ and $f(q) = \frac{1}{\Delta(q)}$, then we obtain

$$e^{\rho} \prod_{r>0} (1 - e^{r})^{p_{24}(1 - \frac{\rho \cdot \rho}{24})} = \sum_{w \in W} (\det w) \tau(n) e^{w(n\rho)},

(5.11)

where $\tau(n)$ is the Ramanujan tau-function, $p_{24}(n)$ denotes the number of partitions of $n$ into parts of 24 colors, and $W$ is the reflection group of the 26-dimensional even unimodular Lorentzian lattice $I_{25,1}$. The identity (5.11) is the denominator identity for the fake Monster Lie algebra [B3], [B7].

Unfortunately, most of the automorphic forms with infinite products that are produced by Theorem 5.3 cannot be interpreted as the denominator identities for generalized Kac-Moody algebras, for most of them involve vectors of norm at least 4 in the lattice, which cannot be a positive root of any generalized Kac-Moody algebra [B8]. Still, it seems possible to construct graded Lie algebras and Lie superalgebras whose denominator identities are the modular products given by Theorem 5.3.

Another very important result in [B7] is:
Theorem 5.4 ([B7]). Consider

\[ H(\tau) = \sum_{n \in \mathbb{Z}} H(n)q^n = -\frac{1}{12} + \frac{1}{3}q^3 + \frac{1}{2}q^4 + q^7 + q^8 \cdots, \]

where \( H(n) \) is the Hurwitz class number for the discriminant \(-n\) if \( n > 0 \) and \( H(0) = -\frac{1}{12} \). Suppose that \( f_0(\tau) = \sum_{n \in \mathbb{Z}} c_0(n)q^n \) is a meromorphic modular form of weight \( \frac{1}{2} \) for \( \Gamma_0(4) \) with integral coefficients, with poles only at cusps, and with \( c_0(n) = 0 \) if \( n \equiv 2, 3 \pmod{4} \). Put

\[ (5.13) \quad \Psi(\tau) = q^{-h} \prod_{n > 0} (1 - q^n)^{c_0(n^2)}, \]

where \( h \) is the constant term of \( f_0(\tau)H(\tau) \). Then \( \Psi \) is a meromorphic modular form for some characters of \( SL(2, \mathbb{Z}) \) of integral weight with leading coefficient 1, all of whose zeros and poles are either at cusps or imaginary quadratic irrationals.

For example, if \( f_0(\tau) = 12\theta(\tau) = 12 \sum_{n \in \mathbb{Z}} q^n \), then we get \( \Psi(\tau) = \Delta(q) = q \prod_{n=1}^{\infty} (1 - q^n)^{24} \) [B7]. Moreover, let

\[ (5.14) \quad \theta(\tau) = \sum_{n \in \mathbb{Z}} q^{n^2} = 1 + 2q + 2q^4 + \cdots, \]

and define

\[ (5.15) \quad f_0(\tau) = F(\tau) \theta(\tau) \frac{(\theta(\tau)^4 - 2F(\tau)\theta(\tau)^4 - 16F(\tau))E_6(4\tau)}{\Delta(4\tau)} + 56\theta(\tau) \]

\[ = \sum_{n \in \mathbb{Z}} c_0(n)q^n = q^{-3} - 248q + 26752q^4 - \cdots, \]

\[ g_0(\tau) = (j(4\tau) - 876)\theta(\tau) \]

\[ - 2F(\tau)\theta(\tau) \frac{(\theta(\tau)^4 - 2F(\tau)\theta(\tau)^4 - 16F(\tau))E_6(4\tau)}{\Delta(4\tau)} \]

\[ = \sum_{n \in \mathbb{Z}} b_0(n)q^n = q^{-4} + 6 + 504q + 143388q^4 - \cdots. \]

Then Theorem 5.4 yields the product identities for the elliptic modular function \( j \) and the Eisenstein series \( E_4, E_6, E_8, E_{10}, \) and \( E_{14} \) [B7]:

\[ (5.17) \quad j(\tau) = q^{-1} + 744 + 196884q + \cdots = q^{-1} \prod_{n=1}^{\infty} (1 - q^n)^{3c_0(n^2)}, \]

\[ (5.18) \quad E_4(\tau) = 1 + 240 \sum_{n=1}^{\infty} \sigma_3(n)q^n = \prod_{n=1}^{\infty} (1 - q^n)^{c_0(n^2) + 8}, \]

\[ (5.19) \quad E_6(\tau) = 1 - 504 \sum_{n=1}^{\infty} \sigma_5(n)q^n = \prod_{n=1}^{\infty} (1 - q^n)^{b_0(n^2)}, \]
be interpreted as the denominator identities for the free Lie algebras
\begin{equation}
(5.28) \quad E_8(\tau) = 1 + 480 \sum_{n=1}^{\infty} \sigma_7(n)q^n = \prod_{n=1}^{\infty} (1 - q^n)^{2c_0(n^2)+16},
\end{equation}
\begin{equation}
(5.29) \quad E_{10}(\tau) = 1 - 264 \sum_{n=1}^{\infty} \sigma_9(n)q^n = \prod_{n=1}^{\infty} (1 - q^n)^{b_0(n^2)+c_0(n^2)+8},
\end{equation}
\begin{equation}
(5.30) \quad E_{14}(\tau) = 1 - 24 \sum_{n=1}^{\infty} \sigma_{13}(n)q^n = \prod_{n=1}^{\infty} (1 - q^n)^{b_0(n^2)+2c_0(n^2)+16}.
\end{equation}

The product identities for the Eisenstein series \( E_6(\tau), E_{10}(\tau), \) and \( E_{14}(\tau) \) can be interpreted as the denominator identities for some free Lie superalgebras. In \[Ka8\], the rest of the product identities listed above (and many others) can be interpreted as the denominator identities for some free Lie superalgebras. In \[Ka8\], we will give a more comprehensive discussion on the relation of the graded Lie superalgebras and the product identities for the normalized formal power series.
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