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Abstract. The main theorem characterizes, in terms of bracket powers, analytic spread one ideals in local rings. Specifically, let \( b_1, \ldots, b_g, x \) be regular nonunits in a local (Noetherian) ring \((R, M)\) and assume that \( I \subseteq (xR)_a \). The integral closure of \( xR \), where \( I = (b_1, \ldots, b_g, x)R \). Then the main result shows that for all but finitely many units \( u_1, \ldots, u_g \) in \( R \) that are non-congruent modulo \( M \) and for all large integers \( n \) and \( k \) it holds that \( I^{jn} = I^{[j]n} \) for \( j = 1, \ldots, k \) and \( j \) not divisible by \( \text{char}(R/M) \), where \( I^{[j]} \) is the \( j \)-th bracket power \( ((b_1 + u_1 x), \ldots, (b_g + u_g x), x^j)R \) of \( I = (b_1 + u_1 x, \ldots, b_g + u_g x, x)R \).

And, conversely, if there exist positive integers \( g, n, \) and \( k \geq \binom{n + g}{g} \) such that \( I \) has a basis \( \beta_1, \ldots, \beta_g, x \) such that \( I^{kn} = (\beta_1^k, \ldots, \beta_g^k, x^k)^n R \), then \( I \) has analytic spread one.

1. Introduction

This paper considers the relationship between the analytic spread \( a(I) \) and the equality \( I^{[k]n} = I^{kn} \), where \( I \) is a regular ideal in a local ring \((R, M)\) and \( k \geq 2 \) and \( n \) are positive integers. Our main result (mentioned in the Abstract) shows that such an equality can be used to characterize when \( a(I) = 1 \). The proof that an analytic spread one ideal \( I \) yields such an equality for all positive integers \( k \neq 0 \mod \text{char}(R/M) \) (and for a fixed number of basis elements) is quite long; it requires three main steps. The first step, carried out in Section 2, shows that if \((R, M)\) is a local ring such that \( \text{char}(R/M) > n \), if \( x \) is a regular nonunit in \( R \), and if \( b \) is an element in \( R \) that satisfies an equation of integral dependence on \( xR \) of degree \( n \), then for all but finitely many units \( u \) in \( R \) that are non-congruent modulo \( M \) it holds that \( b + ux \) satisfies an equation of integral dependence on \( xR \) of degree \( n \) whose coefficients are all units in \( R \). The second step involves proving a couple of new results concerning superficial elements (since if \( I = (\beta_1, \ldots, \beta_g, x)R \) and \( x \) is a superficial element for \( I \) such that \( x^k \) is a superficial element for \( I^{[k]} \), then the equality \( I^{[k]n} = I^{kn} \), for some positive integers \( k \) and \( n \), yields the equality \( R[I/x] = R[I^{[k]}/x^k] \) (see (5.6.4)), so \( I^{kn} = x^{kn} R[I/x] \cap R = x^{kn} R[I^{[k]}/x^k] \cap R = I^{[k]n} \) for all large integers \( n \)); so Section 3 is concerned with superficial elements. The third step is to show that a certain type of large matrices (involving binomial coefficients) is invertible. This third step in itself is quite lengthy and is of independent interest, so
the detailed argument that these matrices are invertible is given in [RR2]; however, the details concerned with analytic spread one ideals are given in the proof of (4.1).

On the other hand, the proof that $I^{[k]n} = I^{kn}$ (for some large integer $k$ and with a fixed number of basis elements) implies that $a(I) = 1$ is easy; it consists of counting the number of elements required to generate $I^{[k]n}$ and $I^{kn}$. (That the number of basis elements be fixed as $k$ varies is important, as shown by (5.5.2).) Therefore, if $\text{char}(R/M) = 0$ and $I = (b_1, \ldots, b_g, x)R$, then $a(I) = 1$ if and only if there exists a positive integer $n$ such that for all positive integers $k$ there exists a basis $\beta_1, \ldots, \beta_g, x$ of $I$ such that $I^n = (\beta_1^j, \ldots, \beta_g^j, x^j)^n R$ for $j = 1, \ldots, k$ (see (4.9)).

(It should probably be mentioned here that the characterization, as given in the Abstract, only holds for regular ideals with a principal reduction. However, the characterization can readily be adjusted to cover all analytic spread one ideals by considering $J$ in place of $I$, where $J = IR(X)/q$ with $q$ a minimal primary ideal in $R$.)

The equality $I^{[k]n} = I^{kn}$ for some integer $k \geq 2$ and for all large integers $n$ is equivalent to "$I^{[k]}$ and $I^k$ have the same Ratliff-Rush closure", so in Section 5 we prove a number of new results concerning the Ratliff-Rush closure of $I$.

In Section 6 we prove two additional converses of (4.4). The first of these is that if $I^{[p]} = I^p$ when $\text{char}(R) = p$ (where $p$ is a prime integer), then $a(IR^p) = 1$ holds for all prime ideals $P$ in $R$ that contain $I$. And the second proves a similar result when it is assumed that $(R, M)$ is a local ring such that $\text{char}(R/M) = p$.

In Section 7 we use the results in Section 6 to show that if $\text{char}(R)$ is prime, if $I$ is a regular ideal of height at least two, if $P$ is the set of prime ideals in $R$ that contain $I$, and if $S$ is a finite subset of $P$ that contains the essential prime divisors of $I$, then there exists an ideal $J$ in $R$ that is projectively equivalent to $I$ such that $\text{Ass}(R/J^n) = S$ for all positive integers $n$. Finally, in Section 8 we prove some additional results concerning analytic spread one ideals; these include several additional characterizations of such ideals.

The concept of the analytic spread of an ideal $I$ in a local ring, introduced by D. G. Northcott and D. Rees in [NR], is fundamental to a considerable body of research in commutative algebra. The results in the present paper add to the known properties of analytic spread, and we think these new properties will prove useful to others.

2. Equations of integral dependence

Assume that a nonunit $b$ in a Noetherian ring $R$ is integrally dependent on the ideal generated by a regular nonunit $x \in R$. Then the main result in this section constructs, for each element $u$ in $R$, an equation of integral dependence of $b + ux$ on $xR$ that is closely related to the given equation of integral dependence of $b$ on $xR$. To construct this equation, we need the following result concerning sums of products of binomial coefficients.

(2.1) Lemma. Let $n, i, j$ be positive integers such that $n \geq i$. Then the following hold:

(2.1.1) $\sum_{k=1}^{i} \binom{n-i+k}{k} (-1)^{j-k+1} \binom{n-i+j}{j-k} = (-1)^i \binom{n-i+j}{j-i}.$

(2.1.2) If $i$ is odd, then $\sum_{k=1}^{i-1} \binom{n-i+k}{k} (-1)^{j-k+1} \binom{n}{i-k} = 0$.

(2.1.3) If $i$ is even, then $\sum_{k=1}^{i-1} \binom{n-i+k}{k} (-1)^{j-k+1} \binom{n}{i-k} = 2\binom{n}{i}$.
Proof. For (2.1.1), note that the $k$-th summand can be written as

$$\frac{(-1)^{i-k+1}(n-i+j)\cdots(n-i+1)}{k!(j-k)!}.$$  

Let $X = (n-i+j)\cdots(n-i+1)$ and note that $X$ is independent of $k$, so

$$\sum_{k=1}^{j} \binom{n-i+k}{k} (-1)^{j-k+1} \binom{n-i+j}{j-k} = X \sum_{k=1}^{j} \frac{(-1)^{j-k+1}}{k!(j-k)!}.$$  

Multiply the numerator and denominator of the $k$-th summand on the right-hand side by $\binom{i}{k}$ and simplify to get

$$\sum_{k=1}^{j} \binom{n-i+k}{k} (-1)^{j-k+1} \binom{n-i+j}{j-k} = \frac{X}{j!} \sum_{k=1}^{j} (-1)^{j-k+1} \binom{j}{k}.$$  

But

$$0 = (1-1)^j = \sum_{k=0}^{j} (-1)^{j-k} \binom{j}{k} \quad\Rightarrow\quad (1-1)^j = \sum_{k=1}^{j} (-1)^{j-k+1} \binom{j}{k},$$  

so

$$\sum_{k=1}^{j} (-1)^{j-k+1} \binom{j}{k} = (-1)^j.$$  

Therefore

$$\sum_{k=1}^{j} \binom{n-i+k}{k} (-1)^{j-k+1} \binom{n-i+j}{j-k} = \frac{X}{j!} (-1)^j = (-1)^j \binom{n-i+j}{j},$$  

so (2.1.1) holds.

For (2.1.2) and (2.1.3), note that the $k$-th summand can be written as

$$\frac{(-1)^{i-k+1}n(n-1)\cdots(n-i+1)}{k!(i-k)!}.$$  

Let $X = n(n-1)\cdots(n-i+1)$ and note that $X$ is independent of $k$, so

$$\sum_{k=1}^{i-1} \binom{n-i+k}{k} (-1)^{i-k+1} \binom{n}{i-k} = X \sum_{k=1}^{i-1} \frac{(-1)^{i-k+1}}{k!(i-k)!}.$$  

Multiply the numerator and denominator of the $k$-th summand on the right-hand side by $\binom{i}{k}$ and simplify to get

$$\sum_{k=1}^{i-1} \binom{n-i+k}{k} (-1)^{i-k+1} \binom{n}{i-k} = \frac{X}{i!} \sum_{k=1}^{i-1} (-1)^{i-k+1} \binom{i}{k}.$$  

Therefore

$$\sum_{k=1}^{i-1} \binom{n-i+k}{k} (-1)^{i-k+1} \binom{n}{i-k} = \frac{X}{i!} \sum_{k=1}^{i-1} (-1)^{i-k+1} \binom{i}{k}.$$  


But

\[ 0 = (1 - 1)^i \]
\[ = \sum_{k=0}^{i} (-1)^{i-k} \binom{i}{k} \]
\[ = (-1)^i - \sum_{k=1}^{i-1} (-1)^{i-k+1} \binom{i}{k} + 1, \]

so it follows that \( \sum_{k=1}^{i-1} (-1)^{i-k+1} \binom{i}{k} \) is equal to either 0 (if \( i \) is odd) or 2 (if \( i \) is even). Therefore

\[ \sum_{k=1}^{i-1} \binom{n-i+k}{k} (-1)^{i-k+1} \binom{n}{i-k} = \frac{X}{t!}(e) = \binom{n}{i}(e), \]

where \( e \) is equal to either 0 (if \( i \) is odd) (so (2.1.2) holds) or 2 (if \( i \) is even) (so (2.1.3) holds).

\( \square \)

For (2.3), the main result in this section, we need the following definition.

**Definition.** Let \( I \) be an ideal in a ring \( R \). Then \( I_a \) denotes the integral closure in \( R \) of \( I \), so \( I_a = \{ r \in R; r \) is a root of a polynomial of the form \( X^n + r_1X^{n-1} + \cdots + r_n \}, \) where \( r_i \in I^i \) for \( i = 1, \ldots, n \).

**Theorem.** Let \( x \) be a regular nonunit in a Noetherian ring \( R \) and let \( b \in (xR)_a \), say \( b^n = \sum_{i=1}^{n} r_i x^i b^{n-i} \), where \( r_1, \ldots, r_n \in R \). Let \( T \) be an indeterminate and for \( i = 1, \ldots, n \) let \( C_i(T) = (-1)^{i+1} \binom{n}{i} T^i + \sum_{j=0}^{i-1} (-1)^j \binom{n-i+j}{j} r_{i-j} T^j \). Then for each element \( u \) in \( R \), \( (b+ux)^n = \sum_{i=1}^{n} C_i(u)x^i(b+ux)^{n-i} \) is an equation of integral dependence of \( b+ux \) on \( xR \). Moreover, if \( R \) is local with maximal ideal \( M \) and if \( \text{char}(R/M) > n \), then there exist only finitely many units \( u \) in \( R \) that are non-congruent modulo \( M \) such that \( C_i(u) \in M \) for some \( i = 1, \ldots, n \).

**Proof.** Let \( \beta = b + xT \). We will first construct the polynomial equation \( \beta^n = \sum_{i=1}^{n} C_i(T)x^i \beta^{n-i} \), where

\[ C_i(T) = (-1)^{i+1} \binom{n}{i} T^i + \sum_{j=0}^{i-1} (-1)^j \binom{n-i+j}{j} r_{i-j} T^j. \]

(Here, the \( r_h \) are the coefficients in the above equation of integral dependence of \( b \) on \( xR \).)

For this, raise \( \beta = b + xT \) to the \( n \)-th power to get

\[ \beta^n = b^n + \sum_{j=1}^{n} \binom{n}{j} (xT)^j b^{n-j} \]
\[ = \sum_{i=1}^{n} r_i x^i b^{n-i} + \sum_{j=1}^{n} \binom{n}{j} (xT)^j b^{n-j}, \]

since \( b^n = \sum_{i=1}^{n} r_i x^i b^{n-i} \), so

\[ \beta^n = \sum_{i=1}^{n} (r_i + \binom{n}{i} T^i) x^i b^{n-i}. \]
Let
\[ d_{1,j} = r_j + \binom{n}{j} T^j \text{ for } j = 1, \ldots, n, \]
and let
\[ C_1(T) = nT + r_1, \]
so \( C_1(T) = d_{1,1} \) and \( C_1(T) \) is as described by (2.3.1). Also, it follows from \((p_0)\) that
\[ \beta^n = C_1(T)x^b n^{-1} + \sum_{j=2}^{n} d_{1,j} x^j b^{n-j}. \]

Raise \( \beta = b + xT \) to the \( n - 1 \)-st power, solve for \( b^{n-1} \), and then substitute this value for \( b^{n-1} \) in \((p_0')\) to get
\[ \beta^n = C_1(T)x[\beta^{n-1} - \sum_{i=1}^{n-1} \binom{n-1}{i} (xT)^i b^{n-1-i}] + \sum_{j=2}^{n} d_{1,j} x^j b^{n-j}, \]
so
\[ \beta^n = C_1(T)x[\beta^{n-1} - \sum_{j=2}^{n} (d_{1,j} - \binom{n-1}{j-1} C_1(T) T^{j-1}) x^j b^{n-j}] + \sum_{j=2}^{n} d_{1,j} x^j b^{n-j}. \]

Let
\[ d_{2,j} = d_{1,j} - \binom{n-1}{j-1} C_1(T) T^{j-1} \text{ for } j = 2, \ldots, n, \]
and let
\[ C_2(T) = d_{1,2} - (n-1)C_1(T)T, \]
so
\[ C_2(T) = d_{2,2} \]
\[ = \binom{n}{2} T^2 + r_2 - (n-1)(nT + r_1)T \]
\[ = \binom{n}{2} T^2 - (n-1)(n-1)T + r_2 \]
\[ = -\binom{n}{2} T^2 - (n-1)r_1T + r_2, \]
so \( C_2(T) \) is as described by (2.3.1). Also, it follows from \((p_1)\) that
\[ \beta^n = C_1(T)x[\beta^{n-2} - \sum_{i=1}^{n-2} \binom{n-2}{i} (xT)^i b^{n-2-i}] + \sum_{j=3}^{n} d_{2,j} x^j b^{n-j}. \]

Raise \( \beta = b + xT \) to the \( n - 2 \)-nd power, solve for \( b^{n-2} \), and then substitute this value for \( b^{n-2} \) in \((p_1')\) to get
\[ \beta^n = C_1(T)x[\beta^{n-2} - \sum_{i=1}^{n-2} \binom{n-2}{i} (xT)^i b^{n-2-i}] + \sum_{j=3}^{n} d_{2,j} x^j b^{n-j}, \]
so
\[ \beta^n = C_1(T)x\beta^{n-1} + C_2(T)x^2\beta^{n-2} \]
\[ + \sum_{j=3}^{n} (d_{2,j} - \binom{n-2}{j-2} C_2(T)T^{j-2})x^j b^{n-j}. \]  

(p2)

Now assume that \( i > 2 \) and that \( C_1(T), \ldots, C_{i-1}(T) \) have been constructed by this process (and are as described by (2.3.1)). To construct \( C_i(T) \), let
\[ d_{i,j} = d_{i-1,j} - \binom{n-(i-1)}{j-(i-1)} C_{i-1}(T)T^{j-(i-1)} \]
for \( j = i, \ldots, n \), and let
\[ C_i(T) = d_{i-1,i} - (n-(i-1))C_{i-1}(T)T, \]
so \( C_i(T) = d_{i,i} \). Now note that if \( i \leq j \leq n \), then
\[ d_{i,j} = d_{i-1,j} - \binom{n-i+1}{j-i+1} C_{i-1}(T)T^{j-i+1} \]
\[ = [d_{i-2,j} - \binom{n-i+2}{j-i+2} C_{i-2}(T)T^{j-i+2}] - \binom{n-i+1}{j-i+1} C_{i-1}(T)T^{j-i+1} \]
\[ = \ldots \]
\[ = d_{1,j} - \sum_{k=1}^{i-1} \binom{n-i+k}{j-i+k} C_{i-k}(T)T^{j-i+k} \]
\[ = [r_j + \binom{n}{j} T^j] - \sum_{k=1}^{i-1} \binom{n-i+k}{j-i+k} C_{i-k}(T)T^{j-i+k}. \]
In particular, when \( j = i \) we have
\[ (2.3.2) \quad C_i(T) = d_{i,i} = r_i + \binom{n}{i} T^i - \sum_{k=1}^{i-1} \binom{n-i+k}{k} C_{i-k}(T)T^k. \]

Now it follows from (2.3.2) that, for \( j = 1, \ldots, i-1 \), the coefficient of \( T^j \) in \( C_i(T) \) is
\[ (2.3.3) \quad -\sum_{k=1}^{j} \binom{n-i+k}{k} (C_{i-k}(T))_{j-k}, \]
where \((C_{i-k}(T))_{j-k}\) denotes the coefficient of \( T^{j-k} \) in \( C_{i-k}(T) \). And, by induction,
\[ (2.3.4) \quad C_k(T) = (-1)^{k+1} \binom{n}{k} T^k + \sum_{h=0}^{k-1} (-1)^h \binom{n-k+h}{h} r_{k-h} T^h \]
for \( k = 1, \ldots, i-1 \).

Therefore it follows from (2.3.4) that
\[ (C_{i-k}(T))_{j-k} = (-1)^{j-k} \binom{n-(i-k) + (j-k)}{j-k} r_{(i-k)-(j-k)}, \]
so by (2.3.3) the coefficient of $T^j$ in $C_i(T)$ is

$$-\sum_{k=1}^{j} \binom{n-i+k}{k} (-1)^{j-k} \binom{n-i+j}{j-k} r_{i-j}$$

and

$$= \sum_{k=1}^{j} \binom{n-i+k}{k} (-1)^{j-k+1} \binom{n-i+j}{j-k} r_{i-j}.$$ 

However, (2.1.1) shows that this coefficient is $(-1)^j \binom{n-i+j}{j}$, so it follows that for each $j = 1, \ldots, i-1$ the coefficient of $T^j$ in $C_i(T)$ is as described in (2.3.1).

Also, it follows from (2.1.2) and (2.1.3) that this coefficient is $\binom{n}{i}$, so by (2.3.3) the coefficient of $T^i$ in $C_i(T)$ is

$$(2.3.5) \quad \binom{n}{i} - \sum_{k=1}^{i-1} \binom{n-i+k}{k} (C_{i-k}(T))_{i-k},$$

and (2.3.4) shows that

$$(C_{i-k}(T))_{i-k} = (-1)^{i-k+1} \binom{n}{i-k},$$

so by (2.3.5) the coefficient of $T^i$ in $C_i(T)$ is

$$\binom{n}{i} - \sum_{k=1}^{i-1} \binom{n-i+k}{k} (-1)^{i-k+1} \binom{n}{i-k}.$$ 

However, it follows from (2.1.2) and (2.1.3) that this coefficient is $(-1)^{i+1} \binom{n}{i}$, as desired.

Finally, it follows from (2.3.2) that the constant term in $C_i(T)$ is $r_i$, as desired.

Therefore $\beta^n = \sum_{i=1}^{n} C_i(T)x^i \beta^{n-i}$ with each $C_i(T)$ as described by (2.3.1). Hence, if $u \in R$, then it is clear that

$$(b + ux)^n = \sum_{i=1}^{n} C_i(u)x^i(b + ux)^{n-i}$$

is an equation of integral dependence of $b + ux$ on $xR$, and, if char$(R/M) > n$, then the leading coefficient $(-1)^{i+1} \binom{n}{i}$ of $C_i(T)$ is not zero, so none of the $C_i(u)$ is the zero polynomial modulo $M$. Therefore, if $S$ is the set of elements in $R/M$ that are a root of at least one of these $n$ polynomials, then $S$ is a finite set. Thus it follows that there exist only finitely many units $u$ in $R$ that are non-congruent modulo $M$ such that $C_i(u) \in M$ for some $i = 1, \ldots, n$ (namely, the $u$ such that $u + M \in S$).

\textit{(2.4) Remark.} Note that if $C_n(u)$ is a unit in (2.3), then it follows that $x$ is integrally dependent on $b + ux$ (and satisfies an equation of integral dependence on $b + ux$ of degree $n$). Therefore $\frac{b+ux}{x}$ is a unit in $R[\frac{b+ux}{x}]$ and (even stronger) it follows that $R[\frac{b+ux}{x}] = R[\frac{x}{b+ux}]$.

3. Superficial elements

Superficial elements have been useful in many research areas, so there are many results concerning them in the literature. (For basic references, see [N] Section 22 or [ZS2] p. 285.) In this section we prove a couple of new results concerning such elements that are needed to prove the main theorem (4.4). We begin by recalling the appropriate definitions.
(3.1) Definition. Let $R$ be a Noetherian ring, let $I$ be a regular ideal in $R$, and let $b_1, \ldots, b_g, x$ ($g \geq 1$) be regular nonunits of $R$ that generate $I$ (note that $b_1, \ldots, b_g, x$ are not assumed to be a minimal generating set for $I$).

(3.1.1) A reduction of $I$ is an ideal $J \subseteq I$ such that $JI^n = I^{n+1}$ for some positive integer $n$.

(3.1.2) A regular superideal for $I$ is a regular element $b \in I$ such that $I^n : bR = I^{n+1}$ for all large integers $n$.

(3.1.3) $R(R, I)$ denotes the Rees ring of $R$ with respect to $I$, so $R(R, I)$ is the graded subring $R[u, tI]$ of $R[u, t]$, where $t$ is an indeterminate and $u = 1/t$.

(3.1.4) A prime ideal $P$ in the Rees ring $R[u, tI]$ is said to be relevant in case $tI \nsubseteq P$.

(3.1.5) If $R$ is local with maximal ideal $M$, then $a(I)$ denotes the analytic spread of $I$, so $a(I) = \text{altitude}(R(R, I)/(u, M)R(R, I))$.

(3.1.6) For a positive integer $k$, the $k$-th bracket power of $I$ is the ideal $I^{[k]} = (b_1^k, \ldots, b_g^k, x^k)R$, and $I^{(k)}$ denotes the ideal $(\{b^k : b \in I\})R$, so $I^{[k]}$ is the ideal generated by the $k$-th powers of $b_1, \ldots, b_g, x$ and $I^{(k)}$ is the ideal generated by the $k$-th powers of all elements in $I$. (It should be noted that $I^{(k)} \subseteq I^{(k+1)} \subseteq I^k$ and that $I^{[k]}$ depends on the generators $b_1, \ldots, b_g, x$ of $I$, whereas $I^{(k)}$ does not.)

Section 5 contains a number of results concerning bracket powers of ideals.

(3.2) Remark (3.2.1). Concerning (3.1.1) and (3.1.6), it is readily checked that $I^{[k]}$ is a reduction of $I^k$ (in fact, $(I^{[k]})^{n+1} = I^{[k]}(I^k)^n$), so $(I^{[k]})_a = (I^k)_a$; hence if $R$ is local, then $a(I^{[k]}) = a(I^{k}) = a(I)$.

(3.2.2) Concerning (3.1.2), a regular element $b \in I$ is a regular superideal element for $I$ if and only if $bt \notin U = \bigcup \{p : p$ is a relevant prime divisor of $uR(R, I)\}$ (equivalently, $bt \in tIR - U$).

Proof. For (3.2.2), assume first that $bt \notin U$, so $bt$ is not in any relevant prime divisor of $uR$ for all positive integers $k$. Fix a large integer $k$ and note that for all large integers $n$ the prime divisors of $u^kR : (t)R$ are the relevant prime divisors of $uR$. Therefore $u^kR : (t)R : bR = u^kR : (t)^nR$, so it follows that $u^{k+n}R : bR = u^{k+n}R : I^nR$ for all large integers $n$. Contracting this equality of ideals to $R$ yields $I^{k+n+1} : bR = I^{k+n} : I^n$. However, $I^{k+n+1} : I^n = I^k$ for all large integers $k$, by [10, (2.3.2)], so it follows that $I^{k+1} : bR = I^k$ for all large integers $k$, so $b$ is a regular superideal element for $I$.

For the converse, assume that $bt$ is in some relevant prime divisor of $uR$ and fix a large integer $k$. Then it follows that $(u^kR : (t)R) : bR$ properly contains $u^kR : (t)R$ for all large integers $n$. Therefore $u^{k+n}R : I^nR \subseteq u^{k+n+1}R : bR$, so (since these ideals are homogeneous) there exists a homogeneous element $rt^m \in (u^{k+n+1}R : bR) - (u^{k+n}R : I^nR)$. (Note that there is such an element $rt^m$ for all positive integers $m$. To see this, let $n$ be a large integer and fix $m \geq 1$. Then if $(lr)^mR \cap (u^kR : bt(t)R) \subseteq u^kR : (t)R$, then $(lr)^mR \cap (u^kR : bt(t)R) \subseteq u^kR : (t)R$ and $(lr)^mR$ is not contained in any prime divisor of $u^kR : (t)R$, so $u^kR : bt(t)R$ is contained in each primary component of $u^kR : (t)R$, and this contradicts the fact that $(u^kR : (t)R) : bR$ properly contains $u^kR : (t)R$ for all large integers $n$.) It then follows that $rbI^n \subseteq u^{k+n+1+m}R \cap R = I^{k+n+1+m}$ and that $rI^n \nsubseteq u^{k+n+m}R \cap R = I^{k+n+m}$. Therefore $rb \in I^{k+1+m+n} : I^n = I^{k+1+n}$ (by [10, (2.3.2)], since $k$ is large) and $r \notin I^{k+m+n} : I^n = I^{k+m}$, so $b$ is not a superideal element for $I$. \qed
(3.3) Lemma. Let \((R, M)\) be a local ring such that \(R/M\) is infinite and let \(I\) be a regular ideal in \(R\). Fix a positive integer \(k\). Then there exists a regular superficial element \(b\) for \(I\) such that \(b^k\) is a regular superficial element for \(I^{(k)}\).

Proof. Let \(R = R[u, tI]\) and \(R_k = R[u^k, t^{k}I^{(k)}]\), so \(R_k \cong R(I^{(k)})\) and \(R\) contains and is integrally dependent on \(R_k\). Let \(p_1, \ldots, p_h\) be the prime ideals in \(R\) that are either a relevant prime divisor of \(uR\) or that lie over a relevant prime divisor of \(u^kR_k\). (Note: since \(R\) is local, \(I\) is regular, and \(u\) is regular in \(R\), it follows that each prime divisor of zero in both \(R\) and \(R_k\) is contained in at least one of the \(p_i\). Also note that relevant prime ideals in \(R\) contract to relevant prime ideals in \(R_k\).) Then since \(R/M\) is infinite there exists a (regular) element \(b \in R\) that is not in any of these prime ideals. Therefore it follows from (3.2.2) (and from \(R_k \cong R(I^{(k)})\)) that \(b\) (resp., \(b^k\)) is a regular superficial element for \(I\) (resp., \(I^{(k)}\)). \(\square\)

By starting with a given basis \(b_1, \ldots, b_g, x\) for \(I\), we do not know how to prove the result corresponding to (3.3) for \(I^{(k)}\) in place of \(I^{(k)}\). The difficulty is, of course, that \(b^k\) may not be in \(I^{(k)}\). However, (3.4) shows that (3.3) can be strengthened to include several different values of \(k\) simultaneously, and (3.7) shows that we can often find such an element \(b\) for \(I^{(k)}\) in place of \(I^{(k)}\) when \(a(I) = 1\).

(3.4) Remark. A proof similar to that given for (3.3) shows that, if \(k\) is a given positive integer, then (since \(R\) is integrally dependent on each of the rings \(R_i = \bigcap\bigcup_i I^{(k)}\)) for \(i = 1, \ldots, k\) by letting \(p_1, \ldots, p_w\) be the prime ideals in \(R\) that are either a relevant prime divisor of \(uR\) or that lie over a relevant prime divisor of \(u^kR_k\) for at least one \(i = 2, \ldots, k\), there exists a regular superficial element \(b\) for \(I\) such that \(b^i\) is a regular superficial element for \(I^{(i)}\) for \(i = 2, \ldots, k\).

(3.5) Lemma. If \(b\) is a regular superficial element for a regular ideal \(I\) in a Noetherian ring \(R\), and if \(A = R/I\), then \(b^n A \cap R = I^n\) for all large integers \(n\).

Proof. Let \(b\) be a regular superficial element for \(I\) and let \(n\) be large enough that \(I^i : bR = I^{i-1}\) for all integers \(i \geq n\). Then if \(r \in b^n A \cap R\), then there exist a positive integer \(m\) and an element \(a \in I^m\) such that \(r = b^n(a/b^m)\). If \(n \geq m\), then \(r = b^n - m a \in I^n\), and if \(n < m\), then \(b^n - m a \in I^m\), so \(r \in I^m : b^m a R = I^m\). Therefore \(b^n A \cap R \subseteq I^n\) for all large integers \(n\), and the opposite inclusion is clear; hence \(b^n A \cap R = I^n\) for all large integers \(n\). \(\square\)

We close this section with two more results concerning superficial elements. (It should be noted that the hypotheses in (3.6) that \(I\) has a principal reduction does hold when \(R/M\) is infinite and \(a(I) = 1\).)

(3.6) Proposition. Let \((R, M)\) be a local ring, let \(I\) be a regular ideal in \(R\), and assume that \(I\) has a reduction generated by one element. Then for each reduction \(cR\) of \(I\), \(c\) is a regular superficial element for \(I\).

Proof. Let \(c\) be a reduction of \(I\). Then \(c\) is regular in \(R\) (since \(I\) is regular and \(I^{m+1} = cI^m \subseteq cR\) for some positive integer \(m\)), and there exists a positive integer \(n\) such that \(I^{m+1} = cI^m\) for all integers \(m \geq n\). Therefore \(I^{m+1} : cR = cI^m : cR = I^m\) for all integers \(m \geq n\), so \(c\) is a regular superficial element for \(I\). \(\square\)

(3.7) Corollary. Let \((R, M)\) be a local ring, let \(I = (b_1, \ldots, b_g, x)R\) be a regular ideal in \(R\), and assume that \(I \subseteq (xR)_A\). Then for each integer \(k \geq 1\) it holds that \(x^k R\) is a reduction of \(I^{[k]} = (b_1^k, \ldots, b_g^k, x^k)R\) and that \(x^k\) is a regular superficial
element for \( I^{[k]} \). Moreover, if \( n_i \) is an integer such that \( (b_i, x)^{n_i} R = x(b_i, x)^{n_i-1} R \) for \( i = 1, \ldots, g \), if \( n^* = (\sum_{i=1}^g n_i) - g \), and if \( A = R[b_1/x, \ldots, b_g/x] \), then \( x^n A = x^n A \cap R = I^n \) for all integers \( n \geq n^* \).

Proof. It is clear that \( x^k \in I^{[k]} \subseteq I^k \subseteq (x^k R)_a \), so \( x^k R \) is a reduction of \( I^{[k]} \), so \( x^k \) is a regular superficial element for \( I^{[k]} \), by (3.6).

For the last statement of the corollary, note that it follows from the definition of \( n^* \) that \( I^n = x^{n-n^*} I^{n^*} \) for all integers \( n \geq n^* \). Also, \( A \) is integrally dependent on \( R \), since each \( b_i/x \) is integral over \( R \), so \( A \) is a finite \( R \)-module. In fact, since \( I^n = x^{n-n^*} I^{n^*} \), it follows that each element in \( A \) can be written in the form \( \beta/x^{n^*} \) for some \( \beta \in I^{n^*} \), so it readily follows that \( x^n A = x^n A \cap R = I^n \) for all integers \( n \geq n^* \).

\[ \square \]

4. The main theorem

In this section we prove the main theorem and a couple of useful related results.

Our first result in this section is the case \( g = 1 \) and \( k \geq 2 \) of the main theorem, that is, the case where \( I = (b, x) R \).

(4.1) Theorem. Let \( b \) and \( x \) be regular nonunits in a local ring \( (R, M) \) such that \( b \) is integrally dependent on \( xR \), say \( b^n = \sum_{i=1}^n r_i x^{i(b)-1} \), where \( r_1, \ldots, r_n \in R \). Let \( k \geq 2 \) be an integer that is not divisible by \( \text{char}(R/M) \). Then for all but finitely many units \( u \) in \( R \) that are non-congruent modulo \( M \) it holds that:

- \( (b, x)^{in} R = (b + ux, x)^{in} R = x^i((b + ux)^j, x^j)^{n-1} R \) for \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \).
- \( (b, x)^{(n-1)} R = (b + ux, x)^{(n-1)} R = ((b + ux)^j, x^j)^{n-1} R \) for \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \).

Proof. Let \( \beta = b + xT \), where \( T \) is an indeterminate, so the proof of (2.3) shows that \( \beta^n = \sum_{i=1}^n C_i(T)x^i\beta^{n-i-1} \), where \( C_i(T) = (-1)^{i+1}(\binom{n}{i})T^i + \sum_{j=0}^{i-1}(-1)^j\binom{n-1-j}{i-j}r_{i-j}T^j \).

(Here, we do not need to assume that \( \text{char}(R/M) > n \) (see (2.3)), since we are not trying to make all the coefficients \( C_i(u), \ldots, C_n(u) \) units in \( R \). Our goal will be to choose \( u \) so that \( \text{Det}(H_{n,k}^*) \) (see (4.1.4)) is a unit in \( R/M \), and for this we will only require that \( k \) is not divisible by \( \text{char}(R/M) \); see the proof of (4.1.4) and the paragraph that follows its proof.)

Let \( s = kn - n \) and successively multiply both sides of the equation \( \beta^n = \sum_{i=1}^n C_i(T)x^i\beta^{n-i-1} \), by \( \beta^s, x^s, \ldots, x^{s-1} \beta, x^s \) to obtain the \( s + 1 \) equations:

\[
\begin{align*}
\beta^{n+s} &= \sum_{i=1}^n C_i(T)x^i\beta^{n-i+s}, \\
x^s\beta^{n+s-1} &= \sum_{i=1}^n C_i(T)x^{i+1}\beta^{n-i+s-1}, \\
&\vdots \\
x^{s-1}\beta^{n+1} &= \sum_{i=1}^n C_i(T)x^{i+s-1}\beta^{n+1-i}, \\
x^s\beta^n &= \sum_{i=1}^n C_i(T)x^{i+s}\beta^{n-i}.
\end{align*}
\]
(Note that $n + s = kn$, so when $T$ is replaced by any unit $u$ in $R$ these $s + 1$ equations involve the $kn + 1$ generators $(b + ux)kn, x(b + ux)kn-1, \ldots, x^{kn-1}(b + ux), x^{kn}$ of $(b + ux, x)^{kn} R$.)

Rewrite each of these $s + 1$ equations with the $n$ terms involving $x^{ki}\beta^{(n-i)}$ ($i = 1, \ldots, n$) on the right-hand side and the remaining $s + 1 = (kn + 1) - n$ terms on the left-hand side. Now view these equations in this form as the system $H_{n,k}(T)Y = G$ of $s + 1$ linear equations in the $s + 1$ variables in the set $\{x^i\beta^{kn-i}; i = 1, \ldots, kn-1 \text{ and } i \neq 0 \mod k\} \cup \{\beta^{kn}\}$. Here: $Y$ is the $s + 1$-tuple (column vector) $(\beta^{kn}, x\beta^{kn-1}, \ldots, x^i\beta^{kn-i}, \ldots, x^{kn-1}\beta)$ (with $i = 1, \ldots, kn-1$ and $i \neq 0 \mod k$); $G$ is the the $s + 1$-tuple (column vector) $(g_1, \ldots, g_{s+1})^T$, where $g_j$ is the sum of the terms of the $j$-th equation involving $x^{kn}, x^{k(n-1)}\beta, \ldots, x^k\beta^{n+s-k}$ (including the coefficients $C_1, \ldots, C_n$ (and $-1$ for $j = k + 1, 2k + 1, \ldots$)) (so each $g_j$ becomes a linear combination of the generators of $x^k((b + ux)^k, x^k)^n R$ when $b + ux$ is substituted for $\beta$); and, $H_{n,k}(T)$ is the $s + 1$ by $s + 1$ coefficient matrix, which is obtained as follows:

(4.1.3) Construction. Fix integers $n \geq 2$ and $k \geq 2$, let $s = kn - n$, and let $m = kn+1$. Let $A_0$ be the $s+1$ by $m$ matrix whose first row is $-C_1(T) C_2(T) \ldots C_n(T)$ followed by $kn - n$ zeros (so the row has $m$ entries), whose second row consists of 0 followed by the first row with its last 0 deleted, whose third row consists of 0 followed by the second row with its last 0 deleted, ..., and whose $s + 1$-st row consists of 0 followed by the $s$-th row with its last 0 deleted. (Note that column $j$ of $A_0$ contains the coefficients of $x^j - 1 \beta^{kn-1}$ in the above equations rewritten in the form $-x^h\beta^{kn-h} + \sum_{i=1}^n C_i(T)x^{i+h}\beta^{kn-i-h} = 0$.) Then $H_{n,k}(T)$ is the $s + 1$ by $s + 1$ matrix obtained by deleting columns $k + 1, 2k + 1, \ldots, nk + 1 = m$ from $A_0$ (so the $n$ columns that involve the coefficients of the elements $\beta^{(n-i)} x^i$ ($i = 1, \ldots, n$) are deleted), leaving $s + 1$ columns.

The following are three examples of $H_{n,k}(T)$. The first is $H_{n,2}(T)$ with $n$ even (so $H_{n,2}(T)$ is an $n + 1$ by $n + 1$ matrix); the second is $H_{n,2}(T)$ with $n$ odd (so $H_{n,2}(T)$ is an $n + 1$ by $n + 1$ matrix); and the third is $H_{n,n+1}(T)$ (so $H_{n,n+1}(T)$ is an $n^2 + 1$ by $n^2 + 1$ matrix).

For $n$ even:

$$H_{n,2}(T) = \begin{pmatrix}
-1 C_1(T) & C_2(T) & C_3(T) & \ldots & C_{n-1}(T) & 0 & 0 & \ldots & 0 & 0 \\
0 & -1 C_1(T) & C_2(T) & \ldots & C_{n-2}(T) & C_n(T) & 0 & \ldots & 0 & 0 \\
0 & 0 & C_1(T) & \ldots & C_{n-3}(T) & C_{n-1}(T) & 0 & \ldots & 0 & 0 \\
0 & 0 & -1 C_1(T) & \ldots & C_{n-4}(T) & C_{n-2}(T) & C_n(T) & \ldots & 0 & 0 \\
0 & 0 & 0 & C_1(T) & \ldots & C_{n-5}(T) & C_{n-3}(T) & C_{n-1}(T) & \ldots & 0 \\
0 & 0 & 0 & -1 & \ldots & C_{n-6}(T) & C_{n-4}(T) & C_{n-2}(T) & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \ldots & C_1(T) & C_2(T) & \ldots & C_{n-3}(T) & 0 \\
0 & 0 & 0 & 0 & \ldots & -1 & C_2(T) & \ldots & C_{n-2}(T) & C_n(T) \\
0 & 0 & 0 & 0 & \ldots & 0 & C_1(T) & \ldots & C_{n-3}(T) & C_{n-1}(T)
\end{pmatrix}.$$
For $n$ odd:

$$H_{n,2}(T) = \begin{pmatrix} -1 & C_1(T) & C_2(T) & C_3(T) & \cdots & C_{n-1}(T) & 0 & 0 & \cdots & 0 \\ 0 & -1 & C_2(T) & C_3(T) & \cdots & C_{n-1}(T) & 0 & 0 & \cdots & 0 \\ 0 & 0 & C_1(T) & C_2(T) & \cdots & C_{n-2}(T) & C_{n-1}(T) & 0 & \cdots & 0 \\ 0 & 0 & -1 & C_2(T) & \cdots & C_{n-3}(T) & C_{n-2}(T) & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & C_1(T) & C_2(T) & C_3(T) & \cdots & C_{n-1}(T) \\ 0 & 0 & 0 & 0 & \cdots & -1 & C_2(T) & C_3(T) & \cdots & C_{n-1}(T) \end{pmatrix},$$

$$H_{n,n+1}(T) = \begin{pmatrix} -1 & C_1(T) & C_2(T) & \cdots & C_{n-1}(T) & 0 & 0 & \cdots & 0 \\ 0 & -1 & C_1(T) & C_2(T) & \cdots & C_{n-2}(T) & C_{n-1}(T) & 0 & \cdots & 0 \\ 0 & 0 & -1 & C_2(T) & \cdots & C_{n-3}(T) & C_{n-2}(T) & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & C_1(T) & C_2(T) & C_3(T) & \cdots & C_{n-1}(T) \\ 0 & 0 & 0 & 0 & \cdots & -1 & C_2(T) & C_3(T) & \cdots & C_{n-1}(T) \end{pmatrix}.$$

Now consider the matrix $H_{n,k}(T)$ modulo $M$, and recall that each $C_i(T)$ is a polynomial in $T$ of degree $i$ whose leading coefficient is $(-1)^{i+1}\binom{n}{i}$. It follows from this that $\text{Det}(H_{n,k}(T))$ is a polynomial $P(T)$; in fact, the following holds:

$$\text{(4.14) Det}(H_{n,k}(T)) \text{ is a polynomial of degree } \frac{n(n-1)(k-1)}{2},$$

whose leading coefficient is $\text{Det}(H_{n,k}^*)$,

where $H_{n,k}^*$ is the $s+1$ by $s+1$ matrix obtained from $H_{n,k}(T)$ by substituting the leading coefficient $(-1)^{i+1}\binom{n}{i}$ of $C_i$ for $C_i$ (for $i = 0, 1, \ldots, n$). (In the three cases above:

For $n$ even:

$$H_{n,2}^* = \begin{pmatrix} -\binom{n}{0} & \binom{n}{1} & \binom{n}{2} & \cdots & \binom{n}{n-1} & 0 & 0 & \cdots & 0 \\ 0 & -\binom{n}{0} & -\binom{n}{1} & -\binom{n}{2} & \cdots & \binom{n}{n-2} & -\binom{n}{n-1} & 0 & \cdots & 0 \\ 0 & 0 & -\binom{n}{0} & -\binom{n}{1} & -\binom{n}{2} & \cdots & \binom{n}{n-3} & \binom{n}{n-2} & -\binom{n}{n-1} & \cdots & \binom{n}{n} \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & -\binom{n}{0} & -\binom{n}{1} & -\binom{n}{2} & \cdots & -\binom{n}{n-2} & -\binom{n}{n-1} \\ 0 & 0 & 0 & 0 & \cdots & 0 & -\binom{n}{0} & -\binom{n}{1} & \cdots & -\binom{n}{n-3} & -\binom{n}{n-2} & -\binom{n}{n} \end{pmatrix},$$

For $n$ odd:

$$H_{n,2}^* = \begin{pmatrix} -\binom{n}{0} & \binom{n}{1} & \binom{n}{2} & \cdots & \binom{n}{n-1} & 0 & 0 & \cdots & 0 \\ 0 & -\binom{n}{0} & -\binom{n}{1} & -\binom{n}{2} & \cdots & -\binom{n}{n-2} & -\binom{n}{n-1} & 0 & \cdots & 0 \\ 0 & 0 & -\binom{n}{0} & -\binom{n}{1} & -\binom{n}{2} & \cdots & -\binom{n}{n-3} & -\binom{n}{n-2} & \binom{n}{n-1} & \cdots & 0 \\ 0 & 0 & 0 & 0 & \cdots & -\binom{n}{0} & -\binom{n}{1} & -\binom{n}{2} & \cdots & -\binom{n}{n-2} & -\binom{n}{n-1} \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & -\binom{n}{0} & -\binom{n}{1} & -\binom{n}{2} & \cdots & -\binom{n}{n-3} & -\binom{n}{n-2} & -\binom{n}{n} \end{pmatrix}.$$
To prove (4.1.4), let $A_1$ be the $kn + 1$ by $kn + 1$ matrix obtained by adjoining to the bottom of $A_0$ in (4.1.3) the $n$ rows $e_{i k + 1}$ ($i = 1, \ldots, n$), where $e_{i k + 1}$ is the $kn + 1$-tuple whose only nonzero entry is 1 in the $i k + 1$-st component. Then it is readily seen that $\text{Det}(A_1) = \pm \text{Det}(H_{n,k}(T))$ (by expanding the determinant of $A_1$ by its last row to get the $kn$ by $kn$ matrix $B_1$ obtained by deleting the last row and column of $A_1$, so $\text{Det}(B_1) = \text{Det}(A_1)$; then expand the determinant of $B_1$ by its last row to get the matrix $B_2$ obtained by deleting the last row and the $(n - 1)k + 1$-st column of $B_1$, so $\text{Det}(B_2) = (-1)^{kn + (n - 1)k + 1} \text{Det}(B_1)$; and repeat this $n - 2$ more times). Therefore to prove (4.1.4) it is sufficient to prove that each nonzero summand of $\text{Det}(A_1)$ has degree $\frac{n(n - 1)(k - 1)}{2}$.

For this, note first that it follows from (4.1.3) that, for $i = 1, \ldots, kn - n + 1$ and $j = i, \ldots, k + n$, the $(i, j)$-entry of $A_1$ is $C_{j-i}$ (with $C_0 = 1$), so this entry has degree $j - i$; the other entries of rows $i = 1, \ldots, kn - n + 1$ are zero. Also, the only nonzero entry in each of the last $n$ rows is the 1 in the $i k + 1$-st component (for $i = 1, \ldots, n$). Therefore let $a_{1,i_1} \cdots a_{kn+1,i_{kn+1}}$ be a nonzero summand of $\text{Det}(A_1)$. Then $a_{1,i_1} \cdots a_{kn+1,i_{kn+1}} = C_{i_1-1} \cdots C_{i_{kn+1}-1} = (i_1-1)! \cdots (i_{kn+1}-1)!$ (there are $n$ 1’s). Therefore the degree of this summand is $(i_1-1) + \cdots + (i_{kn+1}-1)$, which simplifies to $\frac{n(n - 1)(k - 1)}{2}$. Since this is the degree of each nonzero summand of $\text{Det}(A_1)$, it follows that $\text{Det}(H_{n,k}(T))$ is a polynomial whose leading coefficient is $\text{Det}(H_{n,k}^*)$, so (4.1.4) holds.

Now it is proved in [RR2, Corollary 2.6] that if char$(R/M) = 0$, then $\text{Det}(H_{n,k}^*) = \pm k^{t_{n-1}}$ (since $k + 1, 2k + 1, \ldots, kn + 1$ is an arithmetic sequence); here, $t_{n-1} = \binom{n}{2}$ is the $n - 1$-st triangular number (so $t_{n-1}$ is the $n - 1$-st integer in the sequence 1, 3, 6, 10, 15, \ldots). Since determinants are computed the same way over any commutative ring (as a sum of products of elements in the ring), it follows that if char$(R/M) = p \neq 0$ and $k \neq 0 \mod p$, then the leading coefficient of $P(T) = \text{Det}(H_{n,k}(T))$ is $\text{Det}(H_{n,k}^*) = \pm k^{t_{n-1}} \mod p$, which is nonzero in $R/M$. Therefore this polynomial has only finitely many zeros (in fact, it has at most $\frac{n(n - 1)(k - 1)}{2}$ zeros, by (4.1.4)), so there exist only finitely many units $u$ in $R$ that are non-congruent modulo $M$ such that $\text{Det}(H_{n,k}(u))$ is a nonunit in $R$. Hence if $u$ is chosen to be none of these units in $R$, then $H_{n,k}(u)$ is invertible, so there exists a unique solution to the system $H_{n,k}(u)Y = G$ of linear equations.
Therefore it follows that the elements in \( \{x^i(b + ux)^{kn-i}; i = 1, \ldots, kn - 1 \} \) are in the ideal generated in \( R \) by the components of \( G \) when \( b + ux \) is substituted for \( \beta \), and it is clear that this latter ideal is contained in \( x^k((b + ux)^k, x^k)^{n-i}R \). Since the opposite inclusion is clear, it follows that \( (b + ux, x)^{kn}R = x^k((b + ux)^k, x^k)^{n-i}R \), and it is clear that \( (b + ux, x)^{kn}R = (b, x)^{kn}R \).

Since the preceding holds for each integer \( k \geq 2 \) that is not divisible by \( \text{char}(R/M) \) (that is, since there are only finitely many units in \( R \) that are non-congruent modulo \( M \) such that \( \Delta(H_{a,k}(u)) \) is a nonunit in \( R \)), it follows that if \( k \geq 2 \), then there are only finitely many units in \( R \) that are non-congruent modulo \( M \) such that \( \Delta(H_{a,j}(u)) \) is a nonunit in \( R \) for \( j = 2, 3, \ldots, k \) and \( j \neq 0 \) mod \( \text{char}(R/M) \).

Therefore for all but finitely many units in \( R \) that are non-congruent modulo \( M \) it holds that

\[
(b, x)^{jn}R = (b + ux, x)^{jn}R = x^j((b + ux)^j, x^j)^{n-i}R
\]

for \( j = 1, \ldots, k \) and \( j \neq 0 \) mod \( \text{char}(R/M) \). Therefore (4.1.1) holds.

Finally, since \( (b, x)^{jn}R = x(b, x)^{jn}R \), it follows that \( (b, x)^{jn}R = x^j(b, x)^{jn}R \), so since \( x \) is regular in \( R \) it follows from what was shown in the preceding paragraph that \( (b, x)^{jn}R = (b + ux, x)^{jn}R = ((b + ux)^j, x^j)^{n-i}R \) for \( j = 1, \ldots, k \) and \( j \neq 0 \) mod \( \text{char}(R/M) \). (This follows from the fact that if \( b^n = \sum_{i=1}^{n} r_i x^i b^{n-i} \), then \( b^n = \sum_{i=1}^{m} r_i x^i b^{n-i} \), where \( r_{n+1}, \ldots, r_m \) are zero.)

(4.2) Remark. Concerning (4.1), it should be noted that the conclusion can be changed to: if \( k \geq 2 \) and \( m \geq n - 1 \), then for all but finitely many units in \( R \) that are non-congruent modulo \( M \) it holds that \( (b, x)^{mj}R = (b + ux, x)^{mj}R = ((b + ux)^j, x^j)^{n-i}R \) for \( j = 1, \ldots, k \) and \( j \neq 0 \) mod \( \text{char}(R/M) \). (This follows from the fact that if \( b^n = \sum_{i=1}^{n} r_i x^i b^{n-i} \), then \( b^n = \sum_{i=1}^{m} r_i x^i b^{n-i} \), where \( r_{n+1}, \ldots, r_m \) are zero.)

(4.3) Corollary. Let \( b \) and \( x \) be regular nonunits in a local ring \((R, M)\) such that \( b^2 = r_1 xb + r_2 x^2 \) for some \( r_1, r_2 \) in \( R \). Let \( k \geq 2 \) be an integer. Then for all but finitely many units in \( R \) that are non-congruent modulo \( M \) it holds that \( (b, x)^{jn}R = (b + ux, x)^{jn}R \) for \( j = 1, \ldots, k \) and \( j \neq 0 \) mod \( \text{char}(R/M) \).

Proof. This is the case \( n = 2 \) of (4.1.2).

We can now prove the main theorem in this section.

(4.4) Theorem. Let \( b_1, \ldots, b_g, x \) be regular nonunits in a local ring \((R, M)\), let \( I = (b_1, \ldots, b_g, x)_R \), and assume that \( a(I) = 1 \) and that \( I \subseteq (xR)_u \). Say \( (b, x)^{n_i}R = x(b, x)^{n_i-1}R \) for \( i = 1, \ldots, g \). Let \( n^* = (\sum_{i=1}^{g} n_i) - g \) and let \( k \geq 2 \) be an integer. Then for all but finitely many units in \( R \) that are non-congruent modulo \( M \) it holds that

\[
I^{jn} = (b_1 + u_1 x, \ldots, b_g + u_g x, x)^{jn}R = ((b_1 + u_1 x)^j, \ldots, (b_g + u_g x)^j, x^j)^{n-i}R
\]

for all integers \( n \geq n^* \) and for \( j = 1, \ldots, k \) and \( j \neq 0 \) mod \( \text{char}(R/M) \).

Proof. Fix \( h \in \{1, \ldots, g\} \). Then the hypothesis implies that \( b_h^{n_h} = \sum_{i=1}^{n_h} r_i x^i b_h^{n_h-i} \), where \( r_1, \ldots, r_{n_h} \in R \). Therefore (4.1.2) shows that for all but finitely many units in \( R \) that are non-congruent modulo \( M \) it holds that

\[
(b_h, x)^{(nh-1)}R = (b_h + ux, x)^{(nh-1)}R = ((b_h + ux)^j, x^j)^{n_h-1}R
\]
for \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \). Therefore (3.7) shows that \( R[\beta_j]/x] = R[\beta_j^2/x^2] \) for \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \), where \( \beta_j = b_j + ux \), and it is clear that \( R[b_j/x] = R[\beta_j/x] \), so

\begin{equation}
R[b_j/x] = R[\beta_j/x] = R[\beta_j^2/x^2]
\end{equation}

for \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \).

Let \( A = R[b_1/x, \ldots, b_g/x] \). Then it follows from (4.4.1) that

\begin{equation}
A = R[\beta_1/x, \ldots, \beta_g/x] = R[\beta_1^2/x^2, \ldots, \beta_g^2/x^2]
\end{equation}

for \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \).

Also, it is clear that \( (\beta_1, \ldots, \beta_g, x)R = I. \) Therefore, since \( xR \) is a reduction of \( I \), (3.7) shows that \( xR \) (resp., \( x^2R \)) is a regular superfluous element for \( I \) (resp., \( (\beta_1, \ldots, \beta_g, x)R \)) and that \( x^nA = x^nA \cap R = I^n \) for all integers \( n \geq n^* \).

Moreover, (4.1.1) shows that \( (\beta_1, x^3)^nA = x^3(\beta_1, x^2)^n-1R \) for \( i = 1, \ldots, g \) and \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \). Therefore, since \( x^j \) is a regular superfluous element for \( (\beta_1, \ldots, \beta_g, x)R \) for \( j = 1, \ldots, k \) (by the preceding paragraph), it follows from (3.7) (with \( x^j \) and \( I^j \) in place of \( x \) and \( I \)) and (4.4.2) that \( x^mA = x^nA \cap R = (\beta_1, \ldots, \beta_g, x)^nR \) for all integers \( n \geq n^* \). Therefore it follows from what was shown at the end of the preceding paragraph that

\[ I^n = (b_1 + u_1x, \ldots, b_g + u_gx)^nR = ((b_1 + u_1x)^j, \ldots, (b_g + u_gx)^j, x^j)^nR \]

for all integers \( n \geq n^* \) and for \( j = 1, \ldots, k \) and \( j \neq 0 \mod \text{char}(R/M) \).

\( \square \)

(4.5) Corollary. Let \( b_1, \ldots, b_g, x \) be regular nonunits in a local ring \((R, M), \) let \( I = (b_1, \ldots, b_g, x)R, \) and assume that \( a(I) = 1 \) and that \( I \subseteq (xR)_a. \) Let \( A = R[I/x]. \) Then for all integers \( k \geq 2 \) that are not divisible by \( \text{char}(R/M) \) there exists a basis \( \beta_1, \ldots, \beta_g, x \) of \( I \) such that \( A = R[I^k/x^k]. \)

Proof. This was proved in the first two paragraphs of the proof of (4.4). \( \square \)

For the following remark, the proof of (4.6.1) is similar to the proof of (4.1), and the proof of (4.6.2) is similar to the proof of (4.4), so the proofs will be omitted.

(4.6) Remark. (4.6.1). Let \((R, M) \) and \( I = (b, x)R \) be as in (4.1), assume that \( \text{char}(R/M) > n, \) and let \( q \geq n - 1 \) be an integer. Then for all but finitely many units \( u \) in \( R \) that are non-congruent modulo \( M \) it holds that \( I = (b + ux, x)R \) and that \( I^j \) is generated by any set \( \{x^{c_i-1}(b + ux)^{j-(c_i-1)1}; i = 1, \ldots, n \) and \( 1 \leq c_1 < \cdots < c_n \leq j + 1 \) such that \( c_i - c_h \neq 0 \mod \text{char}(R/M) \) for \( 1 \leq h < i \leq n \} \) of \( n \) power products of degree \( j \) in \( b + ux, x \) for \( j = n - 1, \ldots, q \).

(4.6.2) Let \( b_1, \ldots, b_g, x \) be regular nonunits in a local ring \((R, M), \) let \( I = (b_1, \ldots, b_g, x)R, \) and assume that \( a(I) = 1 \) and that \( I \subseteq (xR)_a, \) say \((b_i, x)^nR = x(b_i, x)^{n_j-1}R \) for \( i = 1, \ldots, g. \) Let \( q \geq 1 + \cdots + n_g - g + 1 \) be an integer and assume that \( \text{char}(R/M) > \max\{n_1, \ldots, n_g\}. \) Then for all but finitely many units \( u_1, \ldots, u_g \) in \( R \) that are non-congruent modulo \( M \) it holds that \( I = (b_1 + u_1x, \ldots, b_g + u_gx, x)R \) and that, for \( j = n_1 + \cdots + n_g - g + 1, \ldots, q, \) \( I^j \) is generated by any set of \( n_1 \cdots n_g \) power products of the form \((b_1 + u_1x)x^{e_1} \cdots (b_g + u_gx)x^{e_g}x^{j-e_1-\cdots-e_g}, \) where \( 0 \leq e_i < n_i \) (for \( i = 1, \ldots, g \)) and \( e_1 + \cdots + e_g \leq j. \)

Before proving a converse of (4.4), we first mention the following two results that are closely related to (4.1). These two results have the advantage that the original
basis \( b, x \) does not change, but they have the disadvantage that we can only prove them for \( k = 2 \).

(4.7) Remark. Let \((R, M)\) be a local ring, let \( x \) be a regular element in \( M \), and let \( b \) in \( R \), such that \( b^n = \sum_{i=1}^{n} r_i x^i b^{n-i} \) for some elements \( r_1, \ldots, r_n \) in \( R \).

(4.7.1) Assume that \( n \) is even, that \( r_1, \ldots, r_{n-2}, r_n \) in \( M \), and that \( r_{n-1} \notin M \). Then \((b, x)^{2n} R = x^2(b^2, x^2)^{n-1} R \).

(4.7.2) Assume that \( n \) is odd, that \( r_1, \ldots, r_{n-1} \) in \( M \), and that \( r_n \notin M \). Then \((b, x)^{2n} R = x^2(b^2, x^2)^{n-1} R \).

Proof. For (4.7.1), successively multiply both sides of \( b^n = \sum_{i=1}^{n} r_i x^i b^{n-i} \) by \( b^n \), \( x b^{n-1} \), \( x \) to get the \( n + 1 \) equations

\[
b^{2n} = \sum_{i=1}^{n} r_i x^i b^{2n-i} \\
\vdots \\
x^n b^n = \sum_{i=1}^{n} r_i x^{n+i} b^{n-i}.
\]

Rewrite each of these \( n + 1 \) equations with the \( n \) terms involving \( x^{2i} j^{2(n-i)} \) \( (i = 1, \ldots, n) \) on the right-hand side and the remaining \( n + 1 \) terms on the left-hand side. Now view these equations in this form as the system \( H_c Y = G \) of \( n + 1 \) linear equations in the \( n + 1 \) variables in the set

\[\{ x^i b^{2n-i}; i = 1, \ldots, 2n - 1 \text{ and } i \not\equiv 0 \text{ mod } 2 \} \cup \{ b^{2n} \}.\]

(Here, \( Y \) is the \( n + 1 \)-tuple (column vector) \((b^{2n}, x b^{2n-1}, x^2 b^{2n-2}, \ldots, x^{2n-1} b)^t \) (with \( i = 1, \ldots, 2n - 1 \) and \( i \not\equiv 0 \text{ mod } 2 \) \( G \) is the the \( n + 1 \)-tuple (column vector) \((g_1, \ldots, g_{n+1})^t \), where \( g_j \) is the sum of the terms of the \( j \)-th equation involving \( x^{2n}, x^{2n-2} b^2, \ldots, x^2 b^{2n-2} \) (including the coefficients \( r_1, \ldots, r_n \) and \( -1 \) for \( j = 3, 5, \ldots \)) \( \text{so each } g_j \text{ is a linear combination of the generators of } x^2(b^2, x^2)^{n-1} R \), and \( H_c \) is the \( n + 1 \) by \( n + 1 \) coefficient matrix, which is obtained (much as in (4.1.3)) by crossing out columns \( 3, 5, \ldots, 2n - 1 \) from the \( n + 1 \) by \( 2n + 1 \) matrix whose first row is \(-1 \ r_1 \ r_2 \ldots \ r_n \) followed by \( n \) zeros, and whose \( i \)-th row \((i = 2, \ldots, n + 1) \) is obtained by adjoining a leading 0 to the \( i - 1 \)-st row and deleting the last zero from the \( i - 1 \)-st row.

Then, since \( r_1, \ldots, r_{n-2}, r_n \) are in \( M \), \( H_c \) modulo \( M \) is the matrix

\[
H_c = \begin{pmatrix}
-1 & 0 & 0 & 0 & \ldots & 0 & \tau_{n-1} & 0 & \ldots & 0 \\
0 & -1 & 0 & 0 & \ldots & 0 & \tau_{n-1} & \ldots & 0 & 0 \\
0 & 0 & -1 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & -1 & \ldots & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & -1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & -1 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & \tau_{n-1}
\end{pmatrix}
\]

(where the overbar denotes residue class modulo \( M \)). By rearranging the rows of this matrix it is readily seen that its determinant is \( \pm \tau_{n-1}^{n/2} \neq 0 \) (by the hypothesis on the coefficients \( r_1, \ldots, r_n \)). Therefore the determinant of the coefficient matrix \( H_c \) is a unit in \( R \), so it follows (much as in the next to last paragraph of the proof of (4.1)) that \((b, x)^{2n} R = x^2(b^2, x^2)^{n-1} R \), so (4.7.1) holds.
The proof of (4.7.2) is similar, using the $n + 1$ by $n + 1$ matrix

$$\mathbf{M}_0 = \begin{pmatrix}
-1 & 0 & 0 & \cdots & 0 & \tau_a & 0 & 0 & \cdots & 0 \\
0 & -1 & 0 & \cdots & 0 & 0 & \tau_b & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \tau_c & \cdots & 0 \\
0 & 0 & -1 & \cdots & 0 & 0 & 0 & \tau_d & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & \tau_{n-1} \\
\end{pmatrix}$$

whose determinant is $\pm \tau_n^{(n-1)/2} \neq 0$. \hfill \qed

We now prove a converse of (4.4). (Two additional converses of (4.4) are given in (6.3) and (6.8).)

(4.8) Theorem. Let $I$ be a regular ideal in a local ring $(R, M)$ and assume that there exist positive integers $g, n$, and $k \geq \binom{n+g}{g}$ such that $I$ has a basis $\beta_1, \ldots, \beta_g, x$ such that $I^{kn} = (\beta_1^k, \ldots, \beta_g^k, x^k)^n R$. Then $a(I) = 1$.

Proof. Note first that, since $I$ is generated by $g + 1$ elements, it follows that $I^{[k]n} = (\beta_1^k, \ldots, \beta_g^k, x^k)^n R$ can be generated by $\binom{n+g}{g}$ elements. Also, if $a(I) = a$, then $I^{kn}$ needs at least $\binom{kn+a-1}{a-1}$ generators. Therefore, if $k \geq \binom{n+g}{g}$ and $I^{kn} = I^{[k]n}$, then it follows that $a = 1$, so $a(I) = 1$. \hfill \qed

(4.9) Corollary. Let $(R, M)$ be a local ring such that $\text{char}(R/M) = 0$ and let $I = (b_1, \ldots, b_g, x)R$ be a regular ideal in $R$. Then $a(I) = 1$ if and only if there exists a positive integer $n$ such that for all positive integers $k$ there exists a basis $\beta_1, \ldots, \beta_g, x$ of $I$ such that $I^n = (\beta_1^j, \ldots, \beta_g^j, x^j)^n R$ for $j = 1, \ldots, k$.

Proof. This follows immediately from (4.4) and (4.8). \hfill \qed

5. Some results concerning bracket powers, prenormal ideals, and Ratliff-Rush closure

In this section we prove several useful results concerning ideals of the form $I^{[k]}$, as defined in (3.1.6), and relate these ideals to prenormal ideals and to the Ratliff-Rush closure of $I$. We begin by fixing some notation.

(5.1) Notation. The following notation is fixed for this section: $R$ is a Noetherian ring, $I$ is a regular ideal of $R$, $b_1, \ldots, b_g$ ($g \geq 1$) are regular elements of $R$ that generate $I$, and if $k$ is a positive integer, then $I^{[k]} = (b_1^k, \ldots, b_g^k) R$. (Note that it is not assumed that $b_1, \ldots, b_g$ is a minimal generating set for $I$; however, see (5.6.2) and the comment following (5.6).)

(5.2) Definition. (5.2.1). $I$ is normal if $I^k = (I^k)_{a}$ for all positive integers $k$, and $I$ is prenormal if $I^k = (I^k)_{a}$ for all large integers $k$.

(5.2.2) $v(I)$ denotes the smallest number of elements that generate $I$.

(5.2.3) The Ratliff-Rush closure $I'$ of $I$ is the ideal $\bigcup \{I^{k+1} : I^{k} ; k \geq 1\}$, so $I' = I^{k+1} : I^{k}$ for all large integers $k$. (A nice summary of results concerning these ideals is given in [HJLS].)

(5.3) Remark. (5.3.1). Concerning (5.2.1), it is clear that every normal ideal is prenormal, and it is shown in [M] (11.15) that $I$ is prenormal if and only if $I^n = (I^n)_{a}$ for infinitely many positive integers $n$. 
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(5.3.2) Concerning (5.2.3), it readily follows from [RR1 (2.1) and (2.2)] that if $J$ is another ideal in $R$, then: (*) $J' = I'$ if and only if $J^k = I^k$ for all large integers $k$. Moreover, $I'$ is the largest ideal $J$ such that $J^k = I^k$ for all large integers $k$, by [RR1 (2.1)]. (It follows from (*) that the conclusion of (4.4) can be viewed as saying that $I'$ and $I^{[i]}$ have the same Ratli-Rush closure for $j = 1, \ldots, k$. And a similar statement can be made concerning (4.1) and (4.7) (using (*) together with (5.6.1)).)

In (5.4) we prove two easy facts concerning prenormal ideals that will be useful below.

(5.4) Lemma. (5.4.1) If $I^{[k]}$ is prenormal for some integer $k > 1$ and if $m$ is a positive integer that divides $k$, then $I^{[m]}$ is prenormal. (In particular, $I$ is prenormal.)

(5.4.2) If $I^{[k]}$ is prenormal for some integer $k > 1$, then $I^{[k]n} = I^{kn}$ for all large integers $n$, so $I^{[k]}$ and $I^k$ have the same Ratli-Rush closure.

Proof. For (5.4.1) assume that $I^{[k]}$ is prenormal and let $k = mq$. Then for all large integers $n$ it holds that $I^{[m]n} \supset I^{[kn]} = (I^{[kn]})_a = (I^{kn})_a$ (by (3.2.1)) $= (I^{kn})_a \supset I^{[m]n}$. Therefore $I^{[m]n} = (I^{[mn]})_a$ for all large integers $n$, so $I^{[m]}$ is prenormal by (5.3.1).

For the parenthetical part of (5.4.1), by taking $m = 1$ (so $I^{[1]} = I$ and $q = k$) in the string of containments in the preceding paragraph it follows that $I^{kn} = (I^{kn})_a$ for all large integers $n$, so it follows from (5.3.1) that $I$ is prenormal.

For (5.4.2), if $I^{[k]}$ is prenormal, then for all large integers $n$ it holds that $I^{[kn]} = (I^{[k]n})_a = (I^{kn})_a$ (by (3.2.1)) $= I^{kn}$ (by (5.4.1)), so $I^{[kn]} = I^{kn}$ for all large integers $n$. Therefore $I^{[k]}$ and $I^k$ have the same Ratli-Rush closure by (5.3.2)(*).

Because of (5.4.2), in (5.5)–(5.9) we note a few useful facts concerning the equality $I^{[kn]} = I^{kn}$; because of (5.3.2), each of these concerns the Ratli-Rush closure of an ideal.

(5.5) Remark. (5.5.1) If $I = (b_1, \ldots, b_g)R$ ($g > 1$), if $b_1, \ldots, b_g$ are analytically independent elements, and if $k > 1$ is an integer, then, for each positive integer $n$, $(b_1^k, \ldots, b_g^k)nR \neq (b_1, \ldots, b_g)^{kn}R$. (This follows by noting that the number of generators of $I^{[k]}$ is $\binom{n+g-1}{g-1}$ while the number of generators of $I^{kn}$ is $\binom{kn+g-1}{g-1}$.)

(5.5.2) If $x, y$ are analytically independent in $R$, if $2$ is a unit in $R$, and if $J = (x, x+y, y)R$ and $J^{[2]} = (x^2, x+y)^2R$ is such that $J^{[2]} = J^{2n}$ for all positive integers $n$. (Note that this example also shows that $v(J^{[k]}) > v(J)$ is possible (see (5.2.2)); however, it is always true that $I^{[k]}$ is generated by the $g$ elements $b_1^k, \ldots, b_g^k$, where $I = (b_1, \ldots, b_g)R$.)

(5.6) Lemma. If $I^{[kn]} = I^{kn}$ for some integers $k \geq 2$ and $n \geq 1$, then:

(5.6.1) $I^{[k]i} = I^{ki}$ for all integers $i \geq \max\{n, k(g-1)+1\}$. 

(5.6.2) If $K$ is the ideal generated by the $k$-th powers of the elements in $I$, and if $J$ is an ideal such that $I^{[k]} \subseteq J \subseteq K$, then $J^n = I^{kn}$ for all large integers $n$. In particular, if $c_1, \ldots, c_f \in I$, then we may choose $J = (b_1^k, \ldots, b_g^k, c_1^k, \ldots, c_f^k)R$.

(5.6.3) If $m$ is a positive integer that divides $k$, then $I^{[mn]} = I^{mn}$ for all large integers $n$.

(5.6.4) $R[I/b] = R[I^{[k]}/b^k]$ for each regular element $b \in I$. 

(5.6.5) If \( J \) is an ideal in \( R \), then \( \overline{I^{[k]}} = I^{[k]n} = \overline{I^{kn}} \), where the “bar” denotes residue class modulo \( J \).

(5.6.6) If \( A \) is an extension ring of \( R \), then \( I^{[k]n}A = (IA)^{[k]n} = (IA)^{kn} = I^{kn}A \).

(5.6.7) If \( S \) is a multiplicatively closed set in \( R \) such that \( IR_S \neq R_S \), then \( I^{[k]n}R_S = (IR_S)^{[k]n} = (IR_S)^{kn} = I^{kn}R_S \).

Proof. For (5.6.1), note first that if \( I^{[k]n} = I^{kn} \), then \( I^{[k]nq} = I^{knq} \) for all positive integers \( q \), so \( I^{[k]n} = I^{kn} \) for infinitely many positive integers \( n \).

Now let \( X \) be a reduction of \( I^{[k]} \) (possibly \( X = I^{[k]} \)), so \( X \) is a reduction of \( I^{k} \), by (3.2.1) (and the transitivity property of reductions), so there exists a positive integer \( m \) such that \( X^{[k]} = I^{[k](n+1)} \) and \( X^k = I^{k(n+1)} \) for all integers \( n \geq m \). (Note that if \( X = I^{[k]} \), then \( m \) can be taken to be \( k(g-1) + 1 \).) By the preceding paragraph fix \( n \geq m \) such that \( I^{[k]} = I^{kn} \). Then \( I^{[k](n+j)} = X^jI^{[k]n} = X^jI^{k(n+j)} \) for all positive integers \( j \); hence \( I^{[k]} = I^{ki} \) for all integers \( i \geq \max\{n, k(g-1) + 1\} \).

For (5.6.2), it follows from the hypothesis and (5.6.1) that if \( n \) is a large integer, then \( I^{kn} = I^{[k]} \subseteq J^n \subseteq K^n \subseteq I^{kn} \), so \( J^n = I^{kn} \). For the last statement, if \( c_1, \ldots, c_f \in I \), then it is clear that \( I^{[k]} \subseteq (b_1^k, \ldots, b_g^k, c_1^k, \ldots, c_f^k)R \subseteq K \).

For (5.6.3) let \( k = mq \). Then \( I^{mnq} \supseteq I^{[m]q} = I^{[k]} = I^{kn} = I^{mq} \supseteq I^{[m]qn} \), so \( I^{[mh]} = I^{mh} \) for \( h = qn \); hence \( I^{[m]n} = I^{mn} \) for all large integers \( n \) by (5.6.1).

For (5.6.4) fix a regular element \( b \) in \( I \). If \( I^{[k]} = I^{kn} \) for some positive integer \( n \), then \( R[I/b] \supseteq R[I^{[k]}/b^k] \supseteq R[I^{kn}/b^{kn}] = R[I^{kn}/b^{kn}] = R[I/b] \), the last equality since \( b^{kn-1}b_i \in I^{kn} \) for \( i = 1, \ldots, g \), so \( R[I/b] = R[I^{[k]}/b^k] \).

The proof of each of (5.6.5)–(5.6.7) is straightforward, so the proofs will be omitted.

Perhaps two comments concerning (5.6) should be given here. First, it follows from (5.6.2) that we could replace \( I^{[k]} \) with \( K \), which has the advantage that \( K \) is independent of the basis \( b_1, \ldots, b_g \) of \( I \). However, this replacement has the disadvantage that \( K \) does not behave nicely when passing to related rings and when considering different exponents \( k \).

And, second, it follows from (5.6.5)–(5.6.7) that, when working with the hypothesis \( I^{[k]} = I^{kn} \), it can often be assumed that \( R \) is an integrally closed complete local domain with an infinite residue field.

Theorem 7.5 is related to (5.6.4) and it characterizes when \( I^{[k]} = (b^k; \ b \in I) \) has the property that \( I^{[k]n} = I^{kn} \) for some positive integer \( n \). (We do not know if the hypothesis that \( R/M \) is infinite is necessary in (5.7).)

(5.7) Theorem. Let \( R \) be a Noetherian ring, let \( I \) be a regular ideal of \( R \), let \( k \geq 2 \) be an integer, and consider the following statements:

(5.7.1) \( I^{[k]n} = I^{kn} \) for all large integers \( n \).

(5.7.2) \( I^{[k]n} = I^{kn} \) for some integer \( n \geq 1 \).

(5.7.3) \( R[I/b] = R[I^{[k]}/b^k] \) for each regular element \( b \in I \).

Then (5.7.1) \( \Rightarrow \) (5.7.2) \( \Rightarrow \) (5.7.3), and if \( R \) is local with an infinite residue field, then (5.7.3) \( \Rightarrow \) (5.7.1).

Proof. It is clear that (5.7.1) \( \Rightarrow \) (5.7.2).

For (5.7.2) \( \Rightarrow \) (5.7.3), since \( I^{[k]} = (b^k; \ b \in I) \), there exists a basis \( b_1, \ldots, b_h \) for \( I \) such that \( I^{[k]} = (b_1^k, \ldots, b_h^k) \). Fix a regular element \( b \) in \( I \) and note that \( I^{[k]} = I^{kn} \) for some positive integer \( n \), by (5.7.2). Therefore it follows that
\[ R[b_1/b, \ldots, b_h/b] = R[I/b] \supseteq R[I^{(k)}/b^k] \supseteq R[I^{(k)n}/b^{kn}] = R[I^{kn}/b^{kn}] = R[I/b], \]
the last equality since \( b^{kn-1}b_i \in I^{kn} \) for \( i = 1, \ldots, h \), so \( R[I/b] = R[I^{(k)}/b^k] \). Therefore (5.7.2) \( \Rightarrow \) (5.7.3).

Finally, assume that \( R \) is local with an infinite residue field and that (5.7.3) holds, and by (3.3) let \( b \) be a regular superficial element for \( I \) such that \( b^k \) is a regular superficial element for \( I^{(k)} \). Let \( A = R[I/b] \), so \( A = R[I^{(k)}/b^k] \), by hypothesis. Then \( b^{kn}A \cap R = I^{kn} \) and \( b^{kn}A \cap R = I^{(k)n} \) for all large integers \( n \) by (3.5). Therefore it follows that \( I^{(k)\infty} = I^{kn} \) for all large integers \( n \), so (5.7.3) \( \Rightarrow \) (5.7.1).

The following lemma gives four computational rules concerning the operation \( I \to I^{[k]} \).

(5.8) Lemma. Let \( R \) and \( I = (b_1, \ldots, b_g)R \) be as in (5.1), and let \( m \) and \( k \) be positive integers. Then:

(5.8.1) \( I^{[k][m]} = I^{[km]} \).

(5.8.2) \( I^{[k]m} = I^{m[k]} \).

(5.8.3) If \( J \) is another ideal in \( R \), then \( (IJ)^{[k]} = I^{[k]}J^{[k]} \).

(5.8.4) If \( J \) is another ideal in \( R \), if \( I \subseteq J \), and if \( \text{char}(R) = p \) is prime, then \( I^{[p^e]} \subseteq J^{[p^e]} \) for all positive integers \( e \). (Therefore \( I^{[p^e]} \) is independent of the basis of \( I \) and is the ideal generated by the \( p^e \)-th powers of any set of basis elements of \( I \).)

Proof. For (5.8.1), \( I^{[k][m]} = ((b_1^k, \ldots, b_g^k)R)^{(m)} = (b_1^{km}, \ldots, b_g^{km})R = I^{[km]} \).

For (5.8.2), \( I^{[k]m} \) is generated by elements of the form \( b_1^{ke_1} \cdots b_g^{ke_g} \), where \( e_1 + \cdots + e_g = m \), and \( I^{m[k]} \) is generated by elements of the form \( (b_1^{e_1} \cdots b_g^{e_g})^k \), where \( e_1 + \cdots + e_g = m \), so it follows that the ideals \( I^{[k]m} \) and \( I^{m[k]} \) have a common generating set.

For (5.8.3), if \( J = (c_1, \ldots, c_f)R \), then \( (IJ)^{[k]} \) is generated by elements of the form \( (b_ic_j)^k \) (with \( i = 1, \ldots, g \) and \( j = 1, \ldots, f \)), and \( I^{[k]}J^{[k]} \) is generated by elements of the form \( b_i^{ce_j} \) (with \( i = 1, \ldots, g \) and \( j = 1, \ldots, f \)), so it follows that the ideals \( (IJ)^{[k]} \) and \( I^{[k]}J^{[k]} \) have a common generating set.

Finally, for (5.8.4), let \( J = (c_1, \ldots, c_f)R \), assume that \( I \subseteq J \), and let \( e \) be a positive integer. Then for \( i = 1, \ldots, g \) there exist elements \( r_{ij} \) in \( R \) such that \( b_i = \sum_{j=1}^f r_{ij}c_j \). Therefore \( I^{[p^e]} = \sum_{j=1}^f r_{ij}J^{[p^e]}c_j^p \in J^{[p^e]} \), so it follows that \( I^{[p^e]} \subseteq J^{[p^e]} \). The parenthetical statement readily follows from this.

In (6.3.2) we show that if \( \text{char}(R) = p \) is prime and \( I \) is a regular ideal such that \( I^{[p^n]} = I^{pn} \) for some positive integer \( n \), then \( a(IR_P) = 1 \) for all prime ideals \( P \) in \( R \) that contain \( I \). This is, of course, a converse of (4.4), and we believe something similar to this should hold in arbitrary characteristic (and the results in (5.8) might prove useful in this regard), but we have not been able to prove it. However, it follows from (5.5.2) that some caution must be used in stating the desired result, and we include the following example to show that the proof of the desired result is not completely trivial.

(5.9) Example. Assume that \( I \) is a regular ideal in a local ring \( (R, M) \) and assume that \( R/M \) is infinite. Then the following is an **incorrect** proof of the implication \( I^{[k]n} = I^{kn} \) for some integers \( k \geq 2 \) and \( n \geq 1 \) implies that \( a(I) = 1 \). By (5.6.1), \( I^{[k]n} = I^{kn} \) for all large integers \( n \), so let \( n = k^h \) with \( h \) a large integer. Then \( I^{[k]n} = I^{kn} \), so by (5.8.2) we have \( I^{[k^{h+1}]} = (I^{[k]})^{[k]} \). Therefore \( v(I^{[k^{h+1}]} = v((I^{[k]}))^{[k]} \) \( \leq v(I^{[k]} = (\text{say}) h^* \) (the inequality holds, since raising the elements in a basis
to their \(k\)-th power does not increase the number of elements). Iterating this it follows that \(v((I^{k^i})^n) \leq h^*\) for all positive integers \(n\), so \(v((I^{k^i})^{h^* + 1}) < h^* + 1\).

Therefore, [ES Theorem], shows that \(a(I^{k^i}) \leq 1\), so \(a(I) \leq 1\); hence \(a(I) = 1\) since \(I\) is regular. (The mistake in this “proof” is that, although the equality \(I^{k^i + 1} = (I^{k^i})^{[k]}\) does imply that \(v(I^{k^i + 1}) = v((I^{k^i})^{[k]})\), it is not necessarily true that \(v((I^{k^i})^{[k]}) \leq v(I^{k^i})\); for example, \(I = (X, X + Y, Y)\) in \(Q[X, Y]_{(X, Y)}\) \((Q\) is the rationals) has \(I[2^i] = I^2\), so \((I^{2^i})^{[2^i]} = I^{2^i} = I^{2^i + 1}\), but \(v(I^{2^i + 1}) > v(I^{2^i})\).)

6. A property that implies analytic spread one in characteristic \(p\)

In this section we prove a strong converse of (4.4) when \(\text{char}(R) = p\) is prime, and another strong converse when \((R, M)\) is local and \(\text{char}(R/M)\) is prime. For the first of these we need the following result, which is of some interest in itself.

(6.1) **Proposition.** Let \(A \subseteq B = A[x_1, \ldots, x_g] \subseteq C\) be rings and assume that \(\text{char}(A) = p\) is prime and that \(B = A[y_1, \ldots, y_m]\), where each \(e_i\) is of the form \(p^k > 1\). Then:

(6.1.1) \(B = A[x_1^{p^i}, \ldots, x_g^{p^i}]\) for all integers \(i \geq 1\).

(6.1.2) If \(y_1, \ldots, y_m\) are elements in \(C\) such that \(B = A[y_1, \ldots, y_m]\), then \(B = A[y_1^{p^i}, \ldots, y_m^{p^i}]\) for all integers \(i \geq 1\).

**Proof.** For (6.1.1), \(B = A[x_1^{p^i}, \ldots, x_g^{p^i}] \subseteq A[x_1, \ldots, x_g] \subseteq B\), so we have \(B = A[x_1^{p^i}, \ldots, x_g^{p^i}]\). Therefore for \(j = 1, \ldots, g\) there exists a polynomial \(P_j(X_1, \ldots, X_g)\) with coefficients in \(A\) such that \(x_j = P_j(x_1, \ldots, x_g)\). Let \(k \geq 1\) and assume it has been shown that \(B = A[x_1^{p^i}, \ldots, x_g^{p^i}]\). Then

\[x_j^{p^k} = (P_j(x_1^{p^i}, \ldots, x_g^{p^i}))^{p^k} \in A[x_1^{p^{k+1}}, \ldots, x_g^{p^{k+1}}].\]

It therefore follows that \(A[x_1^{p^k}, \ldots, x_g^{p^k}] \subseteq A[x_1^{p^{k+1}}, \ldots, x_g^{p^{k+1}}]\), and it then follows that \(B = A[x_1^{p^{k+1}}, \ldots, x_g^{p^{k+1}}]\). Therefore \(B = A[x_1^{p^i}, \ldots, x_g^{p^i}]\) for all positive integers \(i\), so (6.1.1) holds.

For (6.1.2), if \(A[x_1, \ldots, x_g] = B = A[y_1, \ldots, y_m]\), then for \(j = 1, \ldots, g\) there exists a polynomial \(Q_j(X_1, \ldots, X_m)\) with coefficients in \(A\) such that \(x_j = Q_j(y_1, \ldots, y_m)\). Then \(x_j^{p^k} = (Q_j(y_1, \ldots, y_m))^{p^k} \in A[y_1^{p^i}, \ldots, y_m^{p^i}]\), so it follows that \(A[x_1^{p^i}, \ldots, x_g^{p^i}] \subseteq A[y_1^{p^i}, \ldots, y_m^{p^i}]\). But \(B = A[x_1^{p^i}, \ldots, x_g^{p^i}]\), by (6.1.1), and \(A[y_1^{p^i}, \ldots, y_m^{p^i}] \subseteq B\), so it follows that \(A[y_1, \ldots, y_m] = A[y_1^{p^i}, \ldots, y_m^{p^i}]\). Therefore the conclusion follows from (6.1.1).

(6.1.1) **Remark.** Let \(A = B = A[x_1, \ldots, x_g] \subseteq C\) be rings and assume that \(\text{char}(A) = p\) is prime and that \(B = A[y_1, \ldots, y_m]\), where \(x_i\) are algebraic over \(A/(P \cap A)\).

**Proof.** \(B/P = R[y_1, \ldots, y_g] = R[y_1^{p^i}, \ldots, y_g^{p^i}]\), where \(R = A/(P \cap A)\) and \(y_i = x_i + P\) for \(i = 1, \ldots, g\). Therefore \(F(y_1, \ldots, y_g) = F(y_1^{p^i}, \ldots, y_g^{p^i})\), where \(F\) is the quotient field of \(R\), so each \(y_i\) is algebraic over \(F\), by (6.6) below, so each \(y_i\) is algebraic over \(R\).

(6.1.3) **Theorem.** Let \(R\) be a Noetherian ring, let \(I = (b_1, \ldots, b_g)R\) be an ideal in \(R\), and assume that \(\text{char}(R) = p\) is prime and that \(I^{mp^n} = I^{mp^n}\) for some positive integers \(m, e, n\). Then the following hold for each prime ideal \(P\) in \(R\) that contains \(I\):


(6.3.1) \((IR_P)^{|p^f|h} = (IR_P)^{|p^f|h} \) for all positive integers \(f\) and for all large integers \(h\).

(6.3.2) \(a(IR_P) = 1\).

Proof. Note first that by (5.6.3) it may be assumed that \(m = 1\).

Fix a prime ideal \(P\) in \(R\) that contains \(I\). Then \(\text{char}(R_P) = p\) and \((IR_P)^{|p^f|n} = (IR_P)^{|p^f|n}\), by (5.6.7). If \(R_P/PR_P\) is finite, then let \(X\) be an indeterminate and let \(L = R_P(X) = R_P[X]_{PR_P[X]}\) and \(M = PL\), so \(\text{char}(L) = p\), \((IL)^{|p^f|n} = (IL)^{|p^f|n}\), by (5.6.6), and \(L/M\) is infinite. Also, \(a(IR_P) = a(IL)\), so to prove both statements it may be assumed to begin with that \(R\) is local with maximal ideal \(P\) and that \(R/P\) is infinite.

Now fix a positive integer \(f\). Then, since \(\text{char}(R) = p\), it is readily checked that \(I^{|p^f|} = K_p^f\), where \(K_p^f\) is the ideal generated by the \(p^f\)-th powers of the elements in \(I\). Therefore by (3.3) there exists a regular superficial element \(x\) for \(I\) such that \(x^{|p^f|}\) is a regular superficial element for \(I^{|p^f|}\). Let \(A = R[I/x]\), so \(A = R[I^{|p^f|}/x^{|p^f|}]\), by hypothesis and (5.6.4); hence \(A = R[I^{|p^f|}/x^{|p^f|}]\) by (6.1.1). Therefore it follows from (3.5) that, for all large integers \(n\), we have \(x^{|p^f|n}A \cap R = I^{|p^f|n}\) (since \(A = R[I^{|p^f|}/x^{|p^f|}]\)), and \(x^{|p^f|n}A \cap R = I^{|p^f|n}\) (since \(A = R[I^{|p^f|}/x^{|p^f|}]\)), so it follows that \(I^{|p^f|n} = I^{|p^f|n}\) for all positive integers \(f\) and for all large integers \(n\), so (6.3.1) holds.

Finally, (5.8.4) shows that \(v(I^{|p^f|}) = v(I)\), so it follows from \(I^{|p^f|n} = I^{|p^f|n}\) that \(v(I^{|p^f|n}) \leq v(I^{|p^f|n}) \leq (n+v(I)-1)\) for each large integer \(n\) and for all integers \(f \geq 1\) (see (5.2.2)). Since the number of generators of \(I^{|p^f|n}\) is a polynomial, and since \((n+v(I)-1)\) is independent of \(f\), it follows that this polynomial has degree zero, so \(a(I^{|p^f|}) = 1\). Therefore \(a(I^{|p^f|}) = 1\), since \(I\) is regular, so \(a(I) = a(I^{|p^f|}) = 1\), so (6.3.2) holds.

(6.4) Corollary. Let \(I\) be a regular ideal in a Noetherian ring \(R\). Assume that \(\text{char}(R) = p \neq 0\) and that there exists a generating set \(b_1, \ldots, b_g\) of \(I\) such that there exist positive integers \(m, e\) such that \((b_1^{mp^e}, \ldots, b_g^{mp^e})R\) and \(I^{mp^e}\) have the same Ratliff-Rush closure. Then \(a(IR_P) = 1\) for all prime ideals \(P\) in \(R\) that contain \(I\) and \(\text{height}(P) = 1\) for each minimal prime divisor \(P\) of \(I\). Moreover, if \(xR\) is a minimal reduction of \(I\), if \(b\) is a regular element in \(I\), and if \(A = R[I/b]\), then \(A\) is the localization \(B[x/b]\) of \(B = R[I/x]\).

Proof. It is noted in (5.8.4) that \(I^{mp^e}\) is independent of the basis of \(I\), so the hypothesis is that \(I^{mp^e}\) and \(I^{mp^e}\) have the same Ratliff-Rush closure. Also, by (5.6.3) it may be assumed that \(m = 1\), so \(I^{|p^f|}\) and \(I^{p^f}\) have the same Ratliff-Rush closure; hence \(I^{|p^f|n} = I^{pn}\) for all large integers \(n\), by (5.3.2). Therefore it follows from (6.3) that if \(I \subseteq P \in \text{Spec}(R)\), then \(a(IR_P) = 1\) (so if \(P\) is a minimal prime divisor of \(I\), then \(IR_P\) is open and \(a(IR_P) = 1\), so it follows that \(\text{height}(P) = \text{altitude}(R_P) = 1\)).

Now assume that \(xR\) is a minimal reduction of \(I\), so \(xR \subseteq I \subseteq (xR)_a\). Therefore \(x\) is a regular nonunit, since \(I\) is a regular ideal; hence \(B = R[I/x] \subseteq R').\) Also, if \(b\) is a regular element in \(I\), then \(b/x \in B \subseteq R' \subseteq R'\), where \(A = R[I/b]\), and \(x/b \in A\). Therefore it follows that \(b/x \in A\), so \(A = R[I/b] = R[I/b, b/x] = R[I/x, x/b] = B[x/b]\); hence \(A = B[x/b]\) is a localization of \(B\).

(6.5) Corollary. Let \(R\) and \(I\) be as in (6.4) and assume that \(\text{height}(I) > 1\). Then for all prime ideals \(P\) in \(R\) that contain \(I\) it holds that \((IR_P)^{|p^f|}\) and \((IR_P)^{p^f}\) do not have the same Ratliff-Rush closure.
Proof. If \( I \subseteq P \in \text{Spec}(R) \) and if \((IR_P)^{|p|}\) and \((IR_P)^p\) have the same Ratliff-Rush closure, then \( \text{height}(IR_P) = 1 \) by (6.4), so \( \text{height}(I) = 1 \). Therefore, if \( \text{height}(I) > 1 \), then \((IR_P)^{|p|}\) and \((IR_P)^p\) do not have the same Ratliff-Rush closure.

In (6.8) we prove another converse of (4.4). For (6.8) we need the following result (which is a slight extension of a result of R. Gilmer). (6.6) is a useful extension of [ZS1, Corollary, p. 70], where it is shown that if \( F \) is a field of characteristic \( p \neq 0 \) and \( y \) is algebraic over \( F \), then \( F(y) = F(y^p) \) if and only if \( y \) is separable over \( F \).

**Proposition.** Let \( G \subseteq F \subseteq E \) be fields of characteristic \( p \neq 0 \) and assume that \( y_1, \ldots, y_g \) are elements in \( E \) such that \( G(y_1^{p^i}, \ldots, y_g^{p^i}) = F(y_1, \ldots, y_g) \) for some positive integer \( i \). Then each \( y_i \) is algebraic over \( G \).

**Proof.** If \( G(y_1^{p^i}, \ldots, y_g^{p^i}) = F(y_1, \ldots, y_g) \), then it readily follows that \( G(y_1^{p^i}, \ldots, y_g^{p^i}) = G(y_1, \ldots, y_g) \), so it may be assumed to begin with that \( G = F \).

Now let \( \{y_1, \ldots, y_n\} \) be a transcendence basis for \( L = F(y_1, \ldots, y_g) \) over \( F \). Then \( L \) is a finite algebraic extension field of \( K = F(y_1^{p^i}, \ldots, y_n^{p^i}) \), and \( L = F(y_1^{p^i}, \ldots, y_g^{p^i}) \), by hypothesis. Also, \( K(L^p) = L \), since

\[
K(L^p) = F(y_1^{p^i}, \ldots, y_n^{p^i}, y_{n+1}^{p^i}, \ldots, y_g^{p^i}) = F(y_1^{p^i}, \ldots, y_g^{p^i}) = L \supseteq K(L^p),
\]

so \( L \) is separable over \( K \), by [ZS1, Theorem 8, p. 69]. But this implies that \( n = 0 \), for otherwise \( y_1 \in L - K \) is purely inseparable over \( K \); hence each \( y_i \) is algebraic over \( F \).

Unfortunately, when \( \text{char}(F) = 0 \), it is possible for \( F(y_1, \ldots, y_g) \) to be equal to \( F(y_1^n, \ldots, y_g^n) \) for all positive integers \( n \) and with each \( y_i \) transcendental over \( F \), as the following example of Gilmer shows.

**Example.** Let \( F \) be a field of characteristic zero and let \( X \) be an indeterminate. Then there exist \( Y, Z \in F(X) - F \) such that \( F(Y, Z) = F(X) = F(Y^n, Z^n) \) for all positive integers \( n \).

**Proof.** Let \( f(X) \) and \( g(X) \) in \( F[X] \). Then \( F(f(X)) \subseteq F(f(X), g(X)) \subseteq F(X) \) and \( F(g(X)) \subseteq F(f(X), g(X)) \subseteq F(X) \). Therefore \( [F(X) : F(f(X), g(X))] \) divides both \( [F(X) : F(f(X))] = \text{deg}(f(X)) \) and \( [F(X) : F(g(X))] = \text{deg}(g(X)) \), so if \( \text{deg}(f(X)) \) and \( \text{deg}(g(X)) \) are relatively prime, then it follows that \( F(f(X), g(X)) = F(X) \). Therefore let \( a, b \in F \), let \( f(X) = X^2 + a \) and \( g(X) = X^2 + X - b \), and let \( Y = f(X) \) and \( Z = g(X) \). Then \( Y \) and \( Z \) are transcendental over \( F \), and \( F(Y, Z) = F(X) = F(Y^n, Z^n) \) for all positive integers \( n \) (since \( F(Y^n, Z^n) = F(Y^n, Y^n - Z^n) \) and the degrees of \( Y^n \) and \( Y^n - Z^n \) are relatively prime).

The next result is closely related to (6.3), and is another converse of (4.4).

**Theorem.** Let \( (R, M) \) be a local ring, let \( I \) be a regular ideal in \( R \), and let \( b_1, \ldots, b_n \) be regular elements in \( R \) that generate \( I \). Assume that \( \text{char}(R/M) = p \) is prime and that there exist positive integers \( e, m, n \) such that \( I^{[mp^n]} = I^{mp^n} \). Then \( \alpha(I) = 1 \).

**Proof.** Note first that by (5.6.3) it may be assumed that \( m = 1 \). Let \( \alpha(I) = d \) and let \( \text{altitude}(R) = h \), so \( d \leq h \), and \( d \geq 1 \) (since \( I \) is regular). Let \( R = R[u, tI] \), so by the definition of the analytic spread of an ideal it suffices to show that \( d = \text{altitude}(R/(u, M)R) = 1 \).
For this, let $P_0$ be a (minimal) prime divisor of $(u, M)R$ such that $\text{depth}(P_0) = d$ and let $M = (u, M, tI)R$, so $P_0 \subset M$. We now show that $\text{depth}(P_0) = 1$ (so $a(I) = 1$).

For this, since $P_0 \subset M$, by resubscripting the $b_j$, if necessary, it may be assumed that $tb_g \not\in P_0$. Therefore let $B = R[b_1, \ldots, b_{g-1}/b_g]$ and let $S = R[1/tb_g]$. Then $S = B[tb_g, 1/tb_g]$, $uS = b_gS$, and $(u, M)S = MS$ (since $b_g \in MB \subseteq M$ $P_0S$).

Also, since $S = B[tb_g, 1/tb_g]$ and $tb_g$ is transcendental over $B$, it follows that $P_0S = p_0S$, where $p_0 = P_0S \cap B$.

Assume it is known that $B/p_0$ is a field. Then $\text{depth}(p_0) = 0$, so since $S$ is the localization $B[tb_g, 1/tb_g]$ of the pure transcendental extension $B[tb_g]$ of $B$, it follows that $\text{depth}(P_0S) = 1$, so $\text{depth}(P_0S) = 1$ (since $P_0S = p_0S$). Also, $S/P_0S$ and $R/P_0$ are finitely generated integral domains over the field $F = R/M$, so it follows that $\text{trd}(S/P_0S/F) = \text{altitude}(S/P_0S) = \text{depth}(P_0S) = 1$ and $\text{trd}(R/P_0/F) = \text{depth}(P_0)$. Further $S/P_0S$ is the localization $(R/P_0)[1/tb_g]$ of $R/P_0$, so it follows that $\text{altitude}(R/P_0) = \text{altitude}(S/P_0S)$, so $\text{altitude}(R/P_0) = 1$. Therefore $a(I) = \text{depth}(P_0) = \text{depth}(R/P_0) = 1$, as desired, so it remains to show that $B/p_0$ is a field.

For this, let $x_j = b_j/b_g$ for $j = 1, \ldots, g - 1$ and note that by hypothesis and (5.6.4) (and the first paragraph of this proof) it follows that $B = R[x_1, \ldots, x_{g-1}]$. Let $C = B/p_0$, and for $j = 1, \ldots, g - 1$ set $y_j = x_j + p_0$ in $C$, so $C = F[y_1, \ldots, y_{g-1}] = F[y_1^p, \ldots, y_{g-1}^p]$. Therefore it follows that $F(y_1, \ldots, y_{g-1}) = F(y_1^p, \ldots, y_{g-1}^p)$.

Therefore, since $\text{char}(F) = p$, by hypothesis, it follows from (6.6) that each $y_i$ is algebraic over $F$, and it then follows that $C$ is a field; hence $a(I) = 1$ by the preceding paragraph.

\section{7. An application to imbedded prime divisors}

The main result in this section, (7.2), uses (6.5) to show that if $R$ is a Noetherian ring such that $\text{char}(R) = p$ is prime, if $I$ is a regular ideal of height at least two in $R$, if $S$ is the set of prime ideals in $R$ that contain $I$, and if $W$ is an arbitrary finite subset of $S$ that contains the essential prime divisors of $I$ (see (7.1.3)), then there exists an ideal $J$ in $R$ that is closely related to $I$ such that $\text{Ass}(R/J^k) = W$ for all positive integers $k$. This result is related to the results in [MR], where there are given a number of sufficient conditions on the ideals in $W$ for this conclusion to hold. The results in [MR] apply to all regular ideals of $R$ (instead of restricting attention to ideals of height at least two in Noetherian rings of prime characteristic), but the inclusion of ideals of height one in all Noetherian rings came at the price of imposing some restrictions on the ideals in $W$. (For example, the result holds for a (regular) principal ideal $bR$ if and only if $bR_P$ is not integrally closed for all minimal prime divisors $P$ of $bR$.)

To prove (7.2) we need the following four definitions.

\textbf{(7.1) Definition.} If $I$ is an ideal in a Noetherian ring $R$, then:

\textbf{(7.1.1) $A^*(I)$ is the set of persistent prime divisors of $I$, so $A^*(I) = \{P; P \in \text{Ass}(R/I^k) \text{ for all large integers } k\}$.}

\textbf{(7.1.2) $\hat{A}^*(I)$ denotes the set of asymptotic prime divisors of $I$, so $\hat{A}^*(I) = \{P; P \in \text{Ass}(R/(I^k)_a) \text{ for some positive integer } k\}$.}

\textbf{(7.1.3) $E(I)$ denotes the set of essential prime divisors of $I$, so $E(I) = \{P; P = p \cap R, \text{ where } p \in \text{Ass}(R(R,I)/a(R,I)) \text{ and the completion of } R(R,I)_p \text{ contains a depth one prime divisor of zero}\}$. (Concerning $R(R,I)$, see (3.1.3).)
(7.1.4) If \( J \) is another ideal in \( R \), then \( J \) is projectively equivalent to \( I \) in case \((J^i)_a = (I^j)_a\) for some positive integers \( i \) and \( j \).

Concerning (7.1.1)–(7.1.3), it is shown in [KR] (2.5.7) and (2.3.3)] that \( \hat{A}^*(I) \subseteq E(I) \subseteq A^*(I) \), and it is shown in [M] (1.5) that \( A^*(I) \) is a finite set.

With these definitions in mind, we can now prove the main result in this section.

(7.2) Theorem. Let \( R \) be a Noetherian ring such that \( \text{char}(R) = p \neq 0 \), let \( I \) be a regular ideal in \( R \) such that \( \text{height}(I) > 1 \), and let \( S = \{ P \in \text{Spec}(R); I \subseteq P \} \).

Then for every finite subset \( W \) of \( S \) there exists an ideal \( J \) in \( R \) such that:

(7.2.1) \( J \) is projectively equivalent (see (7.1.4)) to \( I \).

(7.2.2) \( A^*(J) = \text{Ass}(R/J^k) = W \cup E(I) \) for all positive integers \( k \).

Proof. It is shown in [MR] (1.10) that there exist a positive integer \( m \) and an ideal \( H \) between \( I^m \) and \( (I^m)_a \) such that \( A^*(H) = W \cup E(I) \), if for each prime ideal \( P \) of \( R \) that contains \( I \) it holds that either \( P \in \hat{A}^*(I) \) or \( IR_P \) is not prenormal. Also, it is shown in [M] (1.5) that \( \text{Ass}(R/H^k) = A^*(H) \) for all large integers \( k \). We will now apply these results to \( I^p \) to construct the desired ideal \( J \).

For this, since \( \text{height}(I) > 1 \), it follows from (6.5) and (5.4.2) that \( I^p R_P = (IR_P)^[[p]] \) is not prenormal for all \( P \in \text{Spec}(R) \) that contain \( I \). Therefore by applying [MR] (1.10) to \( I^p \) it follows that there exist a positive integer \( m \) and an ideal \( K \) between \( I^m \) and \( (I^m)_a \) such that \( A^*(K) = W \cup E(I^p) \). Then since \( I^p \) and \( I \) are projectively equivalent (by (3.2.1) and (7.1.4)), [KR] (2.5.6)] shows that \( E(I^p) = E(I) \), so \( A^*(K) = W \cup E(I) \), so [M] (1.5] shows that if \( k \) is a large integer, then (7.2.2) holds for \( J = K^k \). Finally, \((I^p)_a = (P^a)_a\), by (3.2.1), so \( I^p \) is projectively equivalent to \( I \), and it is readily checked that \( K \) is projectively equivalent to \( I^p \) and then that \( J \) is projectively equivalent to \( K \). Therefore, since projective equivalence is transitive, it follows that \( J \) is projectively equivalent to \( I \), so (7.2.1) holds.

(7.3) Corollary. Let \( Q_1, \ldots, Q_g \) be primary ideals of height at least two in a Noetherian ring \( R \), assume that \( \text{char}(R) = p \) is prime, and let \( W \) be a finite set of prime ideals of \( R \) that contain \( Q_1 \cdots Q_g \). Then there exists an ideal \( J \) in \( R \) such that:

(7.3.1) \( J \) is projectively equivalent to \( Q_1 \cdots Q_g \).

(7.3.2) \( A^*(J) = \text{Ass}(R/J^k) = W \cup E(Q_1 \cdots Q_g) \) for all integers \( k \geq 1 \).

Proof. The hypothesis implies that \( \text{height}(Q_1 \cdots Q_g) > 1 \), so this follows immediately from (7.2).

(7.4) Remark. With the notation of (7.2):

(7.4.1) The reason for wanting the ideal \( J \) of (7.2) to be projectively equivalent to \( I \) is that projectively equivalent ideals have many of the same properties. So in many ways the change from \( I \) to \( J \) is a small one, but (7.2) shows that the change from \( A^*(I) \) to \( A^*(J) \) can be almost arbitrarily bad (or, good).

(7.4.2) As noted in the proof of (7.2), it is shown in [KR] (2.5.6)] that \( E(H) = E(I) \) whenever \( H \) and \( I \) are projectively equivalent ideals, so the conclusion of (7.2.2) can be restated as \( A^*(J) = \text{Ass}(R/J^k) = W \cup E(J) \) for all integers \( k \geq 1 \). This (together with the fact that \( E(H) \subseteq A^*(H) \)) shows that if \( H \) is any ideal that is projectively equivalent to \( I \), then \( E(I) \subseteq A^*(H) \).

(7.4.3) If \( W \) is the empty set, then (7.2.2) shows that \( \text{Ass}(R/J^k) = E(I) \) for all integers \( k \geq 1 \). This is the main result in [KMOR], but the result in [KMOR] applies to all regular ideals (not just those of height at least two).
8. Related results

In this section we give some further results concerning the equality $I^{[k]n} = I^{kn}$ and some additional characterizations of when $a(I) = 1$.

The conclusion of the first result in this section is similar to the conclusion of (4.4). However, we are only able to prove (8.1) for the case when $\text{altitude}(R) = 1$.

(8.1) Proposition. Let $(R, M)$ be a local ring such that $\text{altitude}(R) = 1$, let $H$ be a regular ideal in $R$, and let $f$ be an integer such that $I = H^f$ has a reduction generated by one element, say $x$. Let $I = (b_1, \ldots, b_g, x)R$ and fix a positive integer $k$. Then there exists a positive integer $q$ such that $I^{[kq]n} = I^{[kq]hn}$ for all positive integers $h$ and for all large integers $n$. (In particular, if we let $J = I^{[kq]}$, then $J^{[h]n} = J^{hn}$ for all positive integers $h$ and for all large integers $n$.)

Proof. Since $\text{altitude}(R) = 1$ and $I$ is regular, it follows that $a(I) = 1$. Therefore, since $x \in I \subseteq (xR)_a$, (3.7) shows that $x$ (resp., $x^k$) is a regular superficial element for $I$ (resp., $I^{[k]}$).

For each positive integer $q$ let $A_q = R[I^{[kq]/x^k}]$, so if $m$ is a positive integer that divides $q$, then $A_q \subseteq A_m$ (and $A_m \subseteq A_1 = R[I^{[k]}/x^k]$). Also, $x^{kqn}A_q \cap R = I^{[kq]n}$ and $x^{kqn}A_m \cap R = I^{[km]n}$ for all large integers $n$, by (3.5). Now there exists a positive integer $i$ such that $x^iA_1 \subseteq R$ (since $A_1 = R[I^{[k]}/x^k]$ is a finite $R$-module (since $xR$ is a reduction of $I$)) and $R/x^iA_1$ is an Artinian local ring (since $xR$ is $M$-primary (since $x$ is regular and $\text{altitude}(R) = 1$)). Therefore for any rings $C$ and $B$ such that $R \subseteq C \subseteq B \subseteq A_1$ we have $x^iA_1 \subseteq R \subseteq C \subseteq B$, so it follows that $C/x^iA_1 = B/x^iA_1$ if and only if $C = B$. Also, $A_1/x^iA_1$ is a finite module over the Artinian ring $R/x^iA_1$, so the rings between $R/x^iA_1$ and $A_1/x^iA_1$ satisfy the descending chain condition. It therefore follows that there exists a positive integer $q$ such that $A_{qh} = A_q$ for all positive integers $h$. And it follows from the preceding paragraph that $x^{kqn}A_{qh} \cap R = I^{[kq]hn}$ and $x^{kqn}A_q \cap R = I^{[kq]hn}$ for all large integers $n$, so the conclusion follows since $A_{qh} = A_q$ for all positive integers $h$. The parenthetical statement follows from this and (5.8.1).

(8.2) Remark. By using (5.8), it is tempting to use the conclusion of (8.1) to say that $I^{[kq]f}n = (H^f)^{[kq]hn} = (H^f)^{[kq]hn} = I^{[kq]hn}$ for all positive integers $h$ and for all large integers $n$. However, when passing from $I$ to $I = H^f$, we had to introduce the regular superficial element $x$ as part of the basis of $I$, so $H^{[k]f}$ is not a module over $I$, $H^{[k]f}$ is the bracket power of a given basis (say $c_1, \ldots, c_m$) for $H$, while $H^{[m]q}$ is the bracket power of $H^f$ with a different basis than the basis $\{c_1^{e_1}, \ldots, c_m^{e_m}; e_1 + \cdots + e_m = f\}$.

We close this paper with one more theorem that characterizes regular ideals of analytic spread one. This result also strengthens and expands the last conclusion of (6.4).

(8.3) Theorem. Let $I$ be an ideal generated by regular elements $b_1, \ldots, b_g$ in a local ring $(R, M)$, assume that $R/M$ is infinite, let $R = R(R, I)$, and for $i = 1, \ldots, g$ let $A_i = R[I/b_i]$. Then the following are equivalent:

(8.3.1) $a(I) = 1$.

(8.3.2) There exists a regular element $b \in I$ such that $b/b_i$ is a unit in $A_i$ for $i = 1, \ldots, g$. 


(8.3.3) There exists a regular element \( b \in I \) such that \( A = R[b_1/b, \ldots, b_g/b] \subseteq A_i \) for \( i = 1, \ldots, g \).

(8.3.4) There exists a regular element \( b \in I \) such that \( tI_{tb}R \subseteq \text{Rad}(tbR) \).

(8.3.5) There exist a regular element \( b \in I \) and a positive integer \( k \) such that \( I^{[k]} \subseteq bI^{k-1} \).

Proof. Assume that (8.3.1) holds. Then since \( R/M \) is infinite, there exist a regular element \( b \in I \) and a positive integer \( n \) such that \( bI^{n-1} = I^n \). Therefore \( b_i^{n} \in bI^{n-1} \) for \( i = 1, \ldots, g \), so by dividing both sides of \( b_i^{n} \in bI^{n-1} \) by \( b_i^{n} \) it follows that \( 1 \in (b/b_i)(I^{n-1}/b_i^{-1}) \subseteq (b/b_i)A_i \). Therefore \( b/b_i \) is a unit in \( A_i \) for \( i = 1, \ldots, g \), so (8.3.1) \( \Rightarrow \) (8.3.2).

Assume that (8.3.2) holds and fix \( i \in \{1, \ldots, g\} \). Then \( b_i/b = (b_j/b_i)(b_j/b) \in A_i \) for \( j = 1, \ldots, g \), so \( A \subseteq A_i \), so (8.3.2) \( \Rightarrow \) (8.3.3). And if (8.3.3) holds, then \( b_i/b \in A_i \) for \( i = 1, \ldots, g \), so \( b/b_i \) is a unit in \( A_i \); hence (8.3.3) \( \Rightarrow \) (8.3.2).

Assume that (8.3.2) holds, fix \( i \in \{1, \ldots, g\} \), and let \( S = A_i[t_{b_i}, 1/t_{b_i}] \), so \( S = R[1/t_{b_i}] \). Also, \( aS = b_iS = bS \) (since \( b_i \) and \( b/b_i \) are units in \( S \)), so it follows that \( tbS = bS : aS = S \), so \( tb \) is a unit in \( S \). Therefore \( (tb_i)^n \in tbR \) for some integer \( n \geq 1 \) (since \( S = \mathbb{R}_{\geq} \) with \( S = \{(tb_i)^n : n \geq 0\} \)). Since this holds for \( i = 1, \ldots, g \), it follows that \( tI_{tb}R \subseteq \text{Rad}(tbR) \), so (8.3.2) \( \Rightarrow \) (8.3.4).

Assume that (8.3.4) holds, so there exists a positive integer \( k \) such that \( (I_{tb}R)^k \subseteq tbR \). Therefore by considering the homogeneous elements of degree \( k \) in the two homogeneous ideals \( (I_{tb}R)^k \) and \( tbR \) it follows that \( I^k \subseteq bI^{k-1} \), and it is clear that \( I^{[k]} \subseteq I^k \), so (8.3.4) \( \Rightarrow \) (8.3.5).

Finally, assume that (8.3.5) holds. Then since \( b \in I \) it follows that \( I^{[k]} \subseteq bI^{k-1} \subseteq I^k \). Also, \( I^{[k]} \) is a reduction of \( I^k \) by (3.2.1), so \( bI^{k-1} \) is a reduction of \( I^k \). Therefore it follows that \( (I^k)^{n+1} = bI^{k-1}(I^k)^n = bI^{kn+k-1} \) for all large integers \( n \), so \( bR \) is a reduction of \( I \). Therefore \( a(I) \leq 1 \), and \( a(I) \geq 1 \) (since \( I \) is a regular ideal); hence \( a(I) = 1 \), so (8.3.5) \( \Rightarrow \) (8.3.1).
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