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Abstract. This paper is devoted to giving the theoretical background for an algorithm for computing homomorphisms induced by maps in homology. The principal idea is to insert the graph of a given continuous map $f$ into a graph of a multi-valued representable map $F$. The multi-valued representable maps have well developed continuity properties and admit a finite coding that permits treating them by combinatorial methods. We provide the construction of the homomorphism $F_*$ induced by $F$ such that $F_* = f_*$. The presented construction does not require subsequent barycentric subdivisions and simplicial approximations of $f$. The main motivation for this paper comes from the project of computing the Conley Index for discrete dynamical systems.

1. Introduction

Recent applications of the Conley Index theory and the fixed point theory to the study of chaos in dynamical systems [17, 18, 19, 20, 24, 25] can be characterized by a marriage of the abstract algebraic topology with rigorous computer assisted numerics. Thus the progress in that area generates a lot of interest in algorithms for computing structures of algebraic topology and in particular, homology of spaces and maps. The computation of topological structures has already been applied to such areas as: graph coloring, image processing, cartography, computer graphics, solid modeling, mesh generation, molecular modeling. We refer to the survey paper [5] for the discussion of the raising branch that authors propose to call Computational Topology.

The computation of homology is a very fresh topic since only recently effective algorithms and their complexity estimations started to appear; see e.g. [3, 4, 9]. In the applications discussed in [5], low dimensional topological structures are sufficient to study and, in fact, the most efficient algorithms such as [3] are only valid for homology of a polyhedron in $\mathbb{R}^3$. However, applications of homology theory in analysis and dynamical systems require computation in the space of an arbitrary dimension, and not just homology of spaces but primarily homology of maps. This is a partial achievement of [12] which provides an efficient reduction algorithm for computing homology of finitely generated chain complexes (of any dimension) and, simultaneously, of a homomorphism induced in homology by a chain map. However the difficulty is not in computing the homology of a chain map but in computing a chain map induced by a continuous map, and this is exactly what is addressed.
in this paper. To the authors’ best knowledge, there are no general results yet on computing homology of continuous maps. Several attempts have been made to compute the fixed point index or a topological degree but programs fail in all but the most simple cases of maps such as complex polynomials addressed in [14]. The authors of this paper believe that the lack of success is mainly due to two reasons: one may be related to insufficient skills in algorithm design and programming among mathematicians interested in the topic and to a communication barrier between topologists and computer scientists. That communication problem is addressed by the authors of [5] and we hope that our work responds to their appeal. A second reason is that computing a chain map induced by a continuous map by definition involves simplicial approximations and fine barycentric subdivisions. That is a very heavy tool which leads to involved computations even in the most simple examples which should be computable by hand.

This paper provides an algorithmic construction of such homomorphisms based on an entirely different idea than simplicial approximations. In Section 2 we define a class $\mathcal{R}$ of representable polyhedra in $\mathbb{R}^n$ first introduced by Mischaikow and Mrozek [18, 19, 20] for a given convex grid $\mathcal{E}$, and classes of perfect and almost perfect representable maps which are multi-valued maps whose graphs are representable polyhedra in the product space. A reader without a strong background in algebraic topology may ignore the discussion of a CW complex structure defined by $\mathcal{E}$ and assume that $\mathcal{E}$ is a cubic grid as in Example 2.2(ii). A perfect representation of a continuous map $f$ in $\mathbb{R}^n$ is a representable map $F : X \rightarrow Y$, $X, Y \in \mathcal{R}$ with convex values which is fully determined by its values on vertices of a given grid and whose graph contains the graph of $f$, whereas an almost perfect representation has star-shaped values and it is fully determined by its values on the cells of the highest dimension. We give examples in Section 6 to illustrate these concepts. The formula that permits computing the homology of an almost perfect map is the same as for a perfect map but we present both types of maps since opinions on which of the two constructions is more useful and natural are divided.

In Section 3 we give an explicit construction of the chain map $\varphi : C(X) \rightarrow C(Y)$ for $F$ such that $F_*$ can be defined as the quotient map on the homology groups $\varphi_* : H(X) \rightarrow H(Y)$. We prove in Section 4 that our definition agrees with the classical definition of $F_*$ based on the Vietoris-Begle Theorem [2, 22] and hence it coincides with $f_* : H(X) \rightarrow H(Y)$. Thus the main results of this paper are described by the following theorems:

**Theorem 3.1.** Let $\mathcal{E}$ be a convex grid in $\mathbb{R}^n$, $X$ and $Y$ representable sets over $\mathcal{E}$ and $F : X \rightarrow \mathcal{P}(Y)$ a perfect (respectively almost perfect) map over $\mathcal{E}(X)$. Then, there exists a chain map $\varphi : C(X) \rightarrow C(Y)$ such that

$$|\varphi_\sigma| \subset \mathcal{A}(\sigma) \quad \forall \sigma \in \mathcal{E}(X).$$

The chain map $\varphi$ is called an $\mathcal{E}$-chain map induced by $F$.

**Corollary 4.7.** Let $F : X \rightarrow Y$ be a perfect (respectively an almost perfect) map and $\varphi : C(X) \rightarrow C(Y)$ any chain map given by Theorem 3.1. Then $\varphi_* = F_*$. 

**Corollary 4.8.** Let $f : X \rightarrow \mathbb{R}^n$ be a single-valued continuous map, $X \in \mathcal{R}$, and let $F : X \rightarrow \mathbb{R}^n$ be a perfect (respectively an almost perfect) representation of $f$. 
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Let $Y \in \mathcal{R}$ be a representable set with $f(X) \subset F(X) \subset Y$, and let $\varphi : C(X) \rightarrow C(Y)$ be any chain map given for $F$ by Theorem 3.1. Then $\varphi_* = f_*$, where $f$ is considered as a map from $X$ to $Y$.

It is also directly proved in Section 3 that any two chain maps given by Theorem 3.1 are chain homotopic, so they induce the same homomorphism in homology (Theorem 3.3), and that the construction is preserved under subdivisions of the grid (Theorem 3.7).

The inductive proof of Theorem 3.1 together with the discussion of a co-boundary construction following it, serves as the base of an algorithm for computing $\varphi_*$ which is in progress [1, 13]. The idea of our construction originates from [22]; however, the important asset is that, in our case, there are no barycentric subdivisions and subsequent chain-approximations required.

Although the background idea reaches the old Vietoris-Begle Theorem [2], as far as computing is of concern, this seems to be a completely new and promising approach to that topic. Moreover, this approach is very appealing to computer scientists working on image processing: Indeed, in the planar case, a graph on a computer screen obtained by a drawing tool is a chain of small painted grid squares whose sizes depend on the computer capacity and screen resolution. Therefore it is a perfect representation of the exact graph contained inside as defined in Section 2.

The fact that we avoided barycentric subdivisions being crucial for the definition of $f_*$ in the classical approach (see [5, 21]) may seem unbelievable and, in fact, there is a minor difficulty hidden in our statement: if the input information consists of a pair of polyhedra $X, Y$ and a continuous map $f : X \rightarrow Y$, then one must be aware of the fact that the representation of $f$ is a star-shape valued map $F : X \rightarrow \mathbb{R}^n$ whose range is not necessarily in $Y$. Namely, $F(X)$ is a finite covering of $f(X) \subset Y$ by star-shaped representable polyhedra in $\mathbb{R}^n$, not in $Y$. This difficulty is overcome in Section 5 as follows:

One may pass to a subdivision $E'$ of $E$ (defined independently of $f$) such that $Y$ is a strong deformation retract of the $E'$-representable star collar $Z = \text{st}_{E'}(Y)$. In case of a cubic grid, it is enough to subdivide each edge to three equal parts. In case of a triangulation, one may take the second barycentric subdivision. Then an $E'$-representation $F : X \rightarrow Z$ is computed as well as the isomorphism $r_* : H(Z) \rightarrow H(Y)$ induced by the deformation. Finally one defines $f_* = r_* \circ F_*$. 

It should be noted that, in many applications to analysis and dynamical systems, the described above passage to a subdivision of the grid will not be necessary. Indeed, we will often consider a continuous map $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$, its appropriate representation $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$, and the spaces $X$ and $Y$ to which the domain and codomain of both maps should be restricted will be fixed a posteriori. That is the case in the computation of the Conley Index which is the main motivation for this paper. The definition and properties of the Conley Index for discrete dynamical systems are too involved to present them in this introduction, therefore we refer the reader to the literature [10, 16, 18, 19, 23] for details justifying the following comment: In the computation of the Conley Index of an isolated invariant set $S$ of a map $f$, via its multivalued representation $F$, the only place where a grid subdivision may appear necessary is when making a guess of so called isolating neighborhood for $F$. In [22], Szymczak provides a simple algorithm for checking
if a given representable set $N$ is indeed an isolating neighborhood. Once that is
confirmed, the remaining computations are performed in a fixed grid.

2. Discretization of space and representable maps

**Definition 2.1.** $\mathcal{E} \subset \mathcal{P}(\mathbb{R}^n)$ is called a convex grid in $\mathbb{R}^n$ if the following conditions are satisfied:

1. $\mathbb{R}^n = \bigcup_{e \in \mathcal{E}} e$.
2. $e \neq e' \implies e \cap e' = \emptyset$.
3. $e \in \mathcal{E} \implies e$ is a convex polyhedron without boundary.
4. $B \subset \mathbb{R}^n$ bounded $\implies \text{st} B := \{ e \in \mathcal{E} : \overline{e} \cap \overline{B} \neq \emptyset \}$ is finite.

- If $e'$ is a face of $e$, we write $e' \leq e$.

**Example 2.2.**

(i) Any simplicial triangulation.

(ii) The cubic grid $\mathcal{E}_k$ of mesh $\frac{1}{k}$, $k \in \mathbb{N}^*$

$$
e_k = \frac{1}{k}(x + Q), \text{ where } x \in \mathbb{Z}^n, \quad Q = I_1 \times I_2 \times \ldots \times I_n \text{ and } I_j = ]0, 1[, \{0\} \text{ or } \{1\}.$$

Let $X \subset \mathbb{R}^n$ and $\mathcal{E}$ a convex grid. The set $X$ is said to be *representable* over $\mathcal{E}$ if there exists $\mathcal{E}' \subset \mathcal{E}$ such that $\mathcal{E}'$ is finite and $X = \bigcup_{e \in \mathcal{E}'} e = \overline{X}$. $\mathcal{E}'$ is then denoted by $\mathcal{E}(X)$. We will also use the notations $\mathcal{E}^q(X)$ for the set of all cells of dimension $q$ in $X$ ($\mathcal{E}^q(X)$ is the set of all vertices of $\mathcal{E}$ in $X$) and $\mathcal{R}$ for the family of all representable polyhedra in $\mathbb{R}^n$ over $\mathcal{E}$.

The notation $\text{co}_\mathcal{E} B$ will stand for the smallest convex set which is a union of cells of $\mathcal{E}$ and containing $B \subset \mathbb{R}^n$. In general, such union may be infinite (it might happen that $\text{co}_\mathcal{E} B = \mathbb{R}^n$) even if $B$ is bounded. We therefore add the following axiom to the definition of the convex grid

5. $\text{co}_\mathcal{E} B \in \mathcal{R}$ if $B$ is bounded.

This axiom is obviously satisfied in the previous examples. If $\mathcal{E}$ is a cubic grid, then $\text{co}_\mathcal{E} B$ is a product of intervals.

Given a representable set $X$ in $\mathbb{R}^n$, the grid $\mathcal{E}(X)$ defines on $X$ the structure of a CW complex with the pasting maps of $q$-cells $e \in \mathcal{E}^q(X)$ simply being the inclusions of the geometric boundary $\text{bd}(e)$ into the $(q-1)$-skeleton $X^{q-1} = \bigcup \{ \sigma : \sigma \in \mathcal{E}^i(X), \ i = 0, 1, \ldots, q-1 \}$ of $X$. We recall from [13], Ch. IX that the group of $q$-chains of $X$, $C_q(X) = H_q(X^q, X^{q-1})$ is the direct sum $H_q(\overline{X}, \text{bd}(e)) \cong \mathbb{Z}$ over $e \in \mathcal{E}^q(X)$, thus $C_q(X)$ may be identified with the free Abelian group generated by $\mathcal{E}^q(X)$. For the general definition of the boundary homomorphism $\partial_q : C_q(X) \longrightarrow C_{q-1}(X)$ defining the chain complex structure on $C(X) = \{ C_q(X) \}_{q \in \mathbb{Z}}$, we refer to [13], Ch. IX. However, we shall give the explicit definition in the case of a cubic grid $\mathcal{E}_k$ described in Example 2.2(ii) which is our primary interest.

Clearly, it is sufficient to present the definition when $k = 1$. First, for the cell $e = I^q = [0, 1]^q \subset \mathbb{R}^q$, we put

$$A_i e = \{ (x_1, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_q) : \ x \in I^q \}$$
and
\[ B_i e = \{(x_1, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_q) : \ x \in I^q\}. \]

Following [15], Ch. VII, \( A_i e \) and \( B_i e \) are called, respectively, the front i-face and the back i-face of \( e \). Now any \( q \)-cell \( e \in E^q(X), X \subset \mathbb{R}^n \) is the image of \( I^q \) under the affine linear map composed of an insertion of zeros on chosen \((n - q)\) coordinates with the translation of the origin to a vertex \( x \in \mathbb{Z}^n \). We put \( A_i e = T(A_i I^q), \ B_i e = T(B_i I^q) \) and let
\[ \partial_q e = \sum_{i=1}^{q} (-1)^i (A_i e - B_i e). \]

For the verification of the property \( \partial \circ \partial = 0 \), we again refer to [15], Ch. VII. A somewhat similar construction is also given in [7].

A map \( F : X \rightarrow \mathcal{P}(Y) \), where \( X \) and \( Y \) are two arbitrary sets will be called a multi-valued mapping from \( X \) to \( Y \). For \( A \subset X \) and \( B \subset Y \), we denote by
\[ \text{dom}F = \{x \in X : F(x) \neq \emptyset\}, \]
\[ F(A) = \bigcup_{x \in A} F(x), \]
respectively, the domain of \( F \) and the image of \( F \).

Assume \( X \) and \( Y \) to be metric spaces. \( F \) is upper semi-continuous (u.s.c.) if \( \{x \in \text{dom}F : F(x) \subset U\} \) is open for any open subset \( U \) of \( Y \). Equivalently, \( \{x \in \text{dom}F : F(x) \cap A \neq \emptyset\} \) is closed for any closed subset \( A \) of \( Y \).

**Definition 2.3.** Let \( F : \text{dom}F \subset X \rightarrow \mathcal{P}(Y) \) be a multi-valued mapping such that \( \text{dom}F \subset \mathcal{E}(X) \) and \( F(x) \) is representable for each \( x \) in \( X \). We say that \( F \) is representable over \( \mathcal{E}(X) \) if
\begin{itemize}
  \item[a)] \( F(x) = F(y) \ \forall x, y \in \mathcal{E}(X); \)
  \item[b)] \( G(F) = G(F) \), where \( G(F) \) denotes the graph of \( F \).
\end{itemize}

We can observe that a) \( \Rightarrow \) b) \( \Rightarrow \) \( (e' \leq e \Rightarrow F(e) \subseteq F(e')) \).

In what follows, we introduce the notions of perfect and almost perfect representations of a continuous map with a representable domain in \( \mathbb{R}^n \) and indicate ways to construct them.

**Definition 2.4.** Let \( \mathcal{E} \) be a convex grid in \( \mathbb{R}^n \), \( X \in \mathcal{R} \) and \( F : X \rightarrow \mathcal{R} \) be a multivalued representable map over \( \mathcal{E}(X) \) with \( \text{dom}F = X. F \) is said to be perfect over \( \mathcal{E}(X) \) if
\begin{itemize}
  \item[i)] \( F(x) \) is convex and closed \( \forall x \in X; \)
  \item[ii)] \( F(e) = \bigcap\{F(v) : v \leq e, v \in \mathcal{E}(X)\} \ \forall e \in \mathcal{E}(X); \)
  \item[iii)] \( A(v) = \bigcap\{F(\gamma) : v \leq \gamma, \ \gamma \in \mathcal{E}(X)\} \neq \emptyset \ \forall v \in \mathcal{E}(X). \)
\end{itemize}

**Remark 2.5.**
1) It is obviously seen that \( F(e) \subset \bigcap\{F(v) : v \leq e, v \in \mathcal{E}(X)\}. \)
2) The property iii) of the definition above implies
\[ A(\sigma) = \bigcap\{F(\gamma) : \sigma \leq \gamma, \ \gamma \in \mathcal{E}(X)\} \neq \emptyset \ \forall \sigma \in \mathcal{E}(X). \]
Lemma 2.6. Let \( F \) be a representable map over \( \mathcal{E}(X) \) with convex and closed values. Then \( F \) has a continuous selector \( f \) if and only if

\[
\mathcal{A}(v) = \bigcap \{ F(\gamma) : \; v \leq \gamma, \gamma \in \mathcal{E}(X) \} \neq \emptyset \quad \forall v \in \mathcal{E}^0(X).
\]

Proof. Indeed, if \( f \) is a continuous selector of \( F \) and \( v \in \mathcal{E}^0(X) \), then \( f(v) \in F(e) \) for any \( e \in \mathcal{E}(X) \) such that \( v \leq e \). Therefore \( f(v) \in \mathcal{A}(v) \). Conversely, let condition (2.1) be satisfied. Then we can define \( f \) on vertices by choosing \( f(v) \in \mathcal{A}(v) \) for all \( v \in \mathcal{E}^0(v) \). Since \( \mathcal{A}(v) \neq \emptyset \) and \( F \) has convex closed values, the definition of \( f \) can be extended to convex cells by linearity to obtain a continuous selector of \( F \). \( \square \)

Let \( \mathcal{E} \) be a convex grid in \( \mathbb{R}^n \), \( X \in \mathcal{R} \). A cell \( \sigma \in \mathcal{E}(X) \) is called primitive (in \( X \)) if there exists no \( \tau \in \mathcal{E}(X) \) such that \( \sigma \) is a proper face of \( \tau \).

Definition 2.7. A representable multivalued map \( F : X \rightarrow \mathcal{R} \) with \( \text{dom } F = X \), is called almost perfect over \( \mathcal{E}(X) \) if the following axioms are satisfied:

i) \( F(\sigma) \) is convex for each primitive cell \( \sigma \in \mathcal{E}(X) \);

ii) \( F(e) = \bigcup \{ F(\sigma) : \; e \leq \sigma, \sigma \text{ primitive in } X \} \forall e \in \mathcal{E}(X) \);

iii) \( \mathcal{A}(v) \neq \emptyset \) for each vertex \( v \in \mathcal{E}^0(X) \).

It is easy to see that \( \mathcal{A}(e) = \bigcap \{ F(\sigma) : \; e \leq \sigma, \sigma \text{ primitive in } X \} \). Therefore, \( \mathcal{A}(e) \) is a convex set for each \( e \in \mathcal{E}(X) \). Moreover \( \mathcal{A}(e) \neq \emptyset \) by iii) and \( \mathcal{A}(e) \subset F(e) \). This implies that \( F(e) \) is star-shaped for each \( e \in \mathcal{E}(X) \). Obviously, each perfect map is almost perfect. Conversely, if \( F \) is an almost perfect map, then \( G \) given by \( G(x) = \text{co}_\mathcal{E} F(x) \) is perfect. Here is the philosophy behind those two definitions. Perfect maps are naturally constructed by defining their values on vertices in \( \mathcal{E}^0(X) \) and extending the definition to cells of higher dimension by intersections. Almost perfect maps are constructed in the reverse order from the cells of highest dimension down to cells of dimension zero by unions.

Let \( X \in \mathcal{R} \) and a continuous single valued map \( f : X \rightarrow \mathbb{R}^n \). A perfect (respectively almost perfect) representation of \( f \) is any perfect (respectively almost perfect) map \( F : X \rightarrow \mathcal{R} \) such that \( f(x) \in F(x) \) for all \( x \in X \). It is seen that in order to construct a perfect (respectively almost perfect) representation of \( f \), the following numerical information is sufficient.

1) Sufficiently good approximations of \( f \) at finitely many points of \( X \): the vertices in \( \mathcal{E}^0(X) \) for a perfect map, and some interior points (e.g. mid-points) of primitive cells in \( X \) for an almost perfect map.

2) The modulus of uniform continuity of \( f \) on \( X \), i.e. the function \( \varepsilon \rightarrow \delta_\varepsilon \) such that

\[
\| x - y \| < \delta_\varepsilon \implies \| f(x) - f(y) \| < \varepsilon,
\]

for each \( x, y \in X \).

Moreover, by taking sufficiently fine grids, one can obtain a representation with values of arbitrarily small diameters. Indeed, in order to make the above discussion precise, let \( \mathcal{E}_k \) be the \( k \)-th cubic grid described at the beginning of the section. We choose the norm \( \| x \| = \max \{ |x_i| : \; i = 1, 2, ..., n \} \) in \( \mathbb{R}^n \) so that the balls \( B_r(x) = \{ y : \; \| y - x \| < r \} \) are \( n \)-dimensional cubes.

Let \( \varepsilon \rightarrow \delta_\varepsilon \) be the modulus of uniform continuity of \( f : X \rightarrow \mathbb{R}^n \) with respect to that norm. Given \( \varepsilon > 0 \), let \( k \in \mathbb{N} \) be such that \( \frac{1}{k} < \min \{ \delta_\varepsilon, \varepsilon \} \). Let \( x_\sigma \) be the
It is easily seen that condition (3.1) is automatically satisfied and the boundary operator \( \partial \) satisfies by definition
\[
\varphi_0 \partial_1 (\sigma) = \partial_1 \varphi_1 (\sigma).
\]
Suppose now that \( \varphi_i \) is constructed for \( 0 \leq i < q \) where \( \varphi_i : C_i(X) \to C_i(Y) \) satisfies the conditions
\[
|\varphi_i \sigma| \subseteq A(\sigma) \quad \forall \sigma \in E^i(X),
\]
\[
\varphi_{i-1} \partial = \partial \varphi_i \quad \text{for} \ 1 \leq i \leq q - 1.
\]
Construction of $\varphi_\sigma$: Let $\sigma \in \mathcal{E}_q(X)$. Then, $\partial \sigma = \sum_s c_s \sigma_s$, where $\sigma_s \in \mathcal{E}_{q-1}(X) \forall s$.

We have $|\varphi_{q-1}\sigma| \subset \mathcal{A}(\sigma) \subset \mathcal{A}(\sigma) \forall s$. Thus,

$$|\varphi_{q-1}\partial \sigma| \subset \mathcal{A}(\sigma).$$

Since $\mathcal{A}(\sigma)$ is convex, and $\varphi_{q-1}\partial \sigma$ is a cycle (by the inductive assumption), there exists a chain $c \in C_q(\mathcal{A}(\sigma))$ such that $\partial c = \varphi_{q-1}\partial \sigma$. We then define

$$\varphi_q \sigma := c.$$

By definition, $\varphi_q$ satisfies the following assumptions:

$\partial \varphi_q = \varphi_{q-1}\partial$.

If $\sigma \in \mathcal{E}_q(X)$, then $\varphi_q \sigma \in C_q(\mathcal{A}(\sigma))$ and then $|\varphi_q \sigma| \subset \mathcal{A}(\sigma)$. \hfill $\square$

3.1. Construction of a coboundary of a given cycle. The above proof contains a statement on the existence of a chain $c$ such that $\partial c = \varphi(\partial \sigma)$ which seems, at first sight, to be an obstruction to a precise algorithm. We discuss below a geometric construction of a coboundary $c$ of a given cycle $z$, i.e. a chain $c$ such that $\partial c = z$, in the case of a cubic grid. When $\dim \ z = 1$, the main idea comes from A. Szymczak (personal communication). The detailed proof of the correctness of our construction and a formal algorithm will be presented in [1, 13].

Let $\mathcal{E} = \mathcal{E}_1$ be the unitary cubic grid in $\mathbb{R}^n$ and $A \subset \mathbb{R}^n$ a representable rectangle. Given $z \in Z_q(A)$, we construct a chain $c \in C_{q+1}(A)$ such that $\partial_{q+1} \sigma = z$. We denote the procedure by $c := COB(z)$ where $COB$ stands for the word coboundary.

We may write

$$z = \sum_{i=1}^N c_i e_i \quad \text{where} \quad e_i \in \mathcal{E}_q(A).$$

Each $e_i$ can be expressed in the form

$$e_i = ((a_i)_1, (b_i)_1) \times \ldots \times ((a_i)_n, (b_i)_n)$$

where

$$(a, b) = \begin{cases} [a, b] & \text{if } a \neq b, \\ \{a\} & \text{if } a = b. \end{cases}$$

The endpoints of intervals $(a_i)_k$, $(b_i)_k$ are integers, either $(b_i)_k = (a_i)_k + 1$ or $(b_i)_k = (a_i)_k$, and the first equality holds exactly for $q$ values of $k$.

Let $R(z)$ be the smallest rectangle in $A$ containing $|z|$ (the carrier of $z$). We have

$$R(z) = [m_1, M_1] \times [m_2, M_2] \times \ldots \times [m_n, M_n]$$

where $m_k = \min\{(a_i)_k\}$ and $M_k = \max\{(b_i)_k\}$.

Let $k_1$ be the first nontrivial coordinate of $R(z)$, i.e. the smallest integer $k$ with the property $m_k \neq M_k$,

$$R_{k_1}(z) = \{x \in R(z) : x_{k_1} = m_{k_1}\},$$

and

$$P_{k_1} : R(z) \rightarrow R_{k_1}(z)$$
Example 3.2. Consider the clockwise oriented cycle

\[ z = e_8 + e_7 + e_6 + e_5 - e_4 - e_3 - e_2 - e_1, \]

in the plane where \( e_i \) are positively oriented intervals indicated in Figure 1. Note that \( z \in C_1(R(z)) \) where \( R(z) = [0, 2] \times [0, 2] \).

We have \( k_1 = 1, \ R_1(z) = \{0\} \times [0, 2], \) and \( \pi_1(z) = 0 \). It is easily seen that

\[ \pi_1(e_1), e_1] = \pi_1(e_2), e_2] = \pi_1(e_7), e_7] = \pi_1(e_5), e_5] = 0, \]
$[\pi_1(e_8), e_8] = 0, \quad [\pi_1(e_0), e_6] = E_4, \quad [\pi_1(e_4), e_4] = E_3 + E_4$

and

$[\pi_1(e_3), e_3] = E_1 + E_2,$

where $E_1 \ldots E_4$ are positively oriented squares as indicated in Figure 1. Hence

$COB(z) = COB(\pi_1(z)) + 0 + 0 + E_4 + 0 - E_4 - E_3 - E_1 - E_2 = -(E_1 + E_2 + E_3).$

The following results will establish that the homomorphism $\varphi_* : H_*(X) \to H_*(Y)$ induced by $F$ in homology is independent of the choice of the chain map induced by $F$, given by Theorem 3.1, and invariant with respect to subdivisions of the original grid.

**Theorem 3.3.** Suppose that $\varphi$ and $\psi$ are two $\mathcal{E}$-chain maps induced by the same perfect (respectively almost perfect) map $F$. Then $\varphi$ and $\psi$ are chain homotopic.

**Proof.** By induction, we construct $D_q : C_q(X) \to C_{q+1}(Y)$ such that

$|D_q\sigma| \subset \mathcal{A}(\sigma) = \bigcap \{F(\gamma) : \gamma \leq \gamma, \gamma \in \mathcal{E}(X)\}$ \quad $\forall \sigma \in C_q(X).$

For $q = 0$: Let $v$ be a vertex. Since $\mathcal{A}(v)$ is convex, $\varphi_0(v), \psi_0(v) \in \mathcal{A}(v)$ and $H_1(\mathcal{A}(v)) = 0$, there exists a 1-chain $c_1 \in C_1(\mathcal{A}(v))$ such that

$\partial c_1 = \varphi_0(v) - \psi_0(v).$

Note that $\varphi_0(v) - \psi_0(v)$ is a cycle.

We then define $D_0 v := c_1.$

$D_0 : C_0(X) \to C_1(Y)$ is well defined and satisfies:

$|D_0 v| \subset \mathcal{A}(v) \forall v \in \mathcal{E}^0(X);$

$\partial_1 D_0 = \varphi_0 - \psi_0.$

Suppose now that $D_i$ is constructed for $0 \leq i < q$ where $D_i : C_i(X) \to C_{i+1}(Y)$ satisfies the conditions:
We say that a grid \( E \) we deduce that thus, \( E \) is an -chain map induced by \( G \).

Construction of \( D_q \):

Let \( E \in \mathcal{E}^q(X) \). Then \( \partial \sigma = \sum_s c_s \sigma_s \), where \( \sigma_s \in \mathcal{E}^{q-1}(X) \) \( \forall s \). Set

\[
\alpha = \varphi_q \sigma - \psi_q \sigma - D_{q-1} \partial \sigma.
\]

We have \( |\varphi_q \sigma| \cup |\psi_q \sigma| \subset A(\sigma) \) and \( |D_{q-1} \sigma|_s \subset A(\sigma) \subset A(\sigma) \) \( \forall \sigma_s \). Thus \( |D_{q-1} \partial \sigma| \subset A(\sigma) \) and consequently \( |\alpha| \subset A(\sigma) \). \( \alpha \) is a cycle. Indeed,

\[
\partial_q \alpha = \partial_q \varphi_q \sigma - \partial_q \psi_q \sigma - \partial_q D_{q-1} \partial_q \sigma = \varphi_{q-1} \partial_q \sigma - \psi_{q-1} \partial_q \sigma - \partial_q D_{q-1} \partial_q \sigma.
\]

Since, by the inductive assumptions,

\[
\varphi_{q-1} \partial_q \sigma - \psi_{q-1} \partial_q \sigma = \partial_q D_{q-1} \partial_q \sigma + D_{q-2} \partial_{q-1} \partial_q \sigma,
\]

we deduce that \( \partial_q \alpha = 0 \).

Since \( A(\sigma) \) is convex, and \( \alpha \) is a cycle, there exists a \((q+1)\)-chain \( c_{q+1} \in C_{q+1}(A(\sigma)) \) such that \( \partial_{q+1} c_{q+1} = \alpha \). We then define

\[
D_q \sigma := c_{q+1}.
\]

By definition, \( D_q \sigma \) satisfies the following assumptions:

\[
|D_q \sigma| \subset A(\sigma);
\]

\[
\partial_{q+1} D_q + D_{q-1} \partial_q = \varphi_q - \psi_q.
\]

**Proposition 3.4.** Let \( F \) and \( G \) be perfect multivalued maps over \( \mathcal{E}(X) \) such that \( F(X) \subset G(X) \) for all \( x \in X \). Then any \( \mathcal{E} \)-chain map induced by \( F \) is also an \( \mathcal{E} \)-chain map induced by \( G \).

**Proof.** If \( \varphi \) is an \( \mathcal{E} \)-chain map induced by \( F \), then it obviously satisfies the property

\[
|\varphi_q e| \subset \bigcap \{ F(\sigma) : e \leq \sigma, \sigma \in \mathcal{E}(X) \}
\]

\[
\subset \bigcap \{ G(\sigma) : e \leq \sigma, \sigma \in \mathcal{E}(X) \}, \quad \forall e \in \mathcal{E}^q(X).
\]

Thus, \( \varphi \) is an \( \mathcal{E} \)-chain map induced by \( G \).

**Definition 3.5.** We say that a grid \( \mathcal{E}' \) is a subgrid of a grid \( \mathcal{E} \) if each cell in \( \mathcal{E} \) is a representable set with respect to \( \mathcal{E}' \).

**Remark 3.6.** In the case of cubic grids it is obvious that \( \mathcal{E}' = \mathcal{E}_m \) is a subgrid of \( \mathcal{E} = \mathcal{E}_k \) if and only if \( k \) divides \( m \).

**Theorem 3.7.** Let \( \mathcal{E}' \) be a subgrid of \( \mathcal{E} \). If \( F : X \longrightarrow \mathcal{P}(Y) \) is a perfect map over \( \mathcal{E}(X) \), then \( F \) is a perfect map over \( \mathcal{E}'(X) \) and it induces the same homomorphism in homology.

**Proof of the theorem.** To prove the theorem we shall first prove the following lemmas.

**Lemma 3.8.** Let \( v \) be a vertex of the subgrid \( \mathcal{E}' \) of \( \mathcal{E} \) and \( F \) be a perfect map over \( \mathcal{E} \). Then we have either of the two situations:

1) If \( v \) is a vertex of the original grid \( \mathcal{E} \), then

\[
\mathcal{A}_\mathcal{E}(v) = \bigcap \{ F(\sigma) : v \leq \sigma, \sigma \in \mathcal{E}(X) \} = \mathcal{A}_{\mathcal{E}'}(v)
\]

\[
= \bigcap \{ F(\sigma') : v \leq \sigma, \sigma' \in \mathcal{E}'(X) \}.
\]
2) If not, there exists a unique cell \( e \in \mathcal{E}(X) \) such that \( v \in \text{int}(e) \) and 
\[
\mathcal{A}_{\mathcal{E}'}(v) = \mathcal{A}_{\mathcal{E}}(e).
\]

Proof.

1) The proof is immediate if we observe that each cell of \( \mathcal{E}' \) having \( v \) as a vertex is contained in some cell of \( \mathcal{E} \) having \( v \) as a vertex and conversely each cell of \( \mathcal{E} \) having \( v \) as a vertex contains some cell of \( \mathcal{E}' \) having \( v \) as a vertex.

2) Observe that each cell of \( \mathcal{E} \) having \( e \) as a face contains some cell of \( \mathcal{E}' \) having \( v \) as a vertex and each cell of \( \mathcal{E}' \) having \( v \) as a vertex is contained in some cell of \( \mathcal{E} \) having \( e \) as a face.

Lemma 3.9. If \( F \) is perfect over \( \mathcal{E} \), then \( F \) is perfect over \( \mathcal{E}' \).

Proof. Since \( \text{dom} F \in \mathcal{R}_E \) and \( \forall x \in \text{dom} F, F(x) \in \mathcal{R}_{\mathcal{E}'} \) and since each cell of \( \mathcal{E} \) is a finite union of cells of \( \mathcal{E}' \), we deduce that \( \text{dom} F \in \mathcal{R}_{\mathcal{E}'} \), \( F(x) \in \mathcal{R}_{\mathcal{E}'} \) for all \( x \). The equality \( G(F) = G(F') \) is obvious. Let \( e' \in \mathcal{E}' \). There exists \( e \in \mathcal{E} \) such that \( e' \subset e \). Since \( F(x) = F(y) \), \( \forall x, y \in e \), the relation \( F(x) = F(y) \) remains true for all \( x, y \in e' \). Thus \( F \) is representable over \( \mathcal{E}' \).

\( F(x) \) is obviously convex and closed for all \( x \in \text{dom} F \). For \( e' \in \mathcal{E}' \), we can easily see that
\[
F(e') = \bigcup \{ F(v) : v \leq e', v \in (\mathcal{E}'^0) \}.
\]

We first can observe that the inclusion
\[
F(e') \subset \bigcap \{ F(v) : v \leq e', v \in (\mathcal{E}'^0) \}
\]
is obviously satisfied. We will prove the other inclusion by distinguishing two cases:

1) There exists \( v_0 \leq e' \) and \( e \in \mathcal{E} \) such that \( v_0 \in \text{int}(e) \) and \( e' \subset e \). Then,
\[
\bigcap \{ F(v) : v \leq e', v \in (\mathcal{E}'^0) \} \subset F(v_0) = F(e) = F(e').
\]

2) If not, \( e' \in \mathcal{E} \) and each vertex of \( e' \) is a vertex of the original grid. Then the precedent equality follows immediately.

Let \( v \in (\mathcal{E}'^0) \). If there exists some \( e \in \mathcal{E} \) such that \( v \in \text{int}(e) \), then by the precedent lemma \( \mathcal{A}_{\mathcal{E}'}(v) = \mathcal{A}_{\mathcal{E}}(e) \neq \emptyset \). Else, \( v \) is a vertex of the original grid and again by the precedent lemma \( \mathcal{A}_{\mathcal{E}'}(v) = \mathcal{A}_{\mathcal{E}}(v) \neq \emptyset \).

We denote by \( \mu : C(X, \mathcal{E}) \rightarrow C(X, \mathcal{E}') \) the first chain derivation on \( X \), i.e. the homomorphism satisfying the following properties:

1) \( \mu_0 : C_0(X, \mathcal{E}) \rightarrow C_0(X, \mathcal{E}') \) is the inclusion map, i.e. \( \mu_0(v) = v \), \( \forall v \in \mathcal{E}^0(X) \), since each vertex of \( \mathcal{E} \) is again a vertex of \( \mathcal{E}' \).

2) For a \( p \)-cell \( \sigma \in \mathcal{E}'(X) \),
\[
\mu_p(\sigma) = \sum_i \sigma_i,
\]
where \( \sigma_i \) is a \( p \)-simplex of \( \mathcal{E}'(X) \) contained in \( \sigma \) and having the same orientation as \( \sigma \).

Theorem \ref{thm:main} applied to \( F \) defined on \( (X, \mathcal{E}) \) and respectively \( (X, \mathcal{E}') \) yields two chain maps \( \varphi \) and \( \psi \) induced by \( F \).

We will construct by induction a chain homotopy \( D \) between \( \varphi : C(X, \mathcal{E}) \rightarrow C(Y) \) and \( \psi \circ \mu : C(X, \mathcal{E}) \rightarrow C(Y) \).
Let \( v \in \mathcal{E}^0(X) \). Recall that \( \mathcal{A}_\mathcal{E}(v) = \mathcal{A}_\mathcal{E}'(v) \), \( \varphi_0(v) \in \mathcal{A}_\mathcal{E}(v) \), \( \psi_0(v) \in \mathcal{A}_\mathcal{E}(v) \) and \( \mu_0(v) = v \). Since \( \varphi_0(v) - \varphi_0(v) \in C_0(\mathcal{A}_\mathcal{E}(v)) \) is a cycle and \( \mathcal{A}_\mathcal{E}(v) \) is convex, there exists a 1-chain \( c_1 \in C_1(\mathcal{A}_\mathcal{E}(v)) \) such that \( \partial c_1 = \varphi_0(v) - \psi_0(v) \). We then define \( D_0(v) := c_1 \). \( D_0 \) satisfies:

1) \( |D_0(v)| \subset \mathcal{A}_\mathcal{E}(v) = \mathcal{A}_\mathcal{E}'(v) \);
2) \( \partial D_0(v) = \partial_1 c_1 = \varphi_0(v) - \psi_0 \circ \mu_0(v) \).

Suppose that for \( 0 \leq i \leq q - 1 \) we have the existence of a chain map \( D_i : C_i(X) \rightarrow C_{i+1}(Y) \) such that

1) \( |D_i(\sigma)| \subset \mathcal{A}_\mathcal{E}(\sigma) \);
2) \( \partial_{i+1} D_i(\sigma) + D_{i-1} \partial_i(\sigma) = \varphi_i(\sigma) - \psi_i \circ \mu_i(\sigma) \).

Let \( \sigma \in \mathcal{E}^q(X) \). We know that \( \mu_q(\sigma) = \sum_{s} \sigma_s \), where \( \sigma_s \in (\mathcal{E}')^q(X) \), \( \sigma_s \subset \sigma \) and \( \sigma_s \) has the same orientation as \( \sigma \). Then consider

\[ \alpha = \varphi_q(\sigma) - \psi_q \circ \mu_q(\sigma) - D_{q-1} \partial_q(\sigma). \]

It is easily seen that

\[ |\psi_q(\sigma_s)| \subset \mathcal{A}_\mathcal{E}(\sigma_s) \subset \mathcal{A}_\mathcal{E}(\sigma) \]
and since \( \partial_q \sigma = \sum_{i} \sigma_i \), where \( \sigma_i \in \mathcal{E}^{(q-1)}(X) \), \( \mathcal{A}_\mathcal{E}(\sigma_i) \subset \mathcal{A}_\mathcal{E}(\sigma) \) and by the inductive assumptions, we deduce that \( D_{q-1} \partial_q \sigma \subset \mathcal{A}_\mathcal{E}(\sigma) \). Thus, \( |\alpha| \subset \mathcal{A}_\mathcal{E}(\sigma) \). It is easily proven that \( \alpha \) is a cycle and since \( \alpha \in C_q(\mathcal{A}_\mathcal{E}(\sigma)) \), where \( \mathcal{A}_\mathcal{E}(\sigma) \) is convex, there exists a \((q+1)\)-chain \( c_{q+1} \in C_{q+1}(\mathcal{A}_\mathcal{E}(\sigma)) \) such that \( \partial_{q+1} c_{q+1} = \alpha \). We then define \( D_q(\sigma) := c_{q+1} \).

\( D_q : C_q(X) \rightarrow C_{q+1}(Y) \) satisfies all the inductive hypotheses.

**Remark 3.10.** All the above results can be extended to almost perfect maps with a slight modification of the arguments in the proof of Lemma 3.7.

We can observe that the proof of Theorem 3.7 is independent on the subgrid of \( \mathcal{E} \) choosen on \( Y \).

By combining Proposition 3.4 and Theorem 3.7 one obtains the following.

**Corollary 3.11.** If \( F \) is a perfect (respectively almost perfect) map with respect to a grid \( \mathcal{E} \) and \( G \) is a selection of \( F \), i.e. \( G(x) \subset F(x) \forall x \), which is perfect (respectively almost perfect) with respect to a subgrid \( \mathcal{E}' \) of \( \mathcal{E} \), then \( G \) and \( F \) induce the same homomorphism in homology.

### 4. Product grids and Vietoris-Begle Theorem

In this section, it is proved that the construction of the chain map \( \varphi \) provided by Theorem 3.1 agrees with the classical definitions of homomorphisms induced in homology by single-valued and multivalued maps.

**Definition 4.1.** Let \( \mathcal{E} = \mathcal{E}(X) \) and \( \mathcal{E}' = \mathcal{E}(Y) \) be convex grids respectively in \( X \) and \( Y \). Then,

\[ \mathcal{E} \times \mathcal{E}' := \{ e \times e' : e \in \mathcal{E}, \ e' \in \mathcal{E}' \} \]

is a convex grid in \( X \times Y \) called the product of \( \mathcal{E} \) and \( \mathcal{E}' \) with

\[ (\mathcal{E} \times \mathcal{E}')^n := \{ e \times e' : \dim e + \dim e' = n \} \]

being the basis of the \( n \)-dimensional chain group \( C_n(X \times Y) \). (See [6].)
It is easily proved that

**Proposition 4.2.** Let $F$ be a representable map over $E$ and $E'$ then $G(F)$ is a representable set over the convex grid $E \times E'$.

The chain maps $p_\#: C(G(F)) \to C(X)$ and $q_\#: C(G(F)) \to C(Y)$ induced by the projections $p: G(F) \to X$ and $q: G(F) \to Y$ are given by

$$p_\#(e \times e') = \begin{cases} 0 & \text{if } \dim e < n, \\ e & \text{if } \dim e = n \end{cases}$$

and

$$q_\#(e \times e') = \begin{cases} 0 & \text{if } \dim e' < n, \\ e' & \text{if } \dim e' = n. \end{cases}$$

Let $X$ and $Y$ be compact and Hausdorff topological spaces and $f: X \to Y$ be a continuous map. We recall from [8] that $f$ is called a Vietoris map if

1. $f$ is onto;
2. $f^{-1}(y)$ is acyclic $\forall y \in Y$.

We have the following classical result.

**Theorem 4.3** (Vietoris-Begle Theorem, [2]). If $f: X \to Y$ is a Vietoris map, then $f_*: H(X) \to H(Y)$ is an isomorphism, where $\hat{H}$ denotes the Čech homology with field coefficients.

**Remark 4.4.** The Vietoris-Begle Theorem, in its general formulation, holds for Vietoris or Čech homologies with coefficients in a field. In this paper, however, we apply it in the context of finite polyhedra and maps $f$ with polyhedral inverse images $f^{-1}(y)$, where the theorem holds true for any homology theory and any ring of coefficients.

**Definition 4.5** (See [3]). Let $F: X \to Y$ be a multivalued acyclic and upper-semi-continuous map and $p, q$ the canonical projections from $G(F)$ onto (respectively) $X$ and $Y$. Then $p: G(F) \to X$ is a Vietoris map. Thus $p_*: H(G(F)) \to H(X)$ is an isomorphism. The homomorphism $F_*: H(X) \to H(Y)$ is defined by the formula

$$F_* = q_* \circ (p_*)^{-1}.$$ 

The following theorem provides the link between the above definition and the construction of $\varphi$ in Section 3.

**Theorem 4.6.** Let $F$ be a perfect (respectively an almost perfect) map. Then there exists a chain map $\psi: C(X) \to C(G(F))$ such that

$$|\psi(\sigma)| \subseteq \sigma \times A(\sigma) \quad \forall \sigma \in E(X).$$

Moreover, $\varphi = q_\# \circ \psi: C(X) \to C(Y)$ satisfies the conclusions of Theorem 3.7 and $\psi$ is the homotopic inverse of the chain map $p_\#$.

1 – **Construction of** $\psi$. We proceed by induction.

For a vertex $v$ in $X$, we set $\psi_0(v) = v \times v_0$, where $v_0$ is any vertex of $A(v)$. 

Suppose that for $0 \leq i \leq q - 1$, there exists a homomorphism $\psi_i : C_i(X) \to C_i(G(F))$ such that

$$
\begin{align*}
\psi_i(\sigma) &\subseteq \sigma \times A(\sigma) \quad \forall \sigma \in E^i(X), \\
\psi_{i-1}\partial = \partial\psi_i.
\end{align*}
$$

Let $\sigma \in E^q(X)$. Since $\psi_{q-1}(\partial\sigma)$ is a cycle, $|\psi_{q-1}(\partial\sigma)| \subseteq \sigma \times A(\sigma)$ and $\sigma \times A(\sigma)$ is convex, there exists $c \in \sigma \times A(\sigma)$ such that $\partial c = \psi_{q-1}(\partial\sigma)$. Then, we define $\psi_q(\sigma) := c$.

It is now straightforward that $p_\# \circ \psi$ satisfies all the hypotheses of Theorem 3.1. Since $2 - \psi$ is a chain homotopy inverse of the chain map $p_\#$. We first prove by induction that $p_\# \circ \psi = id_{C(X)}$.

Let $v$ be a vertex of $X$. Then

$$p_\# \circ \psi(v) = p_\#(v \times v_0) = v = id_{C(X)}(v).$$

Suppose that for $0 \leq i \leq q - 1$ we have $p_\# \circ \psi = id_{C(X)}$ and now let $i = q$. Given $\sigma \in E^q(X)$ ($\sigma \neq \emptyset$), we have

$$p_{q-1} \circ \psi_{q-1}(\partial_q\sigma) = \partial_q\sigma = \partial_q[p_{q-1} \circ \psi(\sigma)]$$

and by definition of $p_\#$ and $\psi$, $|p_{q-1} \circ \psi(\sigma)| \subseteq \sigma$. Then $p_{q-1} \circ \psi_q(\sigma)$ is a nontrivial $q$-chain which has the same boundary as $\sigma$ and since its carrier is contained in $\sigma$ it follows that $p_{q-1} \circ \psi_q(\sigma) = \sigma$.

We now construct by induction a chain homotopy between $\psi \circ p_\#$ and $id_{C(G(F))}$. For a vertex $v \times v'$ of $G(F)$, we have $\psi_0 \circ p_{q-1}(v \times v') = \psi_0(v) = v \times v_0$, $v' \in F(v)$ and $v_0 \in A(v) \subseteq F(v)$. Thus,

$$|\psi_0 \circ p_{q-1}(v \times v') - id_{C(G(F))}(v \times v')| \subseteq v \times F(v).$$

Since $v \times F(v)$ is star-shaped, there exists $c \in C_1(v \times F(v))$ such that

$$\partial c = \psi_0 \circ p_{q-1}(v \times v') - id_{C(G(F))}(v \times v').$$

We then define

$$D_0(v \times v') := c.$$

Suppose that for $0 \leq i \leq q - 1$, we have $D_i : C_i(G(F)) \to C_{i+1}(G(F))$ such that

1. $\partial_{i+1} \circ D_i + D_{i-1} \circ \partial_i = \psi \circ p_\# - id_{C_i(G(F))}$;
2. $|D_i(e \times e')| \subseteq F(e) = \bigcup \{\sigma \times F(\sigma) : \sigma \leq e\} = p^{-1}(\tau)$.

Let $y_0 \in F(e)$. It can be verified that the convex set $\tau \times y_0$ is a deformation retract of $F(e)$, hence $F(e)$ is acyclic. In the case when $F$ is a perfect map, the deformation

$$H : F(e) \times [0, 1] \to F(e),$$

can be explicitly given by

$$H((x, y), t) = (x, ty_0 + (1 - t)y)$$

since $F(\sigma)$ is convex with $F(\sigma) \subseteq F(\sigma)$ for all $\sigma \leq e$.

Now let $i = q$. Given $e \times e' \in (E \times E')(G(F))$, we set

$$\alpha = \psi \circ p_\#(e \times e') - id_{C_q(G(F))}(e \times e') - D_{q-1}(e \times e').$$
It is easily seen that \(|\psi \circ p_\#(e \times e')| \subset C \times A(e) \subset F(e)\) and \(|e \times e'| \subset C \times F(e) \subset F(e)\).

Lying on the two precedent inductive assumptions, we can see that \(|\alpha| \subset F(e)\).

Since \(\alpha\) is a cycle in \(F(e)\) and \(F(e)\) is acyclic, there exists \(c \in C_{q+1}(F(e))\) such that \(\partial c = \alpha\). We then set

\[D_q(e \times e') := c.\]

The conclusion is now straightforward. \(\square\)

**Corollary 4.7.** Let \(F : X \longrightarrow Y\) be a perfect (respectively an almost perfect) map and \(\varphi : C(X) \longrightarrow C(Y)\) any chain map given by Theorem 3.4. Then \(\varphi_* = F_*\).

**Proof.** The conclusion follows instantly from Theorem 4.6 and Theorem 3.3. \(\square\)

**Corollary 4.8.** Let \(f : X \longrightarrow \mathbb{R}^n\) be a single-valued continuous map, \(X \in \mathcal{R}\), and let \(F : X \longrightarrow \mathbb{R}^n\) be a perfect (respectively an almost perfect) representation of \(f\). Let \(Y \in \mathcal{R}\) be a representable set with \(f(X) \subset F(X) \subset Y\), and let \(\varphi : C(X) \longrightarrow C(Y)\) any chain map given for \(F\) by Theorem 3.4. Then \(\varphi_* = f_*\), where \(f\) is considered as a map from \(X\) to \(Y\).

**Proof.** Let \(j : G(f) \longrightarrow G(F)\) be the embedding map and let \(p : G(F) \longrightarrow X\), \(q : G(F) \longrightarrow Y\) be the previously discussed projections. We know that \(p_* : H(G(F)) \longrightarrow H(X)\) is an isomorphism but, on the other hand, \(p \circ j : G(f) \longrightarrow X\) is a homeomorphism, therefore, \((p \circ j)_* : H(G(f)) \longrightarrow H(X)\) is an isomorphism. Thus, \(j_* : H(G(f)) \longrightarrow H(G(F))\) is an isomorphism, and we get

\[f_* = \left((q \circ j) \circ (p \circ j)^{-1}\right)_* = q_* \circ j_* \circ j_*^{-1} \circ (p_*)^{-1} = F_*\]. \(\square\)

As discussed in the introduction, the aim of the above theorems is providing an explicit construction of the homomorphism \(f_*\) for a single-valued \(f\) via its multivalued representation \(F\). Thus \(F\) has a continuous selection by the definition, and the assumptions that \(F\) is a perfect or an almost perfect map are very natural. However, it follows from Vietoris-Begle Theorem that the homomorphism \(F_*\) is well defined even if \(F\) does not have any continuous selection. It is therefore of interest to provide an explicit construction of \(F_*\) for a representable map \(F\) possibly without a continuous selection. This is achieved in the following.

**Theorem 4.9.** Let \(F : X \longrightarrow \mathbb{R}^n\) be a representable map with nonempty convex values. Then, there exists a chain map \(\psi : C(X) \longrightarrow C(G(F))\) with the following properties:

a) \(|\psi(\sigma)| \subset p^{-1}(\overline{\tau})\ \forall \sigma \in \mathcal{E}(X);\)

b) \(\psi_* = (p_*)^{-1}.\)

Moreover, \(\varphi = q_\# \circ \psi : C(X) \longrightarrow C(Y)\) satisfies \(\varphi(\sigma) \subset F(\tau)\ \forall \sigma \in \mathcal{E}(X)\) and \(\varphi_* = F_*\).

**Proof.** The set \(p^{-1}(\overline{\tau})\) is acyclic. Indeed, since \(F(\sigma)\) is convex for each \(\sigma\) and \(F(\tau) \subset F(\overline{\tau})\) whenever \(\tau \leq \sigma\), the acyclic set \(\overline{\tau} \times y_0\) is a deformation retract of \(p^{-1}(\overline{\tau})\) for any \(y_0 \in F(\tau)\), with the same homotopy as defined in the proof of Theorem 4.6. Therefore we may repeat the arguments of that proof with \(\overline{\tau} \times A(\overline{\tau})\) replaced throughout by \(p^{-1}(\overline{\tau})\). \(\square\)
Remark 4.10. It is visible that the conditions of convexity could be replaced by some acyclicity conditions throughout the paper. We purposely avoided that generality since the verification that a given representable set is acyclic, is a task of a large computational complexity, whereas it is given for granted in the case of cubic grids and either perfect maps sending vertices to representable rectangles or almost perfect maps sending primitive cells to such sets. However, a reader interested in a more general setting can easily notice the following: The theorems of Section 3 hold true with the same proofs for the class of representable maps $F : X \to Y$ satisfying the following condition.

(A) For each $e \in \mathcal{E}(X)$, $F(e)$ and $F(\overline{e})$ are acyclic.

The theorems of this section hold true for representable maps satisfying

(A') For each $e \in \mathcal{E}(X)$, the subsets $p^{-1}(e)$ and $p^{-1}(\overline{e})$ are acyclic.

5. HOMOMORPHISM INDUCED IN HOMOLOGY BY A CONTINUOUS MAP

Let $X, Y \in \mathbb{R}^n$ be representable with respect to a given grid $\mathcal{E}$ and let $f : X \to Y$ be a continuous map. The goal of this paper is a construction of the homomorphism $f_* : H(X) \to H(Y)$. If $f$ admits a perfect or almost perfect representation $F$ with $F(X) \subset Y$, the answer already is provided by Corollary 4.7 and by the construction of $\varphi_* = F_*$ in Section 3. In general, that is not guaranteed and we outline the construction that does not rely on the assumption $F(X) \subset Y$.

For simplicity, consider the cubic grids $\mathcal{E}_k$ defined in Example 2.2(ii). Let $\mathcal{E} = \mathcal{E}_1$ and let $X, Y$ be representable with respect to $\mathcal{E}$. We set

$$Z = \text{st}_{\mathcal{E}_k} Y := \bigcup \{ e \in \mathcal{E}_k : \overline{e} \cap Y \neq \emptyset \}.$$ 

We have the following.

**Theorem 5.1.** If $k \geq 3$, then $Y$ is a strong deformation retract of $Z$. Consequently, the inclusion $i : Y \to Z$ induces an isomorphism in homology.

The detailed proof will be presented in [1, 13] but we shall provide here its outline which also indicates how to construct the homological inverse of $i$, i.e. a chain map $r : C(Z) \to C(Y)$ such that

$$r_* = i_*^{-1} : H(Z) \to H(Y).$$

As a matter of fact, it is the above formula which is important for the construction of $f_*$. Suppose that a cell $s \in \mathcal{E}_k(Z) \setminus \mathcal{E}_k(Y)$ is an exterior face of $Z$, i.e. $s$ is a proper face of an exact one cell $\sigma \in \mathcal{E}_k(Z)$ and, moreover, $\sigma \notin \mathcal{E}_k(Y)$. Then one may apply the exterior face collapsing described in [12] which gives the homomorphism

$$r : C(Z) \to C(Z \setminus (\sigma \cup s))$$

defined on generators by

$$r(e) = \begin{cases} 
  e & \text{if } e \neq s \text{ and } e \neq \sigma, \\
  0 & \text{if } e = \sigma, \\
  s - c \partial \sigma & \text{if } e = s,
\end{cases}$$

where $c = +1$ or $-1$ is the coefficient of $s$ in the expansion of $\partial \sigma$.

It is verified in [12] that $r$ is the homological inverse of the inclusion

$$i : C(Z \setminus (\sigma \cup s)) \subset C(Z).$$
Then $Z$ is replaced by $Z \setminus \sigma$ and the procedure is repeated by recurrence as long as there remain pairs of cells $(s, \sigma)$ with the above described property. By the assumption $k \geq 3$, it can be proved that, if there are no such pairs left, then $Z = Y$.

Let now $F : X \to \mathbb{R}^n$ be a perfect or almost perfect representation of $f$ with respect to $\mathcal{E}_k$ with values of diameter less than or equal to $\frac{1}{k}$, where $k \geq 3$. Then $F(X) \subset Z$. It remains to define

$$f_* := r_* \circ F_*$$

where $F_* : H(X) \to H(Z)$ and $r_* : H(Z) \to H(Y)$ are previously discussed.

**Remark 5.2.** If a simplicial triangulation $\mathcal{E}$ of $\mathbb{R}^n$ is considered instead of a cubical grid, Theorem 5.1 holds true with $\mathcal{E}_k$, $k \geq 3$, replaced by the second barycentric subdivision of $\mathcal{E}$.

### 6. Examples

In this section, we give two simple examples illustrating the concept of almost perfect and perfect maps. Since the continuous map $f$ whose representation is constructed already is a simplicial map, it is obvious that we cannot bring here any improvement with respect to the technique of simplicial approximations but we rather provide a double check. The true examples of applications to nonlinear maps must involve numerical computations, and the computer programs are still in progress.

**Example 6.1.** Let $X = \partial \big([0,1]^2\big)$, i.e., $X$ is the boundary of the cartesian product $[0,1] \times [0,1]$. We parametrize $X$ by $P : [0, +\infty] \to X$, $(x, y) = P(t)$, where $t$ is the arclength gained by travelling from $P(0) = (0, 0)$ to $(x, y)$ counterclockwise.

Let $f : X \to X$ be the doubling map defined by $f(P(t)) = P(2t)$, $t \in [0, 4]$. The map $f$ is a continuous single-valued mapping on $X$. We shall construct an almost perfect representation of $f$ and compute its homology.

![Figure 2. Almost perfect representation](https://www.ams.org/journal-terms-of-use)
Consider the cubic grid $\mathcal{E}_k$ of mesh $\frac{1}{k}$ ($k \in \mathbb{N}^*$) in $\mathbb{R}^2$ whose cells are given by the formula

$$e_k = \frac{1}{k}(x + Q), \quad \text{where} \ x \in \mathbb{Z}^2,$$

$$Q = I_1 \times I_2 \quad \text{and} \quad I_j = [0, 1], \{0\} \text{ or } \{1\}.$$  

Obviously, $X$ is a representable set over $\mathcal{E}_k$. It is easily seen that the choice of $\mathcal{E}_1$ as a grid will not permit the construction of an almost perfect representation of $f$ with values in $X$. However, that becomes possible for $\mathcal{E}_k$ with $k \geq 2$. Indeed, let $k = 2$. We define $F$ on the primitive cells, i.e. intervals $\Sigma_i$ indicated on Figure 2 by

$$F(\Sigma_1) = [0, 1] \times \{0\}, \quad F(\Sigma_2) = \{1\} \times [0, 1], \quad F(\Sigma_3) = [0, 1] \times \{1\},$$

$$F(\Sigma_4) = \{0\} \times [0, 1], \quad F(\Sigma_5) = [0, 1] \times \{0\}, \quad F(\Sigma_6) = \{1\} \times [0, 1],$$

and

$$F(\Sigma_7) = [0, 1] \times \{0\}, \quad F(\Sigma_8) = \{0\} \times [0, 1].$$

It follows immediately that $F$ has convex closed and nonempty values on primitive cells and $F$ is star-shaped on vertices (the vertices are the only proper faces of the primitive cells). Indeed, it is easily seen that

$$F(0, 0) = ([0, 1] \times \{0\}) \cup (\{0\} \times [0, 1]),$$

and we can do the same work for each vertex.

We now define a chain map $\varphi$ induced by $F$. First, on vertices, $\varphi(0, 0) = (0, 0)$ since $A(0, 0) = ([0, 1] \times \{0\}) \cap (\{0\} \times [0, 1]) = \{(0, 0)\}$.

By the same argument,

$$\varphi\left(\frac{1}{2}, 0\right) = (1, 0), \quad \varphi(1, 0) = (1, 1), \quad \varphi(1, \frac{1}{2}) = (0, 1), \quad \varphi(1, 1) = (0, 0),$$

$$\varphi\left(\frac{1}{2}, 1\right) = (1, 0), \quad \varphi(0, 1) = (1, 1) \quad \text{and} \quad \varphi(0, \frac{1}{2}) = (0, 1).$$

On cells of dimension 1, $\varphi$ is computed as indicated below: For example, since

$$\partial \varphi(\Sigma_1) = \varphi\left(\frac{1}{2}, 0\right) - \varphi(0, 0) = \partial (\Sigma_1 + \Sigma_2);$$

therefore $\varphi(\Sigma_1) := \Sigma_1 + \Sigma_2$, and similarly on the remaining cells. $H_1(X)$ is generated by the cycle

$$\Sigma = \Sigma_1 + \Sigma_2 + \ldots + \Sigma_8.$$

We get $\varphi_1(\Sigma) = 2\Sigma$, hence

$$H_1(f) = (\varphi_1)_* = 2 \ Id_{H_1(X)}.$$

**Example 6.2.** In this example we illustrate the concept of a perfect map by constructing a perfect representation of the identity map $f(x) = x$ on the set $X = \partial \left([0, 1]^2\right)$. Figure 3 shows the set $Z = st_{\mathcal{E}_3} X$ discussed in Section 4.

Here, the perfect representation $F$ of $f$ is given as follows:

$$F : X \rightarrow st_{\mathcal{E}_3} X.$$

On vertices,

$$F(V_0) = \Sigma_1, \ (V_1) = \Sigma_1 \cup \Sigma_2, \ F(V_2) = \Sigma_2 \cup \Sigma_3, \ F(V_3) = \Sigma_3, \ldots$$
Figure 3. Perfect representation

The vertices $V_i$ and the squares $\Sigma_i$ are indicated on Figure 3. One then can compute the values of $F$ on the cells of dimension one. For example

$$F([V_0, V_1]) = \Sigma_1 \cap (\Sigma_1 \cup \Sigma_2) = \Sigma_1.$$ 

It is easily verified that for each cell $e \in \mathcal{E}_3(X)$, we have the inclusion $e \subset \mathcal{A}(e)$. Thus the chain map $\varphi : C(X) \to C(\text{st}_{\mathcal{E}_3} X)$ defined by $\varphi(e) = e$ is a chain map induced by $F$. Then, $\varphi_* = \text{Id}_{H(X)}$.
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