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ABSTRACT. In this paper we introduce the notion of Hilbert C\(^*\)-bimodules, replacing the associativity condition of two-sided inner products in Rieffel’s imprimitivity bimodules by a Pimsner-Popa type inequality. We prove Schur’s Lemma and Frobenius reciprocity in this setting. We define minimality of Hilbert C\(^*\)-bimodules and show that tensor products of minimal bimodules are also minimal. For an A-A bimodule which is compatible with a trace on a unital C\(^*\)-algebra \(A\), its dimension (square root of Jones index) depends only on its KK-class. Finally, we show that the dimension map transforms the Kasparov products in KK\((A;A)\) to the product of positive real numbers, and determine the subring of KK\((A;A)\) generated by the Hilbert C\(^*\)-bimodules for a C\(^*\)-algebra generated by Jones projections.

INTRODUCTION

Strong Morita equivalence for C\(^*\)-algebras \(A\) and \(B\) was introduced by M. A. Rieffel [43, 44] by the existence of an imprimitivity bimodule \(X\) which is a left Hilbert \(A\)-module as well as a right Hilbert \(B\)-module with full C\(^*\)-algebra valued inner products \(\langle \cdot, \cdot \rangle_A\) and \(\langle \cdot, \cdot \rangle_B\) such that 
\[
\langle x, y \rangle_B z = x \langle y, z \rangle_B.
\]
If \(\sigma\)-unital C\(^*\)-algebras \(A\) and \(B\) are strongly Morita equivalent, then \(K_*(A)\) and \(K_*(B)\) are isomorphic by the imprimitivity bimodule, and they are stably isomorphic by a result of L. Brown, P. Green and M. A. Rieffel [2].

The purpose of this paper is to study a relation between the index theory invented by V. F. R. Jones [23] and K-theory for C\(^*\)-algebras (cf. [1]). There exists a K-theoretical obstruction even for the inclusion of simple C\(^*\)-algebras of index two. Jones introduced an index for a subfactor \(N\) of a type II\(_1\) factor \(M\) in terms of the coupling constant \(\dim_N L^2(M)\) [23], which can be identified with the elements of \(K_0(N)\). The index of a subfactor \(N \subset M\) is analyzed by the bimodule \(N M_M\). The important point to note here is that Jones index is also regarded as an element of the Kasparov group “KK(\(N, N\))” [25, 15]. We studied the inclusion of C\(^*\)-algebras, introducing the index for C\(^*\)-subalgebras in [47].

In this paper, we study the C\(^*\)-index theory from the viewpoint of bimodules. We introduce the notion of a Hilbert A-B bimodule \(AX_B\) by replacing the associativity condition \(\langle x, y \rangle_B z = x \langle y, z \rangle_B\) in Rieffel’s imprimitivity bimodule by Pimsner-Popa type inequalities [41]. We are
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forced to postulate that Hilbert $C^*$-bimodules have two-sided inner products in order to make the category of them have the notion of conjugation, which plays an important role in subfactor theory. We remark that considering two-sided inner products corresponds to the orientation of tangles [24].

A Hilbert $C^*$-bimodule $X = _AX_B$ of finite type (i.e. finite Jones index type) gives an element $[X]$ in the Kasparov group $KK(A, B)$ ([26],[27]). The conjugate Hilbert $C^*$-bimodule $\overline{X} = _B\overline{X}_A$ gives an element $[X]$ in $KK(B, A)$. We considered the canonical map $i_* : K_0(A) \to K_0(B)$ and the transfer map $T : K_0(B) \to K_0(A)$ ([47]). These two maps $i_*$ and $T$ are realized by elements of the Kasparov group corresponding to the Hilbert $C^*$-bimodules $AX_B$ and $BX_A$. In particular, $X \otimes_B \overline{X}$ gives an element in $KK(A, A)$ which induces ”a multiplication map by $[B : A]$” up to evaluating by a trace. Motivated by these considerations, for a Hilbert $A$-$A$ bimodule $Y$ we shall show that the Jones index $\text{Ind}[AY_A]$ depends only on its $KK$-class $[Y]$ in $KK(A, A)$ when $AY_A$ is compatible with a trace on $A$. Furthermore, the ‘statistical’ dimension $d(X)$ (i.e. the square root of $\text{Ind}[AX_B]$) is a character on the subring of $KK(A, A)$ generated by Hilbert $C^*$-bimodules of finite type compatible with a trace. For this purpose, we shall develop the basic theory of Hilbert $C^*$-bimodules from scratch.

The importance of the theory of bimodules in operator algebras was first recognized by A. Connes ([5]) in terms of correspondence. S. Popa ([42]) developed the theory of correspondences, which contains the study of Jones index for bimodules. Later A. Ocneanu introduced the notion of paragroup in ([37],[38]) as an invariant of subfactor which is well described in terms of bimodules of type $II_1$-factors. V. S. Sunder studied bimodules of $II_1$-factors from the viewpoint of hypergroups ([46]). S. Yamagami ([51]) developed modular theory for bimodules for general factors, including type III factors. Y. Denizeau and J.-F. Havet ([8],[9]) studied the correspondence of finite index for general von Neumann algebras, and obtained additivity and multiplicativity of dimension and Frobenius reciprocity. They used the ordinary Hilbert space arguments, which are replaced by Hilbert $C^*$-bimodule arguments in this paper. D. Evans and Y. Kawahigashi’s recent work ([14]) also is related to bimodules.

On the other hand the connection between algebraic quantum field theory, studied by S. Doplicher, R. Haag and J. E. Roberts ([10],[11]) and Jones index theory ([23]) was discovered by R. Longo ([34],[35]) concerning the (superselection) sectors. Sectors on type III factors correspond to bimodules, and have been proved very useful as in [1],[31], and [20].

A certain $C^*$-category ([17]) of endomorphisms of the $C^*$-algebra of local observables was analyzed and a new duality theory for compact groups was given by S. Doplicher and J. E. Roberts ([12]) using a kind of abstract category. Recently S. Yamagami developed the study of categorical structure behind the subfactor theory in ([49],[50]). Following these arguments, we study the categorical structure for Hilbert $C^*$-bimodules.

Several people have considered the relation with index for $C^*$-algebras. M. Izumi [21] gives an interesting construction on $C^*$-subalgebras of a Cuntz algebra with non-integer index. V. Deaconu ([7]) computes the index for certain inclusions of circle algebras constructing a path model. He also ([6]) studies branched coverings. K. Kodaka ([30]) shows that there is an endomorphism of $A_0$ with index 4. M. Khoshkam ([29]) considers the crossed product, and C. Peligrad and W. Szymanski ([40]) study saturated actions of Hopf algebras.
We note that our notion of Hilbert C*-bimodules of finite type is also suggested by the finite separable equivalence among rings due to L. Kadison \([24]\).

We shall sketch the content of each section in this paper.

Section 1 contains the definitions and fundamental facts on Hilbert C*-bimodules of finite type. For a Hilbert C*-bimodule \(X\) of finite type, we define the right index \(r\text{-Ind}[X]\), the left index \(l\text{-Ind}[X]\) and the index \(\text{Ind}[X]\). Then \(\text{Ind}[X]\) measures the failure from an imprimitivity bimodule between two C*-algebras.

In section 2, we discuss Schur's Lemma and Frobenius reciprocity.

In section 3, we define the minimality condition for Hilbert C*-bimodules of finite type. We prove that minimal bimodules are all semisimple, and that the dimension map is additive on minimal bimodules. Moreover, we prove that tensor products of minimal bimodules are also minimal.

In section 4, we discuss categorical arguments concerning Hilbert C*-bimodules of finite type. We show that the category of Hilbert C*-bimodule of finite type constitutes a C*-category in the sense of \([17]\). We show that the Frobenius reciprocity theorem holds in this setting, and the duality map (\(\epsilon\)-structure) gives the correspondence of Frobenius reciprocity.

In section 5, we define an element in \(KK(A, B)\) for a Hilbert \(A\)-\(B\) bimodule of finite type and define \(KK\)-indices in \(KK(A, A)\) and \(KK(B, B)\). We can write down the transfer map between \(K\)-groups, by the conjugate of Hilbert C*-bimodules. We prove that the dimension \(d(X)\) for Hilbert \(A\)-\(A\) bimodule of finite type which are compatible with a trace depends only on its class in \(KK(A, A)\).

Recently two interesting papers on Hilbert C*-bimodules have been written: L. G. Brown, J. A. Mingo and N. T. Shen \([3]\) and R. Exel \([15]\), but their definition of Hilbert \(A\)-\(B\) bimodule is different from ours. In fact their definition is suitable for their purpose, but too strong for studying index theory for C*-bimodules.

Finally, the authors express their thanks to S. Yamagami for a clear explanation and discussion of his recent work on categorical structure in subfactor theory. The authors would like to thank C. Phillips for pointing out some errors in an early version of the manuscript.

In this paper, we assume that all C*-algebras are unital, and in many places we assume that the centers of C*-algebras consist only of scalars. We assume C*-algebras are separable when we consider \(KK\)-groups. For a C*-algebra \(A\), we denote by \(Z(A)\) the center of \(A\). For a conditional expectation \(E\) from \(B\) to \(A\) of index finite type, we denote by \(\text{Ind}[E]\) the index of \(E\) in \(Z(B)\) \([47]\), and if \(\text{Ind}[E]\) is a scalar, we denote by \(\text{Index}[E]\) the positive scalar such that \(\text{Ind}[E] = (\text{Index}[E])I\).

1. Hilbert C*-bimodule of finite type

We first recall the definition of left Hilbert C*-module introduced by Paschke \([39]\), used by Rieffel \([43]\) to describe Morita equivalence, and studied by Kasparov \([27]\) for \(KK\) theory. Let \(B\) be a unital C*-algebra.

**Definition 1.1.** Let \(X\) be a C-vector space. \(X\) is called a left pre-Hilbert \(A\)-module if \(X\) satisfies the following conditions.

1. \(X\) is a left \(A\)-module.
2. \(X\) has an \(A\)-valued inner product \(\langle \cdot , \cdot \rangle_A\), and they satisfy the following conditions:
   - \(\langle \cdot , \cdot \rangle_A\) is left linear and right conjugate linear.
(b) For each $a \in A$, the equalities $A\langle ax, y \rangle = aA\langle x, y \rangle$ and $A\langle x, ay \rangle = A\langle x, y \rangle a^*$ hold for all $x, y \in X$.

(c) $A\langle x, x \rangle \geq 0$ for each $x \in X$, and $A\langle x, x \rangle = 0$ if and only if $x = 0$.

(d) $A\langle x, y \rangle = A\langle y, x \rangle^*$ for each $x, y \in X$.

Moreover, if $X$ satisfies the following, we call $X$ a left Hilbert $A$-module.

(3) $X$ is complete with respect to the norm $\| A\langle x, x \rangle \| = (\| A\langle x, x \rangle \|)^{1/2}$.

Similarly, we recall the definition of right Hilbert $C^*$-modules ([35]). Let $B$ be a unital $C^*$-algebra.

**Definition 1.2.** Let $X$ be a $C$-vector space. $X$ is called a right pre-Hilbert $B$-module if $X$ satisfies the following conditions.

(1) $X$ is a right $B$-module.

(2) $X$ has a $B$-valued inner product $\langle , \rangle_B$, and they satisfy the following conditions:

(a) $\langle , \rangle_B$ is left conjugate linear and right linear.

(b) For each $b \in B$ the equalities $\langle x, yb \rangle_B = \langle x, y \rangle_B b$ and $\langle xb, y \rangle_B = b^* \langle x, y \rangle_B$ hold for all $x, y \in X$.

(c) $\langle x, x \rangle_B \geq 0$ for each $x \in X$, and $\langle x, x \rangle_B = 0$ if and only if $x = 0$.

(d) $\langle x, y \rangle_B = \langle y, x \rangle_B^*$ for each $x, y \in X$.

Moreover, if $X$ satisfies the following, we call $X$ a right Hilbert $B$-module.

(3) $X$ is complete with respect to the norm $\| x \|_B = (\| \langle x, x \rangle_B \|)^{1/2}$.

We write $X_B$ when $X$ is a right Hilbert $B$-module, and $AX$ when $X$ is a left Hilbert $A$-module. Let $X_B$ and $Y_B$ be right Hilbert $B$-modules. We denote by $L_B(X_B, Y_B)$ the set of linear maps $T$ from $X$ to $Y$ which are bounded in the sense that $\| (Tx, Tx) \|_B \leq K \| \langle x, x \rangle_B \|$ for some positive constant $K$ and have adjoints $T^*$ with respect to the $B$-inner products, i.e. $\langle Tx, y \rangle_B = \langle x, T^*y \rangle_B$. We recall that if $T$ is everywhere defined and has an adjoint, then $T$ is necessarily a closed operator, and it is bounded by the closed graph theorem. We put $L_B(X_B) = L_B(X_B, X_B)$.

For $x, y \in X$, we put $\Theta_{x, y}z = \langle x, y \rangle_B z$ for each $z \in X$. We call these (right) rank one operators. We denote by $K_B(X_B)$ the set of norm closures of linear combinations of (right) rank one operators.

We use the similar notation $A_L(A_X, A_Y), A_L(A_X)$ and $A_K(A_X)$ for left Hilbert $A$-modules $X$ and $Y$. We denote by $\ast T$ the adjoint of $T \in A_L(A_X, A_Y)$ with respect to left $A$-inner products, i.e. $A(Tx, y) = A(\langle x, \ast y \rangle)$. We put $\Theta_{x, y}z = A(z, y)x$, and call these (left) rank one operators.

Let $A$ and $B$ be unital $C^*$-algebras. We define Hilbert $C^*$-bimodules as follows.

**Definition 1.3.** Let $X$ be a $C$-vector space. $X$ is called a Hilbert $A$-$B$ bimodule if $X$ satisfies the following conditions.

(1) $X$ is a left pre-Hilbert $A$-module and also right pre-Hilbert $B$-module. Moreover the $A$-action and the $B$-action commute with each other.

(2) There exist positive constants $C_1$ and $C_2$ such that

$$C_1 \| A\langle x, x \rangle \|^{1/2} \leq \| \langle x, x \rangle_B \|^{1/2} \leq C_2 \| A\langle x, x \rangle \|^{1/2}$$

for each $x \in X$.

(3) $X$ is complete with respect to the $A$-norm $\| \cdot \|$ (equivalently, the $B$-norm $\| \cdot \|_B$).
Proof. We assume $x = 0$ for all $x$ in $X$. Then

$$A(ax, ay) = aA(x, y)a^* = 0$$

Since $X$ is left full, it follows that $aAa^* = \{0\}$. Then we have $a = 0$. \hfill \square

If $A$ is unital, we may use the algebraic linear span instead of the closed linear span for the definition of fullness. We assume that all Hilbert $C^*$-bimodules are full with respect to both sides if we do not specify otherwise.

We define the equivalence of Hilbert $C^*$-bimodules.

**Definition 1.6.** Let $AX_B$ and $AY_B$ be Hilbert $C^*$-bimodules. Then $AX_B$ and $AY_B$ are called *similar* if there exists an $A$-$B$ bimodule isomorphism $T : X \to Y$ such that $T$ and $T^{-1}$ are bounded and $T$ has adjoints with respect to $A \langle \cdot, \cdot \rangle$ and $B \langle \cdot, \cdot \rangle$. We say that $AX_B$ and $AY_B$ are *unitarily equivalent*, and write $AX_B \simeq AY_B$, if there exists an $A$-$B$ bimodule isomorphism $T : X \to Y$ that is unitary with respect to both inner products $A \langle \cdot, \cdot \rangle$ and $B \langle \cdot, \cdot \rangle$.

**Example.** Let $E$ be a conditional expectation from a unital $C^*$-algebra $B$ to a unital $C^*$-subalgebra $A$ such that for some positive constant $\lambda$ we have $E(b^*b) \geq \lambda b^*b$ for every $b \in B$. We put $X = B$ and define $A$ and $B$ valued inner products as follows:

$$A\langle x, y \rangle = E(xy^*), \quad B\langle x, y \rangle = x^*y.$$ 

Then $X$ is made into a Hilbert $A$-$B$ bimodule.

**Lemma 1.7.** Let $X$ be a right Hilbert $B$-module. Then the following four statements are equivalent.

1. $L_B(X_B) = K_B(X_B)$.
2. $X_B$ is a finitely generated projective right $B$-module and $X_B$ is self dual.
3. There exist two sets $\{u_1, \ldots, u_n\} \subset X$ and $\{u'_1, \ldots, u'_n\} \subset X$ such that $x = \sum_{i=1}^n u_i(u'_i, x)_B$ for each $x \in X$.
4. There exists a set $\{u_1, \ldots, u_n\} \subset X$ such that $x = \sum_{i=1}^n u_i(u_i, x)_B$ for each $x \in X$.

**Proof.** The equivalence between (1) and (2) is given in [35]. Since the rest of the proof of this lemma seems to be known, we omit it. \hfill \square

**Lemma 1.8.** Let $X_B$ be a right Hilbert $B$-module, and let $L_B(X_B) = K_B(X_B)$. Let $p \in L_B(X_B)$ be an idempotent which is selfadjoint with respect to the $B$-inner product. Then $Y_B = p(X_B)$ also has the property $L_B(Y_B) = K_B(Y_B)$.  

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Proof. It is clear that $Y_B$ is a right Hilbert $B$-module. Let $\{u_1, \ldots, u_n\}$ be a subset in $X$ as in Lemma 1.7. Then

$$px = \sum_{i=1}^{n} u_i \langle u_i, px \rangle_B.$$  

Multiplying by $p$ from the left, we get

$$px = \sum_{i=1}^{n} p u_i \langle u_i, px \rangle_B = \sum_{i=1}^{n} p u_i \langle u_i, px \rangle_B.$$  

We may take $\{pu_1, \ldots, pu_n\}$ as a subset of $pX$.  

Let $\mathcal{A}X_B$ be a Hilbert $C^*$-bimodule. We call a family $\{u_1, \ldots, u_n\} \subset X$ a right $B$-basis if $x = \sum_{i=1}^{n} u_i \langle u_i, x \rangle_B$ for every $x \in X$. Similarly, we call a family $\{v_1, \ldots, v_m\} \subset X$ a left $A$-basis if $x = \sum_{j=1}^{m} A \langle x, v_j \rangle v_j$ for every $x \in X$.

**Definition 1.9.** Let $X = X_B$ be a right Hilbert $B$-module. $X$ is said to be of finite type if $L_B(X_B) = K_B(X_B)$. Similarly, a left Hilbert $A$-module $X = \mathcal{A}X$ is said to be of finite type if $A_L(X) = A_K(X)$. Let $X = \mathcal{A}X_B$ be a Hilbert $C^*$-bimodule. Then $X$ is said to be of finite type if $X$ is of finite type in the sense of left and right Hilbert $C^*$-modules.

**Lemma 1.10.** Let $\mathcal{A}X_B$ and $\mathcal{A}Y_B$ be Hilbert $C^*$-bimodules of finite type. Then any right $B$-module map $T : X_B \rightarrow Y_B$ is automatically a finite rank operator, and therefore $T$ is bounded with respect to $\| \cdot \|_B$ and $T$ has an adjoint $T^*$ with respect to $\langle \cdot, \cdot \rangle_B$. Similar properties hold for a left $A$-module map $S : \mathcal{A}X \rightarrow \mathcal{A}Y$.

**Proof.** In fact, if $\{u_1, \ldots, u_n\}$ is a right $B$-basis, then, for $x \in X$,

$$T(x) = T \left( \sum_{i=1}^{n} u_i \langle u_i, x \rangle_B \right) = \sum_{i=1}^{n} T(u_i) \langle u_i, x \rangle_B,$$  

and $T^*$ is given by

$$T^*(y) = \sum_{i=1}^{n} u_i \langle T(u_i), y \rangle_B.$$

By the above lemma, if $X$ and $Y$ are of finite type, then $\mathcal{A} \text{Hom}_B(\mathcal{A}X_B, \mathcal{A}Y_B)$ coincides with $L_B(X_B, Y_B) \cap \mathcal{A}L(A X, A Y)$. In the following we usually assume that Hilbert $C^*$-bimodules are of finite type, and do not worry about the differences any more. In particular, we put $\mathcal{A} \text{End}_B(\mathcal{A}X_B) = \mathcal{A} \text{Hom}_B(\mathcal{A}X_B, \mathcal{A}X_B)$. Then

$$\mathcal{A} \text{End}_B(\mathcal{A}X_B) = K_B(X_B) \cap \mathcal{A}K(A X) = L_B(X_B) \cap \pi(A)' \cap \mathcal{A}L(A X).$$

This algebra corresponds to the relative commutant algebra in a von Neumann algebra setting. We should note that two adjoints with respect to two inner products for $\mathcal{A} \text{End}_B(\mathcal{A}X_B)$ do not coincide in general. But in many typical examples, to be given later, they do coincide, and $\mathcal{A} \text{End}_B(\mathcal{A}X_B)$ turns out to be considered as a $C^*$-algebra.

**Example.** Let $E$ be a conditional expectation from $B$ to $A$ of index finite type \cite{CK}. Then $X = \mathcal{A}B_B$ given in the example after Definition 1.6 is a Hilbert $C^*$-bimodule of finite type.
We describe an example of a Hilbert $C^*$-bimodule which does not come from the inclusion relation directly.

**Example.** Let $A$ and $B$ be two $C^*$-subalgebras of a $C^*$-algebra $C$, let $E$ be a conditional expectation from $C$ to $A$, and let $F$ be a conditional expectation from $C$ to $B$ ($F$ and $E$ are of index finite type). We make $C$ into an $A$-$B$ bimodule in a canonical way, and we give two inner products in the following way:

$$A \langle x, y \rangle = E(xy^*) \quad (x, y)_B = F(x^*y)$$

Then $A_C B$ is a Hilbert $C^*$-bimodule of finite type.

With respect to the topology in a Hilbert $C^*$-bimodule, the following lemma seems to be useful.

**Lemma 1.11.** Let $B$ be a $C^*$-algebra, and let $X = X_B$ be a right pre-Hilbert $B$-module. If there exists a set $\{u_1, \ldots, u_n\} \subset X$ such that

$$\forall x \in X \quad x = \sum_{i=1}^n u_i \langle u_i, x \rangle_B,$$

then $X$ is complete with respect to the norm $\|x\|_B = \|(x, x)_B\|^{1/2}$. Moreover, there exist an integer $n$ and an orthogonal projection $p$ in $B \otimes M_n(C)$ such that $X_B$ is isomorphic to $(pB^n)_B$, where the orthogonal projection $p$ is given by $(\langle u_i, u_j \rangle_B)_{i,j}$.

**Proof.** We shall only sketch the proof. For $x \in X$ we define a map $\alpha$ from $x$ to $B^n$ as follows:

$$\alpha(x) = (\langle u_i, x \rangle_B)_{i=1, \ldots, n} \in B^n.$$  

$B^n$ itself is a right Hilbert $B$-module with the $B$-inner product $\langle \xi, \eta \rangle_B = \sum_{i=1}^n \xi_i^* \eta_i$. Then $\alpha$ is a right $B$-module homomorphism, and conserves $B$-inner products and injectives.

We define $p \in B \otimes M_n$ by $p = (p_{i,j})_{i,j} = (\langle u_i, u_j \rangle_B)_{i,j}$. Then $p$ is a self adjoint projection by the basis property of $\{u_i\}_{i=1, \ldots, n}$. Then, $pB^n \subset B^n$ is a right Hilbert $B$-submodule of $B^n$ and, in particular, $pB^n$ is complete.

Moreover we may show that $\alpha$ is an injective isomorphism from $X$ to $pB^n$. □

**Remark.** If we define $\beta$ from $pB^n$ to $X$ by

$$\beta(z) = \sum_{i=1}^n u_i z_i,$$

then $\beta = \alpha^{-1}$.

**Example.** Let $G = \mathbf{R}$, $K = \mathbf{Z}$ and $H = 2\pi \mathbf{Z}$. Let $\bar{K}$ be a subgroup of $K$ and $\bar{H}$ be a subgroup of $H$ with finite indices. Put $A = C(G/K) \rtimes \bar{H}$ and $B = C(G/H) \rtimes \bar{K}$. Then some completion $X$ of $C_c(G)$ of continuous functions of compact support is made into a Hilbert $C^*$-bimodule of finite type as follows.

For $\tilde{h} \in \bar{H}$, $\varphi \in C(G/K)$ and $x \in C_c(G)$, we put $(\tilde{h} \cdot x)(g) = x(-\tilde{h} + g)$, and $(\varphi \cdot x)(g) = \varphi(\hat{g}) x(g)$, where $\hat{g}$ means the image of $g$ in $G/K$. For $\hat{h} \in \bar{K}$, $\psi \in C(G/H)$ and $x \in C_c(G)$, we put $(x \cdot \hat{h})(g) = x(g + \hat{h})$ and $(x \cdot \psi)(g) = \hat{\psi}(\hat{g}) x(g)$, where $\hat{\psi}$ means the image of $g$ in $G/H$. We define a left $A$-action and a right $B$-action by the integrated form of the above covariant actions.
Inner products are as follows:

\[ A\langle x, y\rangle(h, g) = \sum_{k \in K} x(g + k)y(h - k - g), \]

\[ \langle x, y\rangle_B(h, g) = \sum_{h \in H} x(-g + h)y(-h + g + k). \]

The next proposition is very useful.

**Proposition 1.12.** Let \( X \) be a \( \mathbb{C} \)-vector space with a map \( A\langle \cdot, \cdot \rangle \) from \( X \times X \) to \( A \) and a map \( \langle \cdot, \cdot \rangle_B \) from \( X \times X \) to \( B \), and left \( A \)-action and right \( B \)-action which commute each other. We assume the following (a)-(d).

(a) \( A(x + x', y) = A(x, y) + A(x', y) \) and \( A(x, y)^* = A(y, x) \) for \( x, x' \) and \( y \in X \).

(b) \( \langle x, y + y' \rangle_B = \langle x, y \rangle_B + \langle x, y' \rangle_B \) and \( \langle x, y \rangle_B = \langle y, x \rangle_B \) for \( x, y \) and \( y' \in X \).

(c) \( A(ax, y) = aA(x, y) \) for \( a \in A \) and \( x, y \in X \).

(d) \( \langle x, y \rangle_B = \langle x, y \rangle \) for \( b \in B \) and \( x, y \in X \).

If \( X \) has a family \( \{u_i\}_{i=1}^n \) such that \( x = \sum_{i=1}^n u_i \langle u_i, x \rangle_B \) for every \( x \in X \), then the following hold.

(1) \( \langle x, x \rangle_B \geq 0 \), and \( \langle x, x \rangle_B = 0 \) if and only if \( x = 0 \).

(2) \( X \) is complete with respect to the norm \( \| \cdot \|_B = \| \langle \cdot, \cdot \rangle_B \|^{1/2} \).

(3) \( \langle ax, x \rangle_B \leq \|a\|^2 \langle x, x \rangle_B \) for \( a \in A \) and \( x \in X \).

If \( X \) has a family \( \{v_j\}_{j=1}^m \) such that \( x = \sum_{j=1}^m A\langle x, v_j \rangle v_j \) for every \( x \in X \), then statements similar to (1), (2) and (3) hold for \( A\langle \cdot, \cdot \rangle \).

**Proof.** Let \( x \in X \). Then we have

\[ \langle x, x \rangle_B = \sum_{i=1}^n u_i \langle u_i, x \rangle_B = \sum_{i=1}^n \langle u_i, x \rangle_B \langle u_i, x \rangle_B. \]

This shows that \( \langle x, x \rangle_B \geq 0 \), and \( \langle x, x \rangle_B = 0 \) if and only if \( x = 0 \). By the positivity of \( \langle \cdot, \cdot \rangle_B \) the left representation of \( A \) on \( X \) is contractive. By Lemma 1.11, \( X \) is complete.

This proposition shows that analytic properties follow from purely algebraic properties.

We define several concepts of indices for Hilbert \( C^* \)-bimodules. Let \( A X_B \) be a Hilbert \( C^* \)-bimodule of finite type. We take a right \( B \)-basis \( \{u_1, \ldots, u_n\} \) in \( X \) and a left \( A \)-basis \( \{v_1, \ldots, v_m\} \).

**Proposition 1.13.** The element \( \sum_{i=1}^n A\langle u_i, u_i \rangle \) is independent of the choice of the right \( B \)-basis \( \{u_i\} \), and \( \sum_{j=1}^m \langle v_j, v_j \rangle_B \) is independent of the choice of the left \( A \)-basis \( \{v_j\}_j \). Moreover, \( \sum_{i=1}^n A\langle u_i, u_i \rangle \) is contained in \( Z(A) \) and \( \sum_{j=1}^m \langle v_j, v_j \rangle_B \) is contained in \( Z(B) \).

**Proof.** We take another right \( B \)-basis \( \{u'_1, \ldots, u'_p\} \). Then

\[ \sum_{i=1}^n A\langle u_i, u_i \rangle = \sum_{i=1}^n A\langle \sum_{k=1}^p u'_k \langle u'_k, u_i \rangle_B, u_i \rangle \]

\[ = \sum_{i,k} A\langle u'_k, u_i \langle u_i, u'_k \rangle_B \rangle = \sum_{k=1}^p A\langle u'_k, u'_k \rangle \]

The other statement is similar.
Lemma 1.15. Let $A X_B$ be a Hilbert $C^*$-bimodule of finite type. For positive constants $C_1$ and $C_2$ we define $A \langle \cdot, \cdot \rangle'$ and $\langle \cdot, \cdot \rangle_B'$ by

$$A \langle x, y \rangle' = C_1 A \langle x, y \rangle, \quad \langle x, y \rangle_B' = C_2 \langle x, y \rangle_B,$$

where $x, y \in X$. Let $X'$ be $X$ with these new inner products. Then

$$r\text{-Ind}[X'] = \frac{C_1}{C_2} (r\text{-Ind}[X]),$$

$$l\text{-Ind}[X'] = \frac{C_2}{C_1} (l\text{-Ind}[X]),$$

$$\text{Ind}[X'] = \text{Ind}[X].$$

Proof. This is clear from the definition. We note that left and right basis changes follow the change of inner products. $\square$

Definition 1.16. We assume that $Z(A) = C \cdot I$, $Z(B) = C \cdot I$. Let $X = A X_B$ be a Hilbert $A$-$B$ bimodule of finite type. Then $X$ is called normalized if $r\text{-Ind}(X) = l\text{-Ind}(X)$.

If $X$ is normalized, $\text{Ind}[X] = (r\text{-Ind}[X])^2 = (l\text{-Ind}[X])^2$. We can always renormalize bimodules by Lemma 1.15.

Let $X = A X_B$ be a Hilbert $C^*$-bimodule of finite type. Put $Y = X \otimes C^n$. We may make $Y$ into an $A$-$B \otimes M_n(C)$ bimodule in a canonical way. We define a left $A$-inner product and a right $B \otimes M_n(C)$-inner product as follows. For $\tilde{x} = (x_1, \ldots, x_n), \tilde{y} = (y_1, \ldots, y_n) \in Y$,

$$A \langle \tilde{x}, \tilde{y} \rangle = \sum_{i=1}^n A \langle x_i, y_i \rangle, \quad A \langle \tilde{x}, \tilde{y} \rangle_{B \otimes M_n(C)} = \langle \langle x_i, y_j \rangle_B \rangle_{i,j}.$$

Then we need the following lemma.

Lemma 1.17. The above $Y$ is a Hilbert $A$-$B \otimes M_n(C)$ bimodule of finite type. Moreover, if $X$ has a right $B$-basis consisting of $n$ elements, then $B \otimes M_n(C)$ has a right $B$-basis consisting of only one element.

Proof. Let $\{u_i\}$ be a right $B$-basis in $X$. We take a canonical basis $\{e_p\}_p$ in $C^n$. Then $\{u_i \otimes e_p\}_{i,p}$ is a right $B \otimes M_n(C)$-basis in $X \otimes C^n$. Similarly, $\{v_j \otimes e_i\}_{j,p}$ is a left $A$-basis in $X \otimes C^n$ for a left $A$-basis $\{v_j\}_j$ in $X$. The analytic properties follow by Proposition 1.12.
Now we assume that $X$ has a right $B$-basis $\{u_1, \ldots, u_n\}$. For, $\tilde{u} = (u_1, u_2, \ldots, u_n)$ and $\tilde{x} = (x_1, x_2, \ldots, x_n)$, we have
\[
\langle \tilde{u}, \tilde{x} \rangle_{B \otimes M_n(C)} = \begin{bmatrix}
\langle u_1, x_1 \rangle_B & \langle u_1, x_2 \rangle_B & \cdots & \langle u_1, x_n \rangle_B \\
\langle u_2, x_1 \rangle_B & \langle u_2, x_2 \rangle_B & \cdots & \langle u_2, x_n \rangle_B \\
\vdots & \vdots & \ddots & \vdots \\
\langle u_n, x_1 \rangle_B & \langle u_n, x_2 \rangle_B & \cdots & \langle u_n, x_n \rangle_B
\end{bmatrix}.
\]

We have
\[
\tilde{u} \langle \tilde{u}, \tilde{x} \rangle_{B \otimes M_n(C)} = \left( \sum_i u_i \langle u_i, x_1 \rangle_B, \sum_i u_i \langle u_i, x_2 \rangle_B, \ldots, \sum_i u_i \langle u_i, x_n \rangle_B \right)
= (x_1, x_2, \ldots, x_n) = \tilde{x}.
\]

Condition (2) in the definition of Hilbert $C^*$-bimodule is automatically satisfied if it is of finite type. The next proposition is an analogue of the Pimsnor-Popa inequality.

**Proposition 1.18.** Let $A$ and $B$ be two $C^*$-algebras, let $X$ be a left Hilbert $A$-module and a right Hilbert $B$-module, and let $\pi$ be a $^*$-representation of $A$ in $L_B(X_B)$ and $\rho$ be a $^*$-representation of $B$ in $A L(A X)$. We assume that $X$ has a right $B$-basis $\{u_1, \ldots, u_n\}$. Then the following inequality holds:
\[
\|A \langle x, x \rangle\| \leq \sum_{i=1}^n A \langle u_i, u_i \rangle \|\langle x, x \rangle_B\|.
\]

Assume that $X$ has a left $A$-basis $\{v_1, \ldots, v_m\}$. Then
\[
\|\langle x, x \rangle_B\| \leq \sum_{j=1}^m \|v_j, v_j\|_B \|A \langle x, x \rangle\|.
\]

In particular, if $X$ has a left $A$-basis and a right $B$ basis, then all two-sided norms in $X$ are equivalent.

**Proof.** First we prove this theorem in the case that the basis consists of only one element. i.e. $x = u \langle u, x \rangle_B$. Then
\[
\langle x, x \rangle_B = \langle x, u \langle u, x \rangle_B \rangle_B = \langle u, x \rangle_B^* \langle u, x \rangle_B.
\]

We have $\|\langle x, x \rangle_B\| = \|\langle x, x \rangle_B\|^2$. On the other hand,
\[
A \langle x, x \rangle = A \langle u \langle u, x \rangle_B, u \langle u, x \rangle_B \rangle \leq A \langle u, u \rangle \|\langle u, x \rangle_B\|^2.
\]

Using these, we have
\[
\|A \langle x, x \rangle\| \leq \|A \langle u, u \rangle\| \cdot \|\langle x, x \rangle_B\|.
\]

We proceed to the general case. Let $Y = X \oplus X \oplus \cdots \oplus X = X \otimes C^n$. Then $Y$ has been made into an $A$-$B \otimes M_n(C)$ bimodule. We put $\tilde{u} = (u_1, u_2, \ldots, u_n)$, and $\tilde{x} = (x_1, x_2, \ldots, x_n)$. By Lemma 1.17, we have $\tilde{x} = \tilde{u} \langle \tilde{u}, \tilde{x} \rangle_{B \otimes M_n(C)}$. We apply the first part of the proof:
\[
\|A \langle \tilde{x}, \tilde{x} \rangle\| \leq \|A \langle \tilde{u}, \tilde{u} \rangle\| \cdot \|\langle \tilde{x}, \tilde{x} \rangle_{B \otimes M_n(C)}\|.
\]

We put $\tilde{x} = (x, 0, \ldots, 0)$. We have
\[
\|A \langle x, x \rangle\| \leq \sum_i A \langle u_i, u_i \rangle \|\langle x, x \rangle_B\|.
\]
In the similar way, we have
\[ \|\langle x, x \rangle_B\| \leq \| \sum_j (v_j, v_j)_B \| \cdot \| A\langle x, x \rangle \|. \]

\( \square \)

**Corollary 1.19** \((43)\). Let \( A \) and \( B \) be unital \( C^* \)-algebras, and let \( X \) be an imprimitivity bimodule between \( A \) and \( B \). Then two-sided norms of \( X \) are equal.

**Proof.** Let \( \{u_i\} \) be a right \( B \)-basis in \( X \). Then
\[ x = \sum_i u_i \langle u_i, x \rangle_B = \sum_i A\langle u_i, u_i \rangle x. \]

This shows that \( r{\text{-Ind}}[X] = I \). Similarly, \( l{\text{-Ind}}[X] = I \). By Proposition 1.18 the conclusion holds.

**Remark.** Imprimitivity is characterized by the property \( r{\text{-Ind}}[X] = I \) and \( l{\text{-Ind}}[X] = I \) in Corollary 1.28, and the condition \( \| A\langle x, x \rangle \| = \| \langle x, x \rangle_B \| \) for each \( x \in X \) is not sufficient for imprimitivity, as the following example shows.

**Example.** Let \( A = B = C \) and \( X = C^n \). We define \( A-B \) action naturally and put \( A\langle \tilde{x}, \tilde{y} \rangle = \sum_{i=1}^n x_i y_i \) and \( \langle \tilde{x}, \tilde{y} \rangle_B = \sum_{i=1}^n x_i^* y_i \) for \( \tilde{x}, \tilde{y} \in X \). Then \( \| A\langle \tilde{x}, \tilde{x} \rangle \| = \| \langle \tilde{x}, \tilde{x} \rangle_B \| \) but \( X \) is not an imprimitivity \( A-B \) bimodule.

**Remark.** By the above example, the constants in Proposition 1.18 are not best possible, in contrast to the original Pimsner-Popa inequality.

Let \( X, Y \) be two Hilbert \( A-B \) bimodules. Then \( X \otimes Y \) is also a Hilbert \( A-B \) bimodule in a canonical way. If \( X \) and \( Y \) are of finite type, \( X \otimes Y \) is also of finite type.

Let \( X \) be a Hilbert \( A-B \) bimodule and \( p \) be an idempotent in \( \text{End}(AX_B) \) which is self adjoint with respect to both inner products. Then \( X \) is decomposed into the direct sum of \( Xp \) and \( X(1-p) \) as a Hilbert \( A-B \) bimodule. If \( p \) is self adjoint only with respect to the \( B \)-inner product, we can decompose \( X \) only as an \( A-B \) bimodule and a right Hilbert \( B \)-module.

Let \( A, B \) and \( C \) be unital \( C^* \)-algebras, \( X \) a Hilbert \( A-B \) bimodule, and \( Y \) a Hilbert \( B-C \) bimodule. We denote by \( X \otimes Y \) the algebraic tensor product of \( X \) and \( Y \) and \( x \otimes y \) the tensor product of \( x \in X \) and \( y \in Y \).

**Definition 1.20.** (1) We define a left \( A \)-right \( C \)-bimodule structure in \( X \otimes Y \) as follows:
\[ \forall a \in A, \forall c \in C \quad a (x \otimes y) = ax \otimes y, \quad (x \otimes y)c = x \otimes yc \quad \forall x \in X, y \in Y. \]

(2) We define an \( A \)-inner product and a \( C \)-inner product on \( X \otimes Y \) by
\[
A\langle x_1 \otimes y_1, x_2 \otimes y_2 \rangle = A\langle x_1B(y_1, y_2), x_2 \rangle, \\
\langle x_1 \otimes y_1, x_2 \otimes y_2 \rangle_C = \langle y_1, \langle x_1, x_2 \rangle_BY_2 \rangle_C,
\]
for all \( x_1, x_2 \in X \) and all \( y_1, y_2 \in Y \).

**Lemma 1.21.** (1) For \( z, z' \in X \otimes Y, a \in A \) and \( b \in B \) we have \( A\langle az, z' \rangle = a_A\langle z, z' \rangle \) and \( \langle z, z' \rangle_B = \langle z, z' \rangle_{BB}. \)

(2) For \( z, z' \in X \otimes Y \) we have \( A\langle z, z' \rangle^* = A\langle z', z \rangle \) and \( \langle z, z' \rangle_B = \langle z', z \rangle_B. \)

(3) For \( z, z' \in X \otimes Y, a \in A \) and \( b \in B \) we have \( \langle az, z' \rangle_B = \langle a, a^*z' \rangle_A \) and \( A\langle zb, z' \rangle = A\langle z, zz' \rangle. \)
(4) For \( x, x' \in X, y, y' \in Y \) and \( b \in B \) we have

\[ A(xb \odot y - x \odot by, x' \odot y') = 0, \quad \langle xb \odot y - x \odot by, x' \odot y' \rangle_C = 0. \]

Proof. (1), (2) and (3) follow from the corresponding properties of \( A \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle_B \).

(4) follows from the definition of inner products and the algebraic properties of \( A \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle_B \).

Let \( J \) be the linear span of \( \{ xb \odot y - x \odot by : x, y \in X, b \in B \} \). Then \( J \) is an \( A-B \) invariant subspace of \( X \). By the previous lemma, two inner products are determined modulo \( J \). We let \( X_B Y \) be the quotient of \( X \odot B Y \) by \( J \), and we write \( x \otimes y \) for the quotient image of \( x \odot y \) under \( J \).

Lemma 1.22. If \( AX_B Y \) and \( BY_C \) are of finite type, then \( A(X \otimes_B Y) \) has a left \( A \)-basis and a right \( C \)-basis.

Proof. Let \( \{ u_1, \ldots, u_n \} \) be a right \( B \)-basis in \( X \) and \( \{ v_1, \ldots, v_m \} \) a right \( C \)-basis in \( X \). Then

\[ x = \sum_{i=1}^{n} u_i \langle u_i, x \rangle_B, \quad y = \sum_{j=1}^{m} v_j \langle v_j, y \rangle_C. \]

The following calculation shows that the set \( \{ u_i \otimes v_j : i = 1, \ldots, n, j = 1, \ldots, m \} \) forms a basis in \( X \otimes_B Y \):

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} (u_i \otimes v_j)(u_i \otimes v_j, x \otimes y)C = \sum_{i=1}^{n} \sum_{j=1}^{m} (u_i \otimes v_j) \langle v_j, \langle u_i, x \rangle_B y \rangle_C \\
= \sum_{i=1}^{n} u_i \otimes \left( \sum_{j=1}^{m} v_j \langle v_j, \langle u_i, x \rangle_B y \rangle_C \right) \\
= \sum_{i=1}^{n} u_i \otimes \langle u_i, x \rangle_B y \\
= \sum_{i=1}^{n} u_i \langle u_i, x \rangle_B \otimes y = x \otimes y.
\]

Similarly, we have a left \( A \)-basis.

By these arguments, the following proposition follows.

Proposition 1.23. \( A(X \otimes_B Y)_C \) is a Hilbert \( C^* \)-bimodule of finite type without completion.

Proof. We may conclude this by Proposition 1.12.

Lemma 1.24. Let \( X_1, X_2 \) be Hilbert \( A-B \) bimodules of finite type, and \( Y \) a Hilbert \( B-C \) bimodule of finite type. Then

\[ (X_1 \otimes X_2) \otimes_B Y \cong (X_1 \otimes_B Y) \oplus (X_2 \otimes_B Y). \]

This isomorphism holds in the sense of Hilbert \( A-C \) bimodules.

In particular, the projection giving the direct sum decomposition of the right hand side is self adjoint with respect to the \( A \)-inner product and the \( C \)-inner product.

Proof. This is clear.
Lemma 1.25. Let $X = A X_B$ a full Hilbert $A$-$B$ bimodule of finite type and $Y = B Y_C$ a full Hilbert $B$-$C$ bimodule of finite type. We put

$$P = L_B (X_B) \otimes I_Y, \quad Q = I_X \otimes_B L(BY).$$

Then $X \otimes_B Y$ is a Hilbert $P$-$Q$ bimodule, and we have

$$L_Q ((X \otimes_B Y)_Q) = P, \quad l_P = l_P(X \otimes_B Y) = Q.$$

Proof. By definition, $L_B(X) X_B$ and $B Y_B L(Y)$ are imprimitivity bimodules. We see that $l_P(X \otimes_B Y)_Q$ is also an imprimitivity bimodule by checking the associativity condition for the inner products.

We must show that a Hilbert $C^*$-bimodule of finite type can be decomposed into finitely many irreducible components.

Lemma 1.26. Let $A X_B$ be a Hilbert $C^*$-bimodule of finite type which is full. Then, there exists a conditional expectation $E$ from $L_B(X_B)$ to $A$ such that $E$ is of index finite type. Moreover, if $r \text{-Ind}[X]$ or $l \text{-Ind}[X]$ is a scalar, then $\text{Ind}[E] = \text{Ind}[A X_B]$ and

$$E(\Theta_{x_1, x_2}) = (r \text{-Ind}[X])^{-1} A \langle x_1, x_2 \rangle.$$

Proof. We take a right $B$-basis $\{ u_i \}_{i=1, \ldots, n}$ in $X$. For $T \in L_B(X_B)$, we put $F(T) = \sum_{i=1}^n A \langle Tu_i, u_i \rangle$. Then we can show that the right hand side is independent of the choice of left $A$-basis $\{ u_i \}_{i=1}$.

Moreover, the following condition holds. For $T = \Theta_{x, y}$, we have $F(T) = A \langle x, y \rangle$, and hence $F(aT a^*) = aF(T)a^*$. Then, $F$ is a bounded operator valued weight from $L_B(X_B)$ to $A$.

We show that $F(I)$ is positive and invertible and is contained in $Z(A)$. Since the linear span of an $A$-inner product is surjective, there exist elements $x_1, \ldots, x_n, y_1, \ldots, y_n \in X_B$ such that $\sum_{i=1}^n A \langle x_i, y_i \rangle = I$. As in the proof of Lemma 2.1.6 in [47], we may assume that $x_i = y_i$ for $i = 1, \ldots, n$. Since $\sum_{i=1}^n \Theta_{x_i, x_i}$ is selfadjoint and positive, there exists a positive constant $C$ such that $C \cdot I \geq \sum_{i=1}^n \Theta_{x_i, x_i}$. Since $I = \sum_{i=1}^n \Theta_{u_i, u_i}$,

$$F(C \cdot I) \geq \sum_{i=1}^n F(\Theta_{x_i, x_i}) = \sum_{i=1}^n A \langle x_i, x_i \rangle.$$

This shows that

$$\sum_{i=1}^n A \langle u_i, u_i \rangle \geq \frac{1}{C} \sum_{i=1}^n A \langle x_i, x_i \rangle = \frac{1}{C} I$$

and that the left hand side is invertible.

We put

$$E(T) = F(I)^{-1/2} F(T) F(I)^{-1/2}.$$
Let \( \{ u_i \}_{i=1}^{m} \) be a right \( B \)-basis and \( \{ v_j \}_{j=1}^{n} \) a left \( A \)-basis. We show that \( \{ \Theta_{u_i, v_j} \}_{i=1, \cdots, m; j=1, \cdots, n} \) forms a quasi basis for \( F \) in \( \mathbf{L}_B(X_B) \):

\[
\sum_{i=1}^{m} \sum_{j=1}^{n} \Theta_{u_i, v_j} F(\Theta_{u_i, v_j} \Theta_{p, q}) = \sum_{i=1}^{m} \sum_{j=1}^{n} \Theta_{u_i, v_j} A(v_j (u_i, p) B, q) = \sum_{i=1}^{m} \sum_{j=1}^{n} \Theta_{u_i, A(q v_j (u_i, p) B) v_j} = \sum_{i=1}^{m} \sum_{j=1}^{n} \Theta_{u_i, A(q (p, u_i) B, v_j) v_j} = \sum_{i=1}^{m} \Theta_{u_i, (p, u_i) B q} = \Theta_{p, q}.
\]

We put \( U_{i,j} = \Theta_{u_i, v_j} F(I)^{1/2} \). Then, since \( F(I) \in Z(A) \),

\[
\sum_{i=1, j=1}^{m, n} U_{i,j} E(U_{i,j}^* T) = \sum_{i=1, j=1}^{m, n} \Theta_{u_i, v_j} F(I)^{1/2} F(I)^{-1/2} F(I)^{1/2} F(I)^{1/2} \Theta_{v_j, u_i} T F(I)^{-1/2} = \sum_{i=1, j=1}^{m, n} \Theta_{u_i, v_j} F(\Theta_{v_j, u_i} T) = T.
\]

The family \( \{ U_{i,j} \}_{i=1, \cdots, m; j=1, \cdots, n} \) constitutes a quasi basis for the conditional expectation \( E \), and this shows that \( E \) is of finite index type.

We assume that \( r\text{-Ind}[X] \) is a scalar. Then \( F(I) = r\text{-Ind}[X] \) is also a scalar. Then

\[
\text{Ind}[AX_B] = (r\text{-Ind}[X])(\sum_{i} \Theta_{u_i, u_i})(l\text{-Ind}[X])
\]

\[
= \sum_{p} A(u_p, u_p) \Theta_{u_i, (v_j, v_j) B, u_i} = F(I) \sum_{i, j} \Theta_{u_i, (v_j, v_j) B, u_i} = \sum_{i, j} \Theta_{u_i, v_j} F(I)^{1/2} F(I)^{1/2} \Theta_{v_j, u_i} = \text{Ind}[E].
\]

**Theorem 1.27.** Let \( X = AX_B \) be a Hilbert \( C^* \)-bimodule of finite type. If the center of either \( A \) or \( B \) is scalar, \( A\text{End}_B(AX_B) \) is of finite dimension.

**Proof.** We assume that the center of \( A \) is scalar. The non-\( * \)-algebra \( A\text{End}_B(AX_B) \) is identical to \( A' \cap \mathbf{L}_B(X_B) \). By Lemma 1.26, there exists a conditional expectation \( E \) from \( \mathbf{L}_B(X_B) \) to \( A \) which is of index finite type. By Lemma 2.7.3 of [17], the dimension of \( A' \cap \mathbf{L}_B(X_B) \) is finite.

We may also show the characterization of imprimitivity bimodules for unital \( C^* \)-algebras using Proposition 1.26.
Corollary 1.28. Let $X = A \times B$ be a Hilbert $C^*$-bimodule of finite type. Then $X$ is an imprimitivity bimodule if and only if $r$-$\text{Ind}[X] = I$ and $l$-$\text{Ind}[Y] = I$.

Proof. Suppose that $A \times B$ is an imprimitivity bimodule. Let $\{u_i\}_{i=1}^n$ be a right $B$-basis in $X$. Then for every $x \in X$,

$$x = \sum_{i=1}^n u_i \langle u_i, x \rangle_B = \sum_{i=1}^n A \langle u_i, u_i \rangle x.$$ 

Then we have $r$-$\text{Ind}[X] = \sum_{i=1}^n A \langle u_i, u_i \rangle = I$. Similarly, we have $l$-$\text{Ind}[X] = I$.

Conversely, we assume that $r$-$\text{Ind}[X] = I$ and $l$-$\text{Ind}[X] = I$. Then by Lemma 1.26 the inclusion $A \subset L_B(X_B)$ of $C^*$-algebras has index $I$ for the canonical conditional expectation. Then $A = L_B(X_B)$. We must show that the associativity condition of inner products holds. $X$ has two left $A$-inner products, the original one and the other $A \langle \cdot, \cdot \rangle$ given by the relation $A = L_B(X_B)$. Then by Proposition 2.3 in chapter 2, there exists a $T \in \text{End}_B(X) = Z(A)$ such that $A \langle x, y \rangle = A(Tx, y)$. By the definition $\sum_{i=1}^n A \langle u_i, u_i \rangle = I$, and by the assumption $\sum_{i=1}^n A \langle u_i, u_i \rangle = I$,

$$I = \sum_{i=1}^n \langle u_i, u_i \rangle = \sum_{i=1}^n A(Tu_i, u_i) = T \sum_{i=1}^n A \langle u_i, u_i \rangle = T.$$ 

This shows that $T = I$, and $A \times B$ is an imprimitivity bimodule between $A$ and $B$. 

We define the conjugate of bimodules. Let $\overline{X}$ be $X$ itself when it is considered as a set. We write $\overline{x}$ when $x$ is considered in $\overline{X}$. $\overline{X}$ is made into a Hilbert $B$-$A$ bimodule as follows:

1. $\overline{x + y} = \overline{x} + \overline{y}$ and $\lambda \overline{x} = \overline{\lambda x}$ for all $x, y \in X$, $\lambda \in \mathbb{C}$.
2. $b \cdot \overline{x} = \overline{a \cdot x^* b^*}$ for all $a \in A, b \in B, x \in X$.
3. $b \langle \overline{x}, y \rangle_B = \langle x, y \rangle_B$ and $\langle \overline{x}, \overline{y} \rangle_A = A \langle x, y \rangle$ for all $x, y \in X$.

Let $A \times B$ and $A \times Y$ be Hilbert $C^*$-bimodules of finite type. We define the conjugate and transposes of morphisms. For $T \in \text{Hom}(A \times B, A \times Y)$, we put $\overline{T} \overline{x} = \overline{T x}$. Then $\overline{T}$ is contained in $\text{Hom}(A \overline{X}, B \overline{Y})$. We call this the conjugate morphism of $T$. Moreover we put $T^* = \overline{T}^\dagger$, $T^t = \overline{T}^\dagger$, and call these the left transpose of $T$ and the right transpose of $T$.

We define duals of $A$-$B$ Hilbert $C^*$-modules. We define the right dual $X^*$ of $X$ by $L_B(X_B, B_B)$, and the left dual $^*X$ of $X$ by $A L(A \times A)$, $X^*$ and $^*X$ are Hilbert $B$-$A$ bimodules. When $X$ is of finite type, $X$ is self dual as a left $A$-module and as a right $B$-module. Since the left dual module $^*X$ and the right dual module $X^*$ are canonically isomorphic to the conjugate module $\overline{X}$ of $X$, we usually use the conjugate bimodule $B \overline{X}_A$. We write $x^\vee$ for $x$ in $L_B(X_B, B_B)$, $^\vee x$ for $x$ in $A L(A \times A)$.

Example. In the situation of the example after Definition 1.6 $X^* = B B_A$, and $B \langle x^\vee, y^\vee \rangle = x y^*$, $\langle x^\vee, y^\vee \rangle_A = E(x^* y)$ for each $x, y \in X$. $x^\vee$ is really $x^*$ considered in a $C^*$-algebra $B$. The correspondence $x^\vee \rightarrow \overline{x}$ gives the isomorphism between $X^*$ and $\overline{X}$.

We explain a family of examples of Hilbert $C^*$-bimodules which do not come from inclusion relations, directly following the bundle construction in the von Neumann algebra case (32).
Let $G$ be a countable discrete group, and let $H$ and $K$ be finite subgroups of $G$. Then a finite dimensional Hilbert space $V = _H V_K$ is called an $H$-$K$ bundle over $G$ if $V = \bigoplus_{g \in G} V_g$, where the $V_g$’s are finite dimensional Hilbert spaces, and there exist two commuting actions of $H$ and $K$ on $V$ which are compatible with the left translation of $H$ on $G$ and the right translation of $K$ on $G$, and conserve inner products on the $V_g$’s. We admit the possibility $V_g = 0$, and put $\text{supp}(V) = \{g \in G : V_g \neq \{0\}\}$ and call this the support of $V$ (\cite{3}). Supports of bundles are unions of $H$-$K$ double cosets in $G$. We remark that the supports of $H$-$K$ bundles are all finite unions of $H$-$K$ double cosets.

Let $A$ be a unital $C^*$-algebra and $\alpha$ an action of $A$ on $A$. For an $H$-$K$ bundle $V$ over $G$, we put

$$\hat{V} = A \otimes _H V_K = \bigoplus_{g \in G} (A \otimes V_g).$$

Tensor products mean algebraic tensor products: For each $g \in G$, $A \otimes V_g$ has two $A$-valued inner products:

$$A (a \otimes v, a' \otimes v') = aa^* (v, v'), \quad \langle a \otimes v, a' \otimes v' \rangle_A = a^* a' \langle v, v' \rangle.$$

We may construct two $C^*$-crossed products, $P = A \rtimes _\alpha H$ and $Q = A \rtimes _\alpha K$. We make $\hat{V}$ into a Hilbert $P$-$Q$ bimodule.

For $x, y \in \hat{V}$, we define two inner products as follows:

$$\langle x, y \rangle_P (h) = \sum_{g \in G} \langle x(g), (\alpha_h \otimes h)(y(h^{-1}g)) \rangle, \quad \langle x, y \rangle_Q (k) = \sum_{g \in G} \alpha_g (\langle x((g^{-1}), y(g^{-1}k \cdot k^{-1}) \rangle).$$

We define left $P$ action and right $Q$ action by the integrated form of the covariant actions as follows. Let $h \in H$, $k \in K$ and $a \in A$; then

$$\langle h \cdot x \rangle(g) = (\alpha_h \otimes h)(x(h^{-1}g)), \quad \langle a \cdot x \rangle(g) = ax(g), \quad g \in G,$$

$$\langle x \cdot k \rangle(g) = x(gk^{-1} \cdot k), \quad \langle x \cdot a \rangle(g) = x(g)\alpha_g (a).$$

Let $n$ be the number of $H$-orbits in $\text{supp}(V)$ and $m$ the number of $K$-orbits in $\text{supp}(V)$.

**Proposition 1.29.** $\hat{V}$ is a Hilbert $C^*$-bimodule of finite type. If the support of $V$ consists of only one $H$-$K$ double coset, then $1 \text{-Ind}[V] = |V| n$, r-Ind$[V] = |V| m$ and $\text{Ind}[\hat{V}] = |V|^2 mn$, where $|V|$ is the common dimension of a fiber $V_g$ for $g \in \text{supp}(V)$.

**Proof.** The conclusions of Proposition 1.12 are verified by calculations except for fullness. We construct a left $P$-basis. Let $\Sigma$ be the support of $V$, and take a representative set $\{\sigma_1, \ldots, \sigma_n\}$ of the left $H$-coset space of $\Sigma$. We define functions $d_i$ on $\Sigma$, by $d_i(g) = 1$ if $g = \sigma_i$ and 0 otherwise. Let $p_i$ be the dimension of $V_{\sigma_i}$. We take orthonormal bases $\{v^i_1, \ldots, v^i_{p_i}\}$ for every $V_{\sigma_i}$ and define orthonormal bases $\{v^{ij}_1, \ldots, v^{ij}_{p_j}\}$ of every $V_g$ for $g \in \text{supp}(V)$ by left translation of $\{v^1_1, \ldots, v^1_{p_1}\}$ under $h$ if $g = h \cdot \sigma_i$ for some $i$. We put $u_{i,j}(g) = d_i(g)v^{ij}_j \in V_g$. Then we may show that
\{u_{i,j}\}_{1 \leq i \leq n, 1 \leq j \leq p_i}$ is a left $H$ basis in $\tilde{V}$:

$$p(x, u_{i,j})u_{i,j}(g) = \sum_{h \in H} p(x, u_{i,j})(h)(\alpha_h \otimes h)(u_{i,j}(h^{-1}g))$$

$$= \sum_{h \in H, g' \in \Sigma} \langle x(g'), (\alpha_h \otimes h)(u_{i,j}(h^{-1}g'))\rangle(\alpha_h \otimes h)(u_{i,j}(h^{-1}g^{-1}))$$

$$= \sum_{h \in H, g' \in \Sigma} \langle x(g'), h \cdot u_{i,j}(h^{-1}g')\rangle h \cdot u_{i,j}(h^{-1}g).$$

Then, by the definition of \{u_{i,j}\}_{i,j}, we may conclude that

$$\sum_{i=1}^{n} \sum_{j=1}^{p_i} p(x, u_{i,j})u_{i,j} = x.$$

Next, we compute the left index of $\tilde{V}$:

$$\langle u_{i,j}, u_{i,j} \rangle_Q(k) = \sum_{g \in \Sigma} \langle u_{i,j}(gk^{-1}) \cdot k, u_{i,j}(g) \rangle.$$

Then if $k = e$, the right hand side is 1, and 0 otherwise. When the support of $V$ consists only of one $H$-$K$ double coset, the dimensions of fibers are constant $|V|$. Then we have

$$l-\text{Ind}[\tilde{V}] = \sum_{i=1}^{n} \sum_{j=1}^{p_i} \langle u_{i,j}, u_{i,j} \rangle_Q = n|V| \cdot I.$$

Similarly, we have $r-\text{Ind}[\tilde{V}] = m|V| \cdot I$, and $\text{Ind}[\tilde{V}] = mn|V|^2 \cdot I$. We can argue similarly about the right $B$-basis. Finally, by the computation of left index, we can show that $\tilde{V}$ is left full. Similarly, $\tilde{V}$ is right full.

**Remark.** For the computation of indices, it is not necessary to assume any outerness of the action $\alpha$ on $A$.

Let $G$ be a finite group, and assume that there exist two subgroup $H$ and $K$ of $G$ such that $G = HK$. Let $V = H\overline{V}_K$ be an $H$-$K$ bundle whose fibers consists only of scalars. Let $\alpha$ be an action of $G$ on a unital $C^*$-algebra $A$. Let $E$ and $F$ be two conditional expectations from $A \rtimes_\alpha G$ to $A \rtimes_\alpha H$ and from $A \rtimes_\alpha G$ to $A \rtimes_\alpha K$ given by the restriction. Then $\tilde{V}$ is equal to a $C^*$-algebra $A \rtimes_\alpha G$, and this Hilbert $C^*$-bimodule corresponds to the example given by $E$ and $F$ before Lemma 1.11.

**Proposition 1.30.** Let $X = A \overline{X}_B$ and $B \overline{Y}_C$ be Hilbert $C^*$-bimodules of finite type. If the centers of $A$, $B$ and $C$ are scalars, then

$$\text{Ind}[X \otimes_B Y] = \text{Ind}[X]\text{Ind}[Y].$$

**Proof.** As in the proof of Lemma 1.22, we have

$$r-\text{Ind}[X \otimes_B Y] = \sum_{i=1}^{n} \sum_{j=1}^{m} A(\langle u_i \otimes v_j, u_i \otimes v_j \rangle)$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{m} A(\langle u_iB(v_j, v_j), u_i \rangle) = r-\text{Ind}[X]r-\text{Ind}[Y].$$

We have the similar formula for the left index. Therefore the index is also multiplicative.
2. Schur’s Lemma and Frobenius Reciprocity

Schur’s Lemma and Frobenius reciprocity are the most fundamental materials in representation theory, category theory and bimodule theory. In this section, we consider them.

Lemma 2.1. Let \( X = A X \) be a Hilbert left \( A \)-module of finite type. Take a positive invertible operator \( H \) in \( A \mathcal{L}(A X) \), and define a new \( A \)-valued inner product by
\[
A\langle x, y \rangle = A\langle Hx, y \rangle, \quad x, y \in X.
\]
We write \( X' \) as the left \( A \)-module with this left \( A \)-valued inner product. Then \( A X' \) is also of finite type.

Conversely, for any \( A \)-valued inner product \( A\langle \cdot, \cdot \rangle' \), \( A X' \) with this \( A \)-valued inner product is of this form if this is of finite type.

This correspondence is one to one, and all norms given by these \( A \)-valued inner products are mutually equivalent.

Proof. We prove this proposition using the self-duality of \( A X \). We omit the details.

Lemma 2.2. Let \( X = A X_B \) be a Hilbert \( C^* \)-bimodule of finite type, and let \( H \in A \text{End}_B(A X_B) \) be a positive invertible operator in \( A \mathcal{L}(A X) \). We introduce a left \( A \)-valued inner product \( A\langle \cdot, \cdot \rangle \) by \( A\langle x, y \rangle = A\langle Hx, y \rangle \). We denote by \( A X_B' \) the Hilbert \( C^* \)-bimodule obtained by replacing the left \( A \)-valued inner product by \( A\langle \cdot, \cdot \rangle' \). Then \( A X_B' \) is also a Hilbert \( C^* \)-bimodule of finite type. Conversely, all \( A X_B' \)'s as above are of this form, and this correspondence is one to one.

Proof. Almost all parts follow from the preceding lemma. We only need to show that \( \rho^*: B \to A \mathcal{L}(A X) \), \( \rho^*(b)x = xb \) is *-preserving with respect to \( A\langle \cdot, \cdot \rangle \). But
\[
A\langle x, \rho^*(b)^*y \rangle = A\langle x, yb^* \rangle = A\langle Hx, yb^* \rangle
= A\langle (Hx)b, y \rangle = A\langle H(xb), y \rangle = A\langle xb, y \rangle
= A\langle \rho^*(b)x, y \rangle = A\langle x, \rho^*(b)^*y \rangle.
\]

Proposition 2.3. Let \( X = A X_B \) be a Hilbert \( C^* \)-bimodule of finite type. We consider a new finite type Hilbert \( A-B \) bimodule \( X' \) with the same \( A-B \) actions and with two inner products \( A\langle \cdot, \cdot \rangle \) and \( A\langle \cdot, \cdot \rangle_B \). Then there exist two operators \( H \) and \( K \) in \( A \text{End}_B(A X_B) \) such that \( A\langle x, y \rangle = A\langle Hx, y \rangle \) and \( A\langle x, y \rangle_B = A\langle x, Ky \rangle_B \).

In particular, if \( A \text{End}_B(A X_B) \) is scalar, the inner products are determined up to positive constants.

Proof. This follows from Lemma 2.2.

We describe Schur’s lemma.

Theorem 2.4. Let \( X \) and \( Y \) be a Hilbert \( A-B \) bimodules of finite type. We assume that \( A \text{End}_B(A X_B) = \text{C} \) and \( A \text{End}_B(A Y_B) = \text{C} \). Then \( A \text{Hom}_B(A X_B, A Y_B) \) is of dimension one if and only if \( A X_B \) is similar to \( A Y_B \). Otherwise \( A \text{Hom}_B(A X_B, A Y_B) = \{0\} \). Moreover, if \( X \) and \( Y \) are similar and both are normalized, they are unitarily equivalent.
Proof. We assume that there exists a non-zero $T \in A\text{Hom}_B(AX_B,AY_B)$. Then $T^*T \in A\text{End}_B(AX_B) = C$, and so $T^*T = \lambda I$ for some $\lambda > 0$. Similarly, we have $TT^* = \mu I$ for some $\mu > 0$. Then $T$ is invertible, i.e. $T^{-1} = \lambda^{-1}T^*$. Hence $AX_B$ and $AY_B$ are similar.

Let $T$ and $S$ be elements in $A\text{Hom}_B(AX_B,AY_B)$ with $T \neq 0$. Then, by the assumption of irreducibility, $TS^*$ and $S^*T$ are scalar. Therefore $S$ is a scalar multiple of $T$. Let $X$ be irreducible and normalized. Then two systems of inner products on $X$ are proportional by some common positive constant $C$:

$$A\langle x, y \rangle = C_A \langle x, y \rangle, \quad \langle x, y \rangle_B = C \langle x, y \rangle_B.$$ 

This shows the last statement. \hfill \Box

Next, we consider the Frobenius reciprocity theorem.

**Proposition 2.5.** Let $X$ be a Hilbert $A$-$B$ bimodule of finite type, and let $Y$ be a Hilbert $C$-$B$ bimodule of finite type. Then there exists an $A$-$C$ bimodule isomorphism $\varphi$ from $X \otimes_B \overline{Y}$ to $L_B(CY_B,AX_B)$ such that

$$\varphi(p \otimes \overline{y})(y) = p\langle q, y \rangle_B,$$

where $L_B(CY_B,AX_B)$ is viewed as an $A$-$C$ bimodule as follows:

$$(a \cdot f \cdot c)(y) = af(cy).$$

Let $X$ be a Hilbert $B$-$A$ bimodule of finite type, and let $Y$ be a Hilbert $B$-$C$ bimodule of finite type. Then there exists an $A$-$C$ bimodule isomorphism $\varphi'$ from $\overline{X} \otimes_B Y$ to $BL(BX_A,BY_C)$ such that

$$\varphi'((p \otimes q))(x) = B\langle x, p \rangle q,$$

where $BL(BX_A,BY_C)$ is viewed as an $A$-$C$ bimodule as follows:

$$(a \cdot g \cdot c)(x) = g(xa)c.$$ 

**Proof.** We prove only the first statement. Let $\{v_i\}$ be a right $B$-basis in $CY_B$. For $f \in L_B(CY_B,AX_B)$ we define $\psi(f)$ as follows:

$$\psi(f) = \sum_i f(v_i) \otimes \overline{v}_i \in X \otimes_B \overline{Y}.$$ 

Then, for all $\overline{z} \in CY_B$,

$$(\varphi \circ \psi)(f)(\overline{z}) = \varphi \left( \sum_{i=1}^n f(v_i) \otimes \overline{v}_i \right)(\overline{z}) = \sum_{i=1}^n f(v_i) \langle v_i, z \rangle_B$$

$$= f \left( \sum_{i=1}^n v_i \langle v_i, z \rangle_B \right) = f(z).$$

Conversely,

$$(\psi \circ \varphi)(x \otimes \overline{y}) = \psi(z \mapsto x\langle y, z \rangle_B) = \sum_{i=1}^n x\langle y, v_i \rangle_B \otimes \overline{v}_i$$

$$= x \otimes \left( \sum_{i=1}^n \langle y, v_i \rangle_B \overline{v}_i \right) = x \otimes \left( \sum_{i=1}^n \frac{v_i \langle v_i, y \rangle_B}{\langle v_i, v_i \rangle_B} \right) = x \otimes \overline{y}. \hfill \Box$$

Let $A$ be a unital $C^*$-algebra and $X$ a Hilbert $A$-$A$ bimodule.
**Definition 2.6.** $x \in X$ is called an $A$-central element if $ax = xa$ for all $a \in A$. We denote by $X^A$ the set of all $A$-central elements in $X$.

The following two theorems are called Frobenius reciprocity theorems.

**Theorem 2.7.** Let $A, B$ be unital $C^*$-algebras, and let $A X_B, A Y_B$ be Hilbert $C^*$-bimodules of finite type. Then there exists a $C$-linear isomorphism $$\hat{\phi} : (X \otimes_B Y)^A \to A \text{Hom}_B(A Y_B, A X_B).$$ In particular, $$\hat{\phi}(\sum_i x_i \otimes y_i)(u) = \sum_i x_i(y_i, u)_B.$$ There also exists a $C$-linear isomorphism $$\phi' : (Y \otimes_A X)^B \to A \text{Hom}_B(A Y_B, A X_B)$$ such that $$\phi'(\sum_i y_i \otimes x_i)(u) = \sum_i A(u, y_i)x_i.$$ **Proof.** Theorem 2.7 follows from the previous Proposition 2.5. \hfill \Box

**Theorem 2.8.** Let $A, B$ and $C$ be unital $C^*$-algebras, and let $A X_B, B Y_C$ and $A Z_C$ be Hilbert $C^*$-bimodules of finite type. Then the followings are isomorphisms of $C$-vector spaces:

1. $A \text{Hom}_C(A Z_C, (A X_B Y)_C) \simeq A \text{Hom}_B((A Z_C \otimes C Y)_B, A X_B)$,
2. $A \text{Hom}_C(A Z_C, (A X_B Y)_C) \simeq B A \text{Hom}_C(B (A X_B \otimes A Z)_C, B Y_C)$.

**Proof.** We only prove (1):

$$A \text{Hom}_C(A Z_C, (A X_B Y)_C) \simeq ((A (X_B Y)_C) \otimes C Z_A)^A \simeq (A X_B \otimes (B (Y_C Z)_A))^A \simeq A \text{Hom}_B(A X_B \otimes_A, A X_B).$$

We use $\overline{(X \otimes Y)} = Y \otimes X$. \hfill \Box

We have already defined the left and right adjoints of $T \in A \text{Hom}_B(A X_B)$ by inner products. We can also define $^*T$ and $^T$ by the isomorphisms $\hat{\phi}$ and $\varphi'$ in the Frobenius Reciprocity Theorem 2.7 as follows. Suppose that $T = \Theta_{x,y}$, then $$^T = \Theta_{y,x}.$$ Similarly, suppose that $S = \Theta_{x,y}$, then $$^*S = \Theta_{y,x}$$ can be obtained by

$$A \text{Hom}_B(A X_B, A Y_B) \simeq (A (Y_B X)_A)^A \to (A (X_B Y)_A)^A \simeq A \text{Hom}_B(A Y_B, A X_B).$$

In general the right adjoint $^T$ and the left adjoint $^*T$ need not coincide.

**Definition 2.9.** Let $A$ and $B$ be unital $C^*$-algebras, and let $X$ be a Hilbert $A$-$B$ bimodule of finite type. We call $X$ semisimple if for $T \in A \text{End}_B(A X_B)$, $^T$ and $^*T$ coincide.

**Theorem 2.10.** Let $A X_B$ be a semisimple Hilbert $C^*$-bimodule of finite type. Then $A X_B$ is decomposed into a direct sum of finitely many irreducible bimodules, and this decomposition is unique up to unitary equivalence.
Proof. There exists a one-to-one correspondence between direct summands of $A X_B$ and selfadjoint projections in $\text{End}_B(A X_B)$. Since $A X_B$ is assumed to be of finite type, $\text{End}_B(A X_B)$ is finite dimensional. A direct summand $p(A X_B)$ is irreducible if and only if $p$ is a minimal projection. Let $p, q \in \text{End}_B(A X_B)$ be selfadjoint projections. Then $p$ and $q$ are unitarily equivalent in $\text{End}_B(A X_B)$ if and only if $p(A X_B)$ and $q(A X_B)$ are unitarily equivalent as Hilbert $C^*$-bimodules.

Remark. The semisimplicity is not necessary for Frobenius reciprocity.

If $X$ is irreducible, $X$ is clearly semisimple, and if $X$ and $Y$ are semisimple, $X \oplus Y$ is also semisimple.

Example. Let $X = C^n$, $A = C$, $B = C$. Let the $A$-inner product be the ordinary inner product, and let the $B$-inner product be given by some positive invertible matrix $h$ which is not a scalar operator. Then their two adjoints do not coincide.

3. Minimality

For an inclusion of factors $N \subset M$, as in Havet [13], Hiai [19] and Longo [34], there exists a conditional expectation $E_0$ from $M$ to $N$ such that $\text{Index}[E_0] \leq \text{Index}[E]$ for every conditional expectation $E$ from $M$ to $N$. This expectation is called the minimal (or minimum) conditional expectation. The second named author [47] considered minimal the conditional expectation for $C^*$-algebras, modifying the argument of Hiai [19]. Kosaki and Longo showed the multiplicativity of the minimal index for subfactors first in [32], [36]. Kawakami and Watatani [23] obtained the same multiplicativity for simple $C^*$-algebras. In this chapter, we treat the minimality of Hilbert $C^*$-bimodules corresponding to those in inclusion relations.

We start by giving the known characterization of minimal index for $C^*$-inclusions.

Proposition 3.1 [23, Proposition 2]. Let $A \subset B$ be a unital inclusion of unital $C^*$-algebras with $Z(A) = C \cdot I$, $Z(B) = C \cdot I$. Assume that there exists conditional expectations $F : B \to A$ of index-finite type. Then, there exists a unique minimal conditional expectation $E_0 : B \to A$, i.e. $\text{Index}E_0 \leq \text{Index}E$ for any conditional expectation $E : B \to A$. Moreover, $E = E_0$ if and only if

$$\sum_{i=1}^n u_i x u_i^* = CE(x) \quad (x \in A' \cap B)$$

for some constant $C > 0$, where $\{u_1, u_2, \ldots, u_n\}$ is a (quasi) basis for $E$.

Following this formulation, we define the minimality of Hilbert $C^*$-bimodules. The following characterization in the case of von Neumann algebra is given in [34].

Proposition 3.2. Let $A X_B$ be a Hilbert $C^*$-bimodule of finite type. We assume $Z(A) = C \cdot I$ and $Z(B) = C \cdot I$. Let $\{u_i\}_i$ be a right $B$-basis in $X$ and $\{v_j\}_j$ be a left $A$-basis in $X$. We define conditional expectations $F$ from $L_B(X_B)$ to $A$ and $G$ from $L_A(X)$ to $B$ as follows:

$$F(T) = (r-\text{Ind}[X])^{-1} \sum_{i} \langle Tu_i, u_i \rangle,$$

$$G(S) = (l-\text{Ind}[X])^{-1} \sum_{j} \langle v_j, Sv_j \rangle_B.$$

Then the following are equivalent.
(1) \( F \) is a minimal expectation.
(2) \( G \) is a minimal expectation.
(3) There exists a positive constant \( C \) such that, for all \( T \in \text{End}_B(AX_B) \),
\[
\sum_i \langle Tu_i, u_i \rangle = C \sum_j \langle v_j, Tv_j \rangle_B,
\]
as an equality of scalars.

Moreover, if (3) holds, \( C \) is equal to \( r - \text{Ind}(\text{L})^r \).

Proof. We show the equivalence between (1) and (3). We remark that by Lemma 1.26, \( \{ \sqrt{r - \text{Ind}}(X) \Theta_{u_i, v_j} \} \) is a quasi basis for \( F \). By Proposition 3.1, \( F \) is minimal if and only if there exists a positive constant \( K \) such that, for all \( T \in A' \cap \text{B}(X_B) = \text{End}_B(AX_B) \),
\[
\sum_i \sum_j (r - \text{Ind}(X)) \Theta_{u_i, v_j} T \Theta_{u_i, v_j}^* = K F(T).
\]

On the other hand, for all \( z \in X \),
\[
\sum_i \sum_j \Theta_{u_i, v_j} T \Theta_{u_i, v_j}^* (z) = \sum_i \sum_j \Theta_{u_i, v_j} T v_j (u_i, z)_B
\]
\[
= \sum_i \sum_j u_i (v_j, T v_j)_B (u_i, z)_B
\]
\[
= \sum_i u_i \left( \sum_j (v_j, T v_j)_B \right) (u_i, z)_B
\]
\[
= \left( \sum_i u_i (u_i, z)_B \right) \sum_j (v_j, T v_j)_B
\]
\[
= \sum_j z (v_j, T v_j)_B.
\]
The equivalence between (2) and (3) is similar.

If we put \( T = I \), we can get the value of the constant \( C \).

Corollary 3.3. Let \( A \) and \( B \) be unital \( C^* \)-algebras, and assume that \( Z(A) = C \cdot I \) and \( Z(B) = C \cdot I \). If \( X \) is irreducible, then \( X \) is minimal.

Corollary 3.4. Let \( A \) and \( B \) be unital \( C^* \)-algebras, and \( A \subset B \) a unital inclusion. Let \( E \) be a minimal expectation from \( B \) to \( A \). Then the dual expectation \( \tilde{E} \) from the basic \( C^* \)-extension to \( B \) is also minimal. Moreover, let \( B_i \) be the \( i \)th \( C^* \)-basic extension, and \( E_i \) the expectation from \( B_i \) to \( B_{i-1} \) canonically defined. Then all \( E_i \)'s are also minimal.

Proof. Let \( X = AB_B \) be as in the example after Definition 6. Then \( L_B(X_B) \) is equal to \( B \) and \( A L(AX) \) is equal to the \( C^* \)-basic extension \( B_1 \). \( E \) is an expectation from \( L_B(X_B) \) to \( A \), and \( F \) is an expectation from \( A L(AX) \) to \( B \). Then by the previous proposition, \( E \) is minimal if and only if \( F \) is minimal. The last statement is clear.

Definition 3.5. If \( AX_B \) satisfies (1)–(3) of the previous proposition, we call \( AX_B \) a minimal Hilbert \( C^* \)-bimodule.
When we consider the minimality of a Hilbert $C^*$-bimodule, we assume that the centers of all $C^*$-algebras consist only of scalars.

When $A X_B$ is not minimal, we can ‘remetrize’ $X$ and make it into a minimal bimodule.

**Lemma 3.6.** Let $A$ and $B$ be unital $C^*$-algebras, $Z(A) = C \cdot I$, $Z(B) = C \cdot I$, and let $A X_B$ be a Hilbert $C^*$-bimodule of finite type. Then there exists a left $A$-valued inner product $A \langle \cdot, \cdot \rangle^0$ such that a bimodule $A X_B^0$ obtained by replacing the original left $A$-inner product by $A \langle \cdot, \cdot \rangle^0$ is minimal. Moreover, such a left inner product is unique up to positive constants. In particular, we may take this inner product such that $r\text{-Ind}[X^0] = r\text{-Ind}[X]$.

**Proof.** Let $\{u_i\}$ be a right $B$-basis in $X$ and $\{v_j\}$ a left $A$-basis in $X$. Let $E$ be the conditional expectation from $L_B(X_B)$ to $A$ given by $\{u_i\}$. Then by Lemma 1.26 $E$ is of index finite type. By Theorem 2.12.3 in [17], there exists a minimal expectation $E_0$ from $L_B(X_B)$ to $A$. Moreover, by Proposition 1.4.1 in [17], there exists an $H \in A' \cap L_B(X_B) = A \text{End}_B(A X_B)$ such that $E_0(T) = E(HT)$ for $T \in L_B(X_B)$. We remark that

$$E_0(\Theta_{x,y}) = E(H \Theta_{x,y}) = E(\Theta_{x,y}) = A \langle Hx, y \rangle.$$

Since $A \langle Hx, x \rangle = E_0(\Theta_{x,x}) \geq 0$, $H$ is positive. By Proposition 1.4.1(2) in [17], $H$ is invertible and contained in $A' \cap L_B(X_B) = A \text{End}_B(A X_B)$. Then $H$ is invertible in the $C^*$-algebra $A \text{L}(A X)$.

We define a new left $A$-valued inner product $A \langle \cdot, \cdot \rangle$ as follows:

$$A \langle x, y \rangle^0 = A \langle Hx, y \rangle.$$

We denote by $A X_B^0$ the Hilbert $C^*$-bimodule of finite type determined by this new left inner product. We define a conditional expectation $0 E : L_B(X_B^0) \to A$ as follows:

$$0 E(T) = (r\text{-Ind}[X^0])^{-1} \sum_i A \langle Tu_i, u_i \rangle^0.$$

Then

$$r\text{-Ind}[X^0] = \sum_i A \langle u_i, u_i \rangle^0 = \sum_i A \langle Hu_i, u_i \rangle$$

$$= (r\text{-Ind}[X]) E(H) = (r\text{-Ind}[X]) E_0(I) = r\text{-Ind}[X].$$

Moreover, for $T \in L_B(X_B) = L_B(X_B^0)$,

$$E_0(T) = E(HT) = (r\text{-Ind}[X])^{-1} \sum_i A \langle HTu_i, u_i \rangle$$

$$= (r\text{-Ind}[X^0])^{-1} \sum_i A \langle Tu_i, u_i \rangle^0 = 0 E(T).$$

Since $0 E = E_0$ is minimal, $A X_B^0$ is a minimal bimodule.

Suppose the other Hilbert $C^*$-bimodule $A X_B^0$ defined by replacing only the left $A$-inner product of $A X_B$ by $A \langle \cdot, \cdot \rangle$ is also minimal. Then by Proposition 2.3, there exists a positive invertible element $K \in A \text{End}_B(A X_B)$ such that

$$A \langle x, y \rangle = A \langle Kx, y \rangle \quad (x, y \in X).$$
Then we may define a conditional expectation $\tilde{E} : L_B(X_B) \to A$ by
$$\tilde{E}(T) = (r-\text{Ind}[\tilde{X}])^{-1} \sum_i A\langle Tu_i, u_i \rangle.$$ Since $\tilde{X}$ is minimal, $\tilde{E}$ is also minimal. By Theorem 2.12.3 in [47], minimal conditional expectations are unique. Identifying $L_B(X_B) = L_B((X^*)_B)$, we have $E^0 = E$. By this
$$(r-\text{Ind}[X^0])^{-1} \langle x, y \rangle^0 = (r-\text{Ind}[X^*])^{-1} \langle x, y \rangle.$$
Then, for some positive constant $C$,
$$A\langle x, y \rangle^0 = C A\langle x, y \rangle.$$

**Proposition 3.7.** Let $X = AX_B$ be a Hilbert $C^*$-bimodule of finite type. We assume that we have another left $A$-valued inner product $A\langle \cdot, \cdot \rangle$ on $X$. We denote by $AX_B$ the Hilbert $A$-bimodule obtained by replacing the left $A$-bimodule by $A\langle \cdot, \cdot \rangle$. We assume that $AX^*_B$ is also of finite type. Then the inclusions $A \subset L_B(X_B)$ and $A \subset L_B(X^*_B)$ coincide. Moreover, the inclusions $B \subset A L(AX)$ and $B \subset A L(AX^*)$ are conjugate.

**Proof.** Since the actions and the right $B$-inner products are the same, it is clear that the inclusions $A \subset L_B(X_B)$ and $A \subset L_B(X^*_B)$ are the same. By Proposition 2.3, there exists a positive invertible operator $H \in A \text{End}(AX_B)$ such that
$$A\langle x, y \rangle^* = A\langle Hx, y \rangle, \quad x, y \in X.$$ We define a linear map $U : X^* \to X$ by $Ux = H^{1/2}x$ for $x \in X$. Then $U \in A \text{Hom}(AX_B, AX_B)$. Since $H^{1/2}$ is invertible, $U$ is a bijection. Moreover, $U$ conserves left $A$-inner products, i.e., $A \langle Ux, Uy \rangle = A \langle x, y \rangle$. Finally, we define $\varphi : A L(AX) \to A L(AX)$ by
$$\varphi(T) = UTU^{-1}, \quad T \in A L(AX).$$ This $\varphi$ gives the desired conjugation.

**Lemma 3.8.** Let $AX_B$ be a minimal Hilbert $C^*$-bimodule of finite type. If $p$ is an element in $A \text{End}(AX_B)$ which is self adjoint with respect to two inner products, then $pX$ is also minimal.

**Proof.** This is clear from Proposition 3.2.

We assume that $Z(A)$ and $Z(B)$ consist of scalars. We take $d(X)$ to be a positive scalar such that $\text{Ind}[X] = d(X)^2 \cdot I$ and call this the dimension of $X$. It is clear that $d(X \otimes Y) = d(X)d(Y)$ by Proposition 1.30, and $d(\overline{X}) = d(X)$. But the additivity of the dimension is related to the minimality.

**Lemma 3.9.** Let $A$ and $B$ be unital $C^*$-algebras, and let $AX_B$ and $AY_B$ be Hilbert $A$-$B$ bimodules of finite type. We assume that $Z(A) = C \cdot I$, $Z(B) = C \cdot I$. Then
$$d(X \otimes Y) \geq d(X) + d(Y).$$ The following are equivalent.

1. $d(X \otimes Y) = d(X) + d(Y)$.
We assume that $T$ we take a minimal and normalized bimodule. Then $\{A(X_i)\}_{i}$ be a finite family of minimal Hilbert $C^*$-bimodules of finite type. Then the direct sum $X = \bigoplus_i X_i$ is minimal if and only if
\[
d(X) = \sum_i d(X_i).
\]
Conversely, let $AX_B$ be a semisimple Hilbert $C^*$-bimodule. Then $X$ is minimal if and only if
\[
d(X) = \sum_i d(X_i),
\]
where $X = \bigoplus_i X_i$ is the irreducible decomposition of $X$.

Proof. We take a right $B$-basis $\{u^i_k\}$ in $X_i$ for each $i$. Then the union of these sets forms a right $B$-basis in $X$. We let $p_i$ be a unit on $\mathcal{A} \text{End}_B(A(X_i)_B)$. Then
\[
\sum_i \sum_k A(Tu^i_k, u^i_k) = \sum_i \sum_k A(Tp_iu^i_k, p_iu^i_k) = \sum_i \sum_k A(p_iTu^i_k, u^i_k).
\]
Similarly, we take a left $A$-basis $\{v^i_j\}$ in $X_i$ for each $i$. Then
\[
\sum_i \sum_j A(Tv^i_j, v^i_j)_B = \sum_i \sum_j A(p_iTv^i_j, v^i_j)_B.
\]
We may assume that $T \in \mathcal{A} \text{End}_B(A(X_i)_B)$ for some $i$. Then
\[
\sum_i \sum_k A(Tu^i_k, u^i_k) = C_i \sum_i \sum_k (Tv^i_j, v^i_j)_B
\]
for some positive constant $C_i$. For the minimality of $X$, all $C_i$’s must be equal. If we take $p_i$ for $T$, we have
\[
C_i = (r-\text{Ind}[X_i])^{-1} (l-\text{Ind}[X_i])^{-1}.
\]
The converse statement is proved in a similar way.

If $AX_B$ and $AY_B$ are minimal and normalized, so is $AX_B \oplus AY_B$. For an arbitrary bimodule, we can take a minimal and normalized bimodule which is similar to the original bimodule. We only consider minimal and normalized bimodules when necessary.

We can consider principal graphs for inclusions of $C^*$-algebras (or more generally for Hilbert $C^*$-bimodules) and their Perron-Frobenius eigenvalues, as well as the subfactor case.

Let $A$ and $B$ be unital $C^*$-algebras, $X = AX_B$ a minimal Hilbert $A$-$B$ bimodule of finite type. Let $\mathcal{G}_{AA}$ be the equivalence classes of irreducible $A$-$A$ bimodules.
appearing in the decomposition of $\mathcal{A}(X \otimes \overline{X} \otimes \cdots \otimes \overline{X})_A$’s, and let $\mathcal{G}_{A,B}$ be the equivalence classes of irreducible $A$-$B$ bimodules appearing in the decomposition of $\mathcal{A}(X \otimes \overline{X} \otimes \cdots \otimes X)_B$’s.

Let $\mathcal{G}$ be a bipartite graph having even vertices $\mathcal{G}_{A,A}$ and odd vertices $\mathcal{G}_{A,B}$ with $n$ edges between $E \in \mathcal{G}_{A,A}$ and $O \in \mathcal{G}_{A,B}$ if $E \otimes X$ contains $n$-times $O$. This $\mathcal{G}$ is called the right graph of $X$. We define the left graph of $X$ similarly.

If the object of $\mathcal{G}$ is finite, set $\mathcal{G} = \{V_1, \ldots, V_n\}$. Then we define a matrix $A \in M_n(Z)$ as follows. If we tensor $X$ or $\overline{X}$ to $V_i$, then $V_j$ is contained $p$ times, and we put $A(i,j) = p$. We remark that multiple tensor products of irreducible bimodules are minimal. Then, by the additivity and multiplicativity of $d$, the column vector $(d(V_1), \ldots, d(V_n))$ is an eigenvector of $A$ and the eigenvalue is $d(X)$. This $d(X)$ is the Perron-Frobenius eigenvalue of the irreducible positive matrix $A$. We can calculate these for simple examples in the $C^*$-situation.

Next, we consider adjoints in $\text{End}(X)$ for a minimal bimodule $X$.

**Lemma 3.11.** Let $A \subset B$ be a unital $C^*$-inclusion. We assume that $Z(A) = C \cdot 1$, $Z(B) = C \cdot 1$. Let $E$ be a conditional expectation of index finite type from $B$ to $A$. If $E$ is a minimal expectation, then $E(ch) = E(bc)$ for all $c \in A' \cap B$ and all $b \in B$.

**Proof.** We take a $c \in A' \cap B$ and fix it. We put $F(b) = E(bc)$ for $b \in B$. Then $F \in \text{Hom}_A(B_A, A_A)$. Since $B_A$ is self-dual, there exists an $h \in B$ such that

$$F(b) = (h^*, b)_A = E(hb).$$

This shows that $E(hb) = E(bc)$. For all $a \in A$,

$$E(hab) = E(abc) = aE(bc) = aE(hb) = E(ahb).$$

This shows that $E((ha - ah)b) = 0$ for all $b \in B$, and so $ha = ah$. Then $h \in A' \cap B$.

Since $E$ is minimal, the restriction of $E$ to $A' \cap B$ is an ordinary trace. For $x \in A' \cap B$ we have $E(hx) = E(xc) = E(cx)$. This shows that $h = c$, and so $E(ch) = E(bc)$.

**Lemma 3.12.** Let $A \subset B$ be a unital inclusion of $C^*$-algebras. Moreover, we assume that $Z(A) = C \cdot 1$, $Z(B) = C \cdot 1$, and $E(bc) = E(cb)$ for all $b \in B$ and all $c \in A' \cap B$. Let $X = A X_B$ be as in the example after Definition 1.6. Then $X$ is semisimple.

**Proof.** In this case, $A \text{End}_B(A X_B) = \pi(A' \cap B)$. For $T \in A \text{End}_B(A X_B)$ there exists a $c \in A' \cap B$ such that $Tx = \pi(c)x = cx$. Let $x, y \in B$. Then

$$\langle Tx, y \rangle_B = \langle cx, y \rangle_B = x^* c^* y = \langle x, c^* y \rangle_B.$$

On the other hand,

$$A(Tx, y) = \langle cx, y \rangle = E(cx y^*) = E(xy^* c) = A \langle x, c^* y \rangle.$$

This shows that $T^* = *T$.

**Remark.** By Lemma 3.11, if $E$ is a minimal expectation, the conclusion of Lemma 3.12 holds.

**Lemma 3.13.** Let $A X_B$ be a Hilbert $C^*$-bimodule of finite type. We assume that $A X_B$ is semisimple. We take a self-adjoint projection $p$ in $A \text{End}_B(A X_B)$. Then $p(A X_B)$ is a Hilbert $A$-$B$ bimodule of finite type, and $p(A X_B)$ is semisimple.
Proof. By Lemma 1.8, \( pX \) is of finite type. We take \( T \in A \text{End}_B(p(A \times B)) \). Since \( X = pX + (I - p)X \) as Hilbert \( A \times B \)-bimodule, there exists an \( S \in A \text{End}_B(A \times B) \) such that \( T = pSp \). Then \( T^* = (pSp)^* = pS^*p = p^*Sp = *T \).

The following proposition is very important.

**Proposition 3.14.** Let \( A \times B \) be a Hilbert \( C^* \)-bimodule of finite type. We assume that \( Z(A) = C \cdot 1 \) and \( Z(B) = C \cdot 1 \). Let \( \bar{E} \) be the operator valued weight from \( L_B(X_B) \) to \( A \) given by a right \( B \)-bases in \( X \), and let \( E \) be the conditional expectation from \( L_B(X_B) \) to \( A \) given by \( E(T) = (r \text{-Ind}[E])^{-1} \bar{E}(T) \).

If \( E \) is minimal, then \( A \times B \) is semisimple.

Proof. Let \( T \in A \text{End}_B(A \times B) = A' \cap L_B(X_B) \) and \( x, y \in X \). Put \( \Theta_{x,y}(z) = x(y, z)_B \).

We use the equalities \( T \Theta_{x,y} = \Theta_{Tx,y} \) and \( \Theta_{x,y} T = \Theta_{x,T^y} \) and \( \bar{E}(\Theta_{x,y}) = A(x, y) \) for all \( x, y \in X \) we have

\[
A(x, *Ty) = A(Tx, y) = \bar{E}(\Theta_{Tx,y})
\]

\[
= \bar{E}(T \Theta_{x,y}) = \bar{E}(\Theta_{x,y} T)
\]

\[
= \bar{E}(\Theta_{x,T^y}) = A(x, T^*y).
\]

This shows that \( T^* = *T \).

**Lemma 3.15.** If \( X \) is a minimal Hilbert \( A \times B \)-bimodule, then \( A \times B \) is semisimple.

Proof. If \( X \) is minimal, \( E \) in Proposition 3.14 is minimal by Proposition 3.2.

**Lemma 3.16.** Let \( A \subset B \) be a unital inclusion \( C^* \)-algebras and \( Z(A) = C \cdot 1 \), \( Z(B) = C \cdot 1 \). Let \( E \) be a conditional expectation from \( B \) to \( A \) of index finite type. Let \( X = B \times A \) be given by \( E \). We put \( B_1 = C^* - (B, e_A) \) \( (\simeq L_A(X)) \). Let \( F \) be a conditional expectation from \( B_1 \) to \( B \) such that \( F(xe_A y) = (\text{Index} E)^{-1} x y \).

Then \( X \otimes_A X \) \( (\simeq B \otimes_A B) \) and \( B_1 \) are isomorphic as Hilbert \( B \times B \)-bimodules, where \( B_1 \) has a Hilbert \( B \times B \)-bimodule structure induced by \( F \). The isomorphism \( \varphi \) is given by

\[
\varphi(x \otimes y) = (\text{Ind}[X])^{1/2} x e_A y.
\]

Proof. By Lemma 2.2.2 in [17], \( B \otimes_A B \) and \( C^* - (B, e_A) = B_1 \) are isomorphic. \( \varphi \) is a renormalization of this isomorphism.

We compare two inner products. For \( x_1, x_2, y_1, y_2 \in B \),

\[
B(x_1 \otimes y_1, x_2 \otimes y_2) = B(x_1, A(y_1, y_2), x_2) = x_1 E(y_1 y_2^* x_2^*).
\]

On the other hand,

\[
B(x_1 e_A y_1, x_2 e_A y_2) = F((x_1 e_A y_1)(x_2 e_A y_2)^*)
\]

\[
= F(x_1 E(y_1 y_2^*) e_A x_2^*)
\]

\[
= (\text{Index} E)^{-1} x_1 E(y_1 y_2^*) x_2^*.
\]

We argue similarly for the right inner product.

Renormalization by \( \text{Ind}[E] \) is essentially the same as in the Frobenius reciprocity theorem.
Lemma 3.17. Let $A X_B$ and $A Y_B$ be Hilbert $A$-$B$ bimodules of finite type. We assume that $A X_B$ is irreducible, $Z(A) = C \cdot I$ and $Z(B) = C \cdot I$. We define a map $\varphi$ from $(X \otimes_B Y)^A$ to $A \text{Hom}_B(A Y_B, A X_B)$ by

$$\varphi(\sum_i p_i \otimes \eta_i) = (r \text{-Ind}[X])^{-1/2} \sum_i \Theta_{p_i \eta_i}.$$ 

Then $\varphi$ gives an isomorphism as Hilbert spaces.

Proof. We calculate inner products. The conclusions follow from the irreducibility and Lemma 3.16. \hfill \square

Proposition 3.18. Let $A \subset B$ be a unital inclusion of $C^*$-algebras and $E$ a conditional expectation from $B$ to $A$ of index finite type. We assume that $Z(A) = C \cdot I$ and $Z(B) = C \cdot I$. We define the tower of basic construction: $B_1 = C^* \langle B, e_A \rangle$, $B_{i+1} = C^* \langle B_i, e_{B_{i+1}} \rangle$. We put $X = B B_A$. Then $B_n$ and $B \otimes A B \otimes_A \cdots \otimes_A B$ (the $n$-times tensor of $B$) are isomorphic as Hilbert $B$-$B$ bimodules. For the $n+1$ times tensor $B \otimes_A B \otimes_A \cdots \otimes_A B$, we make this into a Hilbert $B$-$B$ bimodule by the isomorphism between this and the $n$ times tensor product $(X \otimes_A X) \otimes_B \cdots \otimes_B (X \otimes_A X)$.

Proof. We use the previous Lemma 3.17 repeatedly:

$$B_1 \simeq B \otimes_A B,$$

$$B_2 \simeq B_1 \otimes_B B_1 \simeq (B \otimes_A B) \otimes_B (B \otimes_A B) \simeq B \otimes_A B \otimes_A B,$$

and so on. \hfill \square

We want to show that the tensor product of minimal bimodules is also minimal. We need some preparation.

Lemma 3.19. Let $A Y_B$ be a Hilbert $C^*$-bimodule of finite type and $B Z$ a left Hilbert $C^*$-module of finite type. For $z \in Z$ we define $R_z : Y \to Y \otimes_B Z$ such that $R_z(y) = y \otimes z$. Then $R_z \in A \text{Hom}(A Y_B, A (Y \otimes_B Z))$, and we have

$${}^* R_z(u \otimes v) = u_B(v, z).$$

Proof. Let $y \in Y$. Then

$$A({}^* R_z(u \otimes v), y) = A(u \otimes v, y \otimes z) = A(u_B(v, z), y).$$

\hfill \square

Lemma 3.20. Let $A Y_B$ be a Hilbert $C^*$-bimodule of finite type and $Z = B Z_B$ a Hilbert $B$-$B$ bimodule of finite type. If $z \in Z$ is a central element, we have

$$R_z^*(u \otimes v) = u_B(z, v).$$

Proof. Let $y \in Y$. Then

$$(R_z^*(u \otimes v), y)_B = (u \otimes v, y \otimes z)_B = (u, (y)_B z)_B = (v, z)_B (u, y)_B = (u(z, v), y)_B.$$ 

\hfill \square
We take a right $B$-basis $\{u_i\}_i$ in $X$, a left $A$-basis $\{v_j\}_j$ in $X$, a right $C$-basis $\{t_l\}_l$ in $Y$ and a left $B$-basis $\{s_k\}_k$ in $Y$. That is, for $x \in X$ and $y \in Y$,

\[
  x = \sum_i u_i (u_i, x)_B, \quad x = \sum_j A(x, v_j) v_j,
\]

\[
  y = \sum_l t_l (t_l, y)_C, \quad y = \sum_k B(y, s_k) s_k.
\]

We define linear maps $\tilde{E}$ and $E$ from $L_B(X_B)$ to $A$, $\tilde{F}$ and $F$ from $L_C(Y_C)$ to $B$, and $\tilde{H}$ and $H$ from $L_{C'}((X \otimes_B Y)_C)$ to $A$ as follows.

For $T \in L_B(X_B)$,

\[
  \tilde{E}(T) = \sum_i A(T u_i, u_i), \quad E(T) = (r-\text{Ind}[X])^{-1} \tilde{E}(T).
\]

For $T \in L_C(Y_C)$,

\[
  \tilde{F}(T) = \sum_l \langle T t_l, t_l \rangle, \quad F(T) = (r-\text{Ind}[T])^{-1} \tilde{F}(T).
\]

For $T \in L_{C'}((X \otimes_B Y)_C)$,

\[
  \tilde{H}(T) = \sum_{i,j} \langle (u_i \otimes t_j), u_i \otimes t_j \rangle, \quad H(T) = (r-\text{Ind}[X \otimes_B Y])^{-1} \tilde{H}(T).
\]

$E$, $F$ and $H$ are conditional expectations. We define a conditional expectation $G$ from $L_C((X \otimes_B Y)_C)$ to $L_B(X_B)$.

**Definition 3.21.** Let $A X_B$ and $B Y_C$ be Hilbert $C^*$-bimodules of finite type. We take a right $C$-basis $\{t_j\}_j$ in $Y$, and put

\[
  t = \sum_i t_i \otimes t_i \in Y \otimes_C Y.
\]

Then $t$ is a central element in $B(Y \otimes_C Y)_B$. Using this, we define a bounded operator valued weight $G$. We assume that $Z(B) = C \cdot I$. We remark that $\langle t, t \rangle_B$ is a positive constant.

**Definition 3.22.** We define linear maps $\tilde{G}$ and $G$ as follows:

\[
  \tilde{G}(T) = R^*_t (T \otimes I_{d_{Y_C}}) R_t, \quad G(T) = (r-\text{Ind}[Y])^{-1} \tilde{G}(T).
\]

For $T \in L_B(X_B)$, we put $i(T) = T \otimes I_{d_Y} \in L_C((X \otimes_B Y)_C)$.

**Lemma 3.23.** $\tilde{G}$ is a positive linear map from $L_C((X \otimes_B Y)_C)$ to $L_B(X_B)$, and $G$ is a conditional expectation from $L_C((X \otimes_B Y)_C)$ to $L_B(X_B)$.

**Proof.** We assume $T \geq 0$. Then

\[
  \langle R^*_t ((T \otimes I_{d_{Y_C}}) R_t) x, x \rangle_B = \langle (T \otimes I_{d_{Y_C}}) R_t x, R_t x \rangle_B \geq 0.
\]

Since $R_t$, $T \otimes I_{d_{Y_C}}$, and $R^*_t$ are right $B$-linear, $\tilde{G}(T) \in L_B(X_B)$.

For $S \in L_B(X_B)$,

\[
  \tilde{G}(S) x = \tilde{G}(S \otimes I_{d_Y}) x = R^*_t (S \otimes I_{d_Y} \otimes I_{d_{Y_C}}) R_t x = R^*_t (S x \otimes t) = S x (t, t)_B = (r-\text{Ind}[Y]) S x.
\]

Then we have $G(I) = I$, and also $G \geq 0$, $\|G\| = 1$ and $G^2 = G$. This shows that $G$ is a norm one projection and is a conditional expectation. \qed
Lemma 3.24. The value of $G$ for rank one operators is as follows. For $x_1, x_2 \in X$ and $y_1, y_2 \in Y$,

$$G(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2}) = (r-\text{Ind}[Y])^{-1} \Theta_{x_1B(y_1, y_2), x_2}.$$  

Proof. We remark that for $x_1 \in X$, $y_1 \in Y$ and $z_1 \in Z$

$$R_t^*(x_1 \otimes y_1 \otimes z_1) = x_1B(y_1, y_2)$$

We calculate the value of rank one operators:

$$\tilde{G}(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2})(x) = R_t^*(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2} \otimes \text{Id}_Y)R_t(x)$$

$$= \sum_i R_t^*(x_1 \otimes y_1 \langle x_2 \otimes y_2, x \otimes t_i \rangle_C) \otimes \tilde{t}_i$$

$$= \sum_i R_t^*(x_1 \otimes y_1 (y_2, (x_2, x)_Bt_i) C) \otimes \tilde{t}_i$$

$$= \sum_i x_1B(y_1 \langle y_2, (x_2, x)_Bt_i \rangle_C, t_i)$$

$$= x_1B(y_1, \sum_i t_i (x_2, x)_B y_2) C$$

$$= x_1B(y_1, y_2) \langle x_2, x \rangle_B$$

$$= (\Theta_{x_1B(y_1, y_2), x_2})(x)$$

By this we have

$$\tilde{G}(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2}) = \Theta_{x_1B(y_1, y_2), x_2}.$$

Lemma 3.25. $E \circ G = H$.

Proof. We remark that $r-\text{Ind}[X \otimes_B Y] = (r-\text{Ind}[X]) \cdot (r-\text{Ind}[Y])$ because the centers of $A$, $B$ and $C$ consist of scalars. Then it is sufficient to show that

$$E \circ \tilde{G}(T) = \sum_{i,j} A(\langle u_i \otimes t_j \rangle, u_i \otimes t_j).$$

We may assume that $T = \Theta_{x_1 \otimes y_1, x_2 \otimes y_2} \in L_C((X \otimes_B Y)_C)$. Then

$$\tilde{H}(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2}) = A(\langle x_1 \otimes y_1, x_2 \otimes y_2 \rangle).$$

By Lemma 3.24,

$$E \circ \tilde{G}(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2}) = \tilde{E}(\Theta_{x_1B(y_1, y_2), x_2}) = A(\langle x_1B(y_1, y_2), x_2 \rangle).$$

The conclusion is only the definition of inner product on tensor products.

Lemma 3.26. The following identity holds:

$$G|_{\text{Id}_X \otimes_B \text{End}_C(Y_C)} = F|_{\text{End}_C(BY_C)}.$$
Proof. We take $T \in \text{End}_C(BY_C)$. For $x \in X$,

\[
\tilde{G}(Id_X \otimes T)(x) = R^*_i(Id_X \otimes T \otimes Id_T)R_i(x) = \sum_i R^*_i(Id_X \otimes T \otimes Id_T)(x \otimes t \otimes t_i) = \sum_{i,j} x(t_j \otimes t_j, T t_i \otimes t_i)_B = \sum_{i,j} x(t_j, (T t_i)_C t_i)_B = \sum_{i,j} x_B(t_j, (T t_i)_C, t_i) = \sum_{i,j} x_B(\sum_j t_j(t_j, T t_i)_C, t_i) = \sum_i x_B(T t_i, t_i) = \tilde{F}(T).
\]

Since $\tilde{F}(T) \in Z(B) = C \cdot I$ for $T \in \text{End}_C(BY_C)$, it follows that

\[
\tilde{G}(Id_X \otimes T) = \tilde{F}(T) \cdot I.
\]

Both sides are scalars. \qed

Next, we construct a quasi basis for the expectation $G$.

Lemma 3.27. We put

\[
P_{i,j,k,l} = \sqrt{\text{Ind}(X)} \sqrt{\text{Ind}(Y)} \Theta_{u_i \otimes t_i, v_j \otimes s_k}.
\]

Then $\{P_{i,j,k,l}, P^*_{i,j,k,l}\}_{i,j,k,l}$ is a quasi basis for $G$.

Proof. We put $\tilde{P}_{i,j,k,l} = \Theta_{u_i \otimes t_i, v_j \otimes s_k}$. For $T \in L_C((X \otimes BY_C)$, we must show that

\[
T = \sum_{i,j,k,l} P_{i,j,k,l}G(P^*_{i,j,k,l}T).
\]

We may put $T = \Theta_{x_1 \otimes y_1, x_2 \otimes y_2}$. Then

\[
\tilde{P}^*_{i,j,k,l} \Theta_{x_1 \otimes y_1, x_2 \otimes y_2} = \Theta_{v_j \otimes s_k, u_i \otimes t_i} \Theta_{x_1 \otimes y_1, x_2 \otimes y_2} = \Theta_{v_j \otimes s_k, (t_i, \{u_i \otimes x_1 \})_B y_1}_C x_2 \otimes y_2.
\]
We calculate as follows. Let \( x \in X \); then

\[
\tilde{G}(\tilde{P}_{i,j,k,l}^* \Theta_{x_1 \otimes y_1, x_2 \otimes y_2}) x
\]
\[
= R^*_i \left( (\tilde{P}_{i,j,k,l}^* \Theta_{x_1 \otimes y_1, x_2 \otimes y_2}) \otimes I_{\tilde{F}} \right) R_i x
\]
\[
= R^*_i \left( \Theta_{v_j \otimes s_k (t_1, (u_i, x_1)_B) C, x_2 \otimes y_2} \otimes I_{\tilde{F}} \right) \left( \sum_r x \otimes t_r \otimes \tilde{t}_r \right)
\]
\[
= \sum_r R^*_i (v_j \otimes s_k (t_1, (u_i, x_1)_B) C) (\sum_r x \otimes t_r \otimes \tilde{t}_r)
\]
\[
= \sum_r v_j (t_q \otimes \tilde{t}_q, s_k (t_1, (u_i, x_1)_B) C) (\sum_r x \otimes t_r \otimes \tilde{t}_r) B
\]
\[
= \sum_r v_j B (t_q, t_r, [t_q, s_k (t_1, (u_i, x_1)_B) C] (\sum_r x \otimes t_r \otimes \tilde{t}_r)
\]
\[
= \sum_r v_j B (t_q, s_k (t_1, (u_i, x_1)_B) C) (\sum_r x \otimes t_r \otimes \tilde{t}_r) B
\]
\[
= \sum_r v_j B (s_k (t_1, (u_i, x_1)_B) C) (\sum_r x \otimes t_r \otimes \tilde{t}_r) B
\]
\[
= \sum_r v_j B (s_k (t_1, (u_i, x_1)_B) C) (\sum_r t_r \otimes (x, x_2)_B y_2) C
\]
\[
= \sum_r v_j B (s_k (t_1, (u_i, x_1)_B) C) (\sum_r t_r \otimes (x, x_2)_B y_2) C
\]

Moreover,

\[
\sum_{i,j,k,l} P_{i,j,k,l} \left( \tilde{G}(\tilde{P}_{i,j,k,l}^* \Theta_{x_1 \otimes y_1, x_2 \otimes y_2}) \otimes I_{\tilde{F}} \right) (x \otimes y)
\]
\[
= \sum_{i,j,k,l} \Theta_{u_i \otimes t_1, v_j \otimes s_k} \left( [v_j B (s_k (t_1, (u_i, x_1)_B) C, (x, x_2)_B y_2)] \otimes y \right)
\]
\[
= \left( \sum_j (v_j, v_j)_B \right)
\]
Lemma 1.25 in chapter 1. We take $T$. Then, putting $G$ we see that $f$. On the other hand,

**Proof.** Lemma 3.28. $G$. $P$ \( \sim \)

\[ = (\sum_j (v_j, v_j)_B) \]

\[ \cdot (\sum_{i,k,l} (u_i \otimes t_l)(y_2, s_k(t_i, \langle u_i, x_1 \rangle_B y_l)_C)_C)_{s_k, (x_2, x)_B y} C \]

\[ = (\sum_j (v_j, v_j)_B) (\sum_{i,l} (u_i \otimes t_l)(y_2, \langle t_l, \langle u_i, x_1 \rangle_B y_l \rangle)_C, (x_2, x)_B y) C \]

\[ = (\sum_j (v_j, v_j)_B) \sum_{i,l} u_i \otimes \langle u_i, x_1 \rangle_B y_l y_2, (x_2, x)_B y) C \]

\[ = (\sum_j (v_j, v_j)_B) (x_1 \otimes y_1)(y_2, (x_2, x)_B y) C. \]

On the other hand,

\[ \Theta_{x_1 \otimes y_1, x_2 \otimes y_2} (x \otimes y) = (x_1 \otimes y_1)(y_2, (x_2, x)_B y) C. \]

Identifying $L_B(X_B)$ and $L_B(X_B) \otimes Id_Y$, we get

\[ \hat{P}_{i,j,k,l}(\tilde{G}(\hat{P}_{i,j,k,l}(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2})) = (l-\text{Ind}[X])\Theta_{x_1 \otimes y_1, x_2 \otimes y_2}. \]

Since $G = (r-\text{Ind}[Y])^{-1}\tilde{G}$,

\[ \hat{P}_{i,j,k,l}(G(\hat{P}_{i,j,k,l}(\Theta_{x_1 \otimes y_1, x_2 \otimes y_2})) = (l-\text{Ind}[X]) (r-\text{Ind}[Y]) (\Theta_{x_1 \otimes y_1, x_2 \otimes y_2}). \]

Then, putting

\[ P_{i,j,k,l} = \sqrt{l-\text{Ind}[X]} \sqrt{r-\text{Ind}[Y]} \hat{P}_{i,j,k,l}, \]

we see that \( \{ P_{i,j,k,l}, P^*_{i,j,k,l} \}_{i,j,k,l} \) is a quasi basis for $G$. \( \square \)

**Lemma 3.28.** $G : LC((X \otimes B_Y)C) \rightarrow L_B(X_B)$ is minimal.

**Proof.** We have $(L_B(X_B) \otimes Id_Y)^f \cap LC((X \otimes B_Y)C) = Id_X \otimes B \text{End}_B(Y_C)$ from Lemma 1.25 in chapter 1. We take $T \in B \text{End}_B(Y_C)$.

By Lemma 3.27, we have $G(Id_X \otimes T) = F(T)$. On the other hand,

\[ \sum_{i,j,k,l} \Theta_{u_i \otimes t_l, v_j \otimes s_k}(Id_X \otimes T) \Theta^*_{u_i \otimes t_l, v_j \otimes s_k} \]

\[ = \sum_{i,j,k,l} \Theta_{u_i \otimes t_l, v_j \otimes s_k} \Theta_{v_j \otimes T s_k, u_i \otimes t_l} \]

\[ = \sum_{i,j,k,l} \Theta_{u_i \otimes t_l(s_k, (v_j, v_j)_B T s_k)_C, u_i \otimes t_l} \]

\[ = \sum_j (v_j, v_j)_B \sum_{i,l} \Theta_{u_i \otimes t_l(s_k, T s_k)_C, u_i \otimes t_l} \]

\[ = \sum_j (v_j, v_j)_B \sum_{k} (s_k, T s_k)_C \sum_{i,l} \Theta_{u_i \otimes t_l, u_i \otimes t_l} \]

\[ = \sum_j (v_j, v_j)_B \sum_{k} (s_k, T s_k)_C. \]
We have used the fact that \( T \in \mathcal{B}\text{End}_C(\mathcal{B}Y_C) \). Since \( \mathcal{B}Y_C \) is a minimal bimodule, the last term is equal to

\[
(\text{const}) \sum_j (v_j, v_j)_B \sum_l \mathcal{B}(T_{tl}, t_l) = (\text{const}) \tilde{F}(T)
\]

\[\square\]

**Theorem 3.29.** Let \( A, B \) and \( C \) be unital \( C^* \)-algebras whose centers consist of scalars, and let \( X = AX_B \) and \( Y = BY_C \) be Hilbert \( C^* \)-bimodules of finite type. If \( X \) and \( Y \) are minimal bimodule, then \( X \otimes_B Y \) is also minimal.

**Proof.** To finish the proof of the theorem, it is sufficient to show that \( H \) is a minimal expectation. But we have \( H = E \circ G \). Since \( G \) and \( E \) are both minimal, \( H \) is also a minimal expectation by Theorem 3 in [28]. \[\square\]

**Corollary 3.30.** If \( AX_B \) and \( BY_C \) are semisimple, \( AX_B \otimes BY_C \) is also semisimple.

**Proof.** \( X \) and \( Y \) are direct sums of irreducible bimodules. Since irreducible bimodules are minimal, a tensor product of two irreducible bimodules is minimal, and semisimple. \[\square\]

**Theorem 3.31.** Let \( AX_B \) and \( BY_A \) be Hilbert \( C^* \)-bimodules of finite type. We assume that \( AX_B \) and \( BY_A \) are irreducible and normalized. In this case the following are equivalent.

1. \( AY_A \) and \( AX_B \) are unitarily equivalent.
2. \( X \otimes_B Y \) contains a direct summand which is unitarily equivalent to \( AX_A \).
3. \( Y \otimes_A X \) contains a direct summand which is unitarily equivalent to \( B \).

Moreover, if one of these conditions is satisfied, then \( X \otimes_B Y \) contains \( AX_A \) and \( Y \otimes_A X \) contains \( BY_B \), both with multiplicity one.

**Proof.** By Frobenius reciprocity, \( \mathcal{B}\text{Hom}_A(AY_A, B \overline{X}_A) \) and \( \mathcal{B}\text{Hom}_A(AX_B, B \overline{Y}_A) \) are isomorphic. If irreducible bimodules are similar, by Theorem 2.4 they are necessarily unitarily equivalent. These facts prove this theorem. \[\square\]

### 4. Categorical structure

In this section we shall study several categorical structures of Hilbert \( C^* \)-bimodules of finite type. In this paper, the terminology tensor category is used for what was called a labeled tensor category in [19].

Let \( AX_B \) be a Hilbert \( C^* \)-bimodule of finite type. Define \( \varepsilon_X : X \otimes_B \overline{X} \rightarrow A \) by

\[
\varepsilon_X(p \otimes \overline{q}) = A(p, q)
\]

and \( \eta_X : B \rightarrow \overline{X} \otimes_A X \) by

\[
\eta_X(b) = \sum_j b(\overline{v}_j \otimes v_j),
\]

where \( \{v_1, \ldots, v_m\} \) is a left \( A \)-basis for \( AX_B \) and \( \eta_X \) does not depend on the choice of a left \( A \)-basis. In fact, since there exists a \( B \)-\( B \) isomorphism \( \varphi' : \overline{X} \rightarrow \overline{A}L(AX) \) with \( \varphi'(p \otimes q)(x) = A(x, p)q \) by Proposition 2.5, \( \varphi'^{-1}(Id_X) = \sum_j v_j \otimes v_j \) does not depend on the choice of a left \( A \)-basis of \( X \). Moreover, we have

\[
\sum_j b(\overline{v}_j \otimes v_j) = b \cdot \varphi'^{-1}(Id_X) = \varphi'^{-1}(b \cdot Id_X) = \varphi'^{-1}(Id_X b) = \sum_j (\overline{v}_j \otimes v_j)b.
\]
It is clear that $\varepsilon_X$ and $\eta_X$ are bimodule maps. Furthermore, we have that $\varepsilon_X^* = \eta_X$, and $\eta_X^*: A \to X \otimes_B X$ is given by

$$\eta_X^*(a) = \sum_i a(u_i \otimes \overline{u}_i) = \sum_i (u_i \otimes \overline{u}_i)a,$$

where $\{u_i, \ldots, u_n\}$ is a right $B$-basis of $AXB$. We shall show that $(X, \varepsilon_X, \eta_X)$ is a (right) dual of $X$ in the categorical sense (see [23]).

**Proposition 4.1.** The category of Hilbert $C^*$-bimodules of finite type as objects and bimodule maps as arrows with the above $(\varepsilon_X, \eta_X)$ is a rigid category in the sense that, for any Hilbert $C^*$-bimodules $AXB$ and $BYC$ of finite type, the following identities hold:

1. $(\varepsilon_X \otimes Id_X)(Id_X \otimes \eta_X) = Id_X$,
2. $(Id_X \otimes \varepsilon_X)(\eta_X \otimes Id_X) = Id_X$,
3. $\varepsilon_X \otimes_{BY} \eta_X = \varepsilon_X \circ (Id_X \otimes \varepsilon_Y \otimes Id_X)$.

**Proof.** (1) We have

$$(\varepsilon_X \otimes Id_X)(Id_X \otimes \eta_X)(x) = (\varepsilon_X \otimes Id_X)(\sum_j x \otimes \overline{v}_j \otimes v_j)$$

$$= \sum_j A(x, v_j)v_j = x.$$  

The proof of (2) is similar to that of (1). (3) is only the reformulation of the definition of inner product of tensor product.

Recall that a category $A$ is called a $C^*$-category if each set of arrows is a Banach space and the composition of arrows gives us a bilinear map $S \times T \to S \circ T$ with $\|S \circ T\| \leq \|S\| \|T\|$ and there is an antilinear involutive covariant functor $*: A \to A$ such that $\|T^* \circ T\| = \|T\|^2$ for each arrow $T$. In the following proposition, we only consider $C^*$-algebras with trivial center.

**Proposition 4.2.** The tensor category with minimal Hilbert $C^*$-bimodules of finite type as objects and bimodule maps as arrows is a $C^*$-category by setting $\|T\| = \|T^* T\|^{1/2}$ for $T \in A\text{End}_B(AXB)$.

**Proof.** Since any minimal Hilbert $C^*$-bimodules $AXB$ is semisimple by Proposition 3.15, $A\text{End}_B(AXB)$ is a $C^*$-algebra. Then we can apply the argument in [17, p. 82].

**Remark.** We can replace “minimal” by “semisimple”.

The class of minimal Hilbert $C^*$-bimodule of finite type is not closed under direct sum, but the class of normalized ones is closed by Lemma 3.10. Therefore we have the following nice class. Consider unital $C^*$-algebras with trivial centers.

**Corollary 4.3.** The category with normalized minimal Hilbert $C^*$-bimodules of finite type as objects and bimodule maps as arrows is a $C^*$-category.

S. Yamagami introduced a metrical structures in tensor category, called an $\varepsilon$-structure, which plays a significant role in his study [19], [20]. The notion of $\varepsilon$-structure has a close relation with rigidity of the category.
Proposition 4.4. The category of Hilbert $C^*$-bimodules of finite type admits the canonical $\varepsilon$-structures defined by $\varepsilon_X(p \otimes \overline{p}) = A(p, q)$ for $p, q \in A X_B$. That is, the following identities hold for any Hilbert $C^*$-bimodules $A X_B$ and $B Y_C$ of finite type:

1. $\varepsilon_{X \otimes Y} = \varepsilon_X \circ (1_X \otimes B \varepsilon_Y \otimes 1_Y)$.
2. For $T \in A \text{Hom}_B(A X_B, A Y_B)$ we have $\varepsilon_X(1_X \otimes \overline{T}) = \varepsilon_Y(T \otimes 1_Y)$.
3. For $T \in A \text{Hom}_B(A Y_B, A X_B)$, $\varepsilon_Y(T \otimes 1_Y) = 0$ implies $T = 0$.

Proof. (1) is the same as in Proposition 4.1(1). We show (2):
\[
\varepsilon_X(1_X \otimes \overline{T})(x \otimes \overline{y}) = \varepsilon_X(x \otimes \overline{\overline{T}y}),
\]
\[
= A \langle x, \overline{\overline{T}y} \rangle = A \langle Tx, y \rangle,
\]
\[
\varepsilon_Y(T \otimes 1_Y)(x \otimes \overline{y}) = A \langle Tx, y \rangle.
\]
We show (3). We assume $\varepsilon_Y(T \otimes 1_Y) = 0$. For every $x \in X$ and $y \in Y$, the following identity holds:
\[
\varepsilon_Y(T \otimes 1_Y)(x \otimes \overline{y}) = \varepsilon_Y(T x \otimes \overline{y}) = A \langle Tx, y \rangle = 0.
\]

We can describe the correspondence of Frobenius reciprocity maps explicitly by inner products (cf. [15] and [25]).

Proposition 4.5. Let $A X_B$, $B Y_C$ and $A Z_C$ be Hilbert $C^*$-bimodules of finite type.

1. For $T \in A \text{Hom}_C(A Z_C, A (X \otimes B Y)_C)$,
\[
(1_Y \otimes \varepsilon_Y)(T \otimes 1_Y) \in A \text{Hom}_C(A (Z \otimes C \overline{Y})_B, A X_B)
\]
is the element corresponding by Frobenius reciprocity. Conversely, for $S \in A \text{Hom}_B(A (Z \otimes C \overline{Y})_B, A X_B)$, $(S \otimes \varepsilon_Y)(\text{Id}_Z \otimes \varepsilon_Y)$ is the element corresponding by the inverse of Frobenius reciprocity.

2. For $T \in A \text{Hom}_C(A Z_C, A (X \otimes B Y)_C)$, the element
\[
(\varepsilon_X \otimes 1_Y)(1_Y \otimes T) \in A \text{Hom}_C(B (X \otimes A Z)_C, B Y_C)
\]
is the element corresponding by Frobenius reciprocity. Conversely, for $S \in A \text{Hom}_C(A (X \otimes A Z)_C, B Y_C)$, $(S \otimes \text{Id}_Z)(\varepsilon_X \otimes \text{Id}_Z)$ is the element corresponding by the inverse of Frobenius reciprocity.

Proof. Since all bimodules are of finite type, it is sufficient to prove the above statement for rank one operators.

We show (1). We put $T = \Theta_{x \otimes_{Y} z}$. By Frobenius reciprocity, this operator is transformed into $\mathcal{F}(T) = \Theta_{x \otimes \overline{y}}$. We have
\[
\mathcal{F}(T)(z' \otimes \overline{y}) = x \langle z \otimes \overline{\overline{y}}, z' \otimes \overline{\overline{y}} \rangle_B = x \langle y, \langle z, z' \rangle_C \overline{\overline{y}} \rangle_B = x B \langle y, y' \langle z', z \rangle_C \rangle.
\]
On the other hand,
\[
(1_X \otimes \varepsilon_Y)(T \otimes 1_Y)(z' \otimes \overline{y}) = (1_X \otimes \varepsilon_Y)(x \otimes y) \langle z, z' \rangle_C \otimes \overline{y} = x \otimes B \langle y, \langle z, z' \rangle_C, y' \rangle.
\]

We put $S = \Theta_{x \otimes_{y} z}$. By inverse Frobenius reciprocity, this operator is transformed into $\check{\mathcal{F}}(T) = \Theta_{x \otimes_{y} z}$. We have
\[
\check{\mathcal{F}}(T)(z) = (x \otimes y) \langle z, z' \rangle_C.
\]
We take a right $C^*$-basis $\{u_i\}$ in $Y$. On the other hand, 
\[
(S \otimes Id_Y)(Id_Z \otimes \varepsilon^*)_{\mathcal{D}}(z') = (S \otimes Id_Y)(z' \otimes \sum_i (\pi_i \otimes u_i)) \\
= \sum_i x\langle \gamma, \gamma' \rangle_{C_i} \otimes u_i \\
= \sum_i x_b \langle y, u_i(\gamma') \rangle_{C_i} \otimes u_i \\
= \sum_i x \otimes \langle y, \gamma' \rangle_{C_i}, u_i \rangle u_i \\
= (x \otimes y)\langle z, \gamma' \rangle_{C_i}.
\]

We can prove the other parts similarly. \hfill \square

We investigate the categorical structure of Hilbert $C^*$-bimodules given by bundle construction in chapter 1. Let $G$, $H$ and $K$ be as in chapter 1. Let $\alpha$ be an action of $G$ on a unital $C^*$-algebra, and assume that $\alpha$ is properly outer, i.e. if $\alpha_g(x)y = yx$ for every $x \in A$, then $y = 0$. For $V = H V_K$ and $W = H W_K$, let $H \text{Hom}_K(V, W)$ be the set of linear maps from $V$ to $W$ such that $TV_g \subseteq W_g$ for each $g \in G$ and $T(hv_k) = h(Tv)k$ for $h \in H$, $k \in K$ and $v \in V$. For $T \in H \text{Hom}_K(V, W)$, we define $\hat{T}$ by $\hat{T}(a \otimes v) = a \otimes Tv$. Then $\hat{T} \in A \otimes H \text{Hom}_{A \otimes K}(\hat{V}, \hat{W})$ in the bimodule sense.

Then, as in [33], the following proposition holds.

**Proposition 4.6.** The following hold.

1. $(V \oplus W) \simeq \hat{V} \oplus \hat{W}$.
2. $(V \otimes W) \simeq \hat{V} \otimes \hat{W}$.
3. $\nabla \simeq \nabla^*$.
4. By $T \mapsto \hat{T}$, $H \text{Hom}_K(V, W) \simeq A \otimes H \text{Hom}_{A \otimes K}(\hat{V}, \hat{W})$.

**Proof.** The proofs of (1), (2) and (3) are similar to those in [33]. As in [33], we must use the assumption that $\alpha$ is properly outer for the proof of (4). We omit the details. \hfill \square

By the above proposition, the correspondence from a bundle $H V_K$ to a bimodule $A \otimes_{A \otimes H} \hat{V}_{A \otimes K}$ is considered to be a functor. Moreover, by (4) this functor is an isomorphism. We may compute fusion rules of these bimodules using the computation of bundles as in the von Neumann algebra setting [33].

5. **$KK$-theory and $C^*$-index theory**

Let $A$ and $B$ be unital $C^*$-algebras, $X = A X_B$ a Hilbert $C^*$-bimodule of finite type. We can associate an element in $KK(A, B)$ and in $KK(B, A)$, which are called Kasparov $KK$-groups.

**Definition 5.1** [1]. Let $A$ and $B$ be two $C^*$-algebras. We call a triple $(\pi, X, F)$ a **Kasparov bimodule** if

1. $X$ is a $\mathbb{Z}_2$-graded right Hilbert $B$-module,
2. $\pi$ is a representation of $A$ in $L_B(X_B)$ of degree 0,
3. $F$ is a bounded linear operator on $X$ which is of degree 1, and
(4) $\pi$ and $F$ satisfy the following conditions:
\[ \pi(a)F - F\pi(a) \in K_B(X_B) \quad \forall a \in A, \quad F^2 - I \in K_B(X_B), \quad F - F^* \in K_B(X_B). \]

By taking the quotient by some appropriate equivalence relation, we get the Kasparov $KK$-group $KK(A,B)$ \cite{Kasparov}. Let $A$, $B$ and $C$ be three $C^*$-algebras. Then there exists an associative product operation from $KK(A,B) \times KK(B,C)$ to $KK(A,C)$. This is called the Kasparov product. We write $x \otimes y$ for the Kasparov product of $x \in KK(A,B)$ and $y \in KK(B,C)$.

The groups $K_0$ and $K_1$ are considered as special cases of $KK$-groups. $K_0(A)$ is identified to $KK(C,A)$, $K_1(A)$ is identified to $KK(C,A \otimes C_0(R))$. The tensor product algebra $A \otimes C_0(R)$ is called the suspension $C^*$-algebra of $A$.

Let $i$ be $0$ or $1$. By these identifications, some element $x$ of $KK(A,B)$ gives a map from $K_i(A)$ to $K_i(B)$ by Kasparov product and Bott periodicity of $KK$-groups. Under certain conditions, $KK(A,B)$ is recovered from $KK_0(A) \oplus KK_1(A)$.

Lemma 5.2 (Universal coefficient formula \cite{Kasparov}). If $K_i(A)$ is free or $K_i(B)$ is divisible for $i = 0,1$ and $A$ is in a certain bootstrap category as in \cite{Kasparov}, then $KK(A,B)$ and $\text{Hom}(K_0(A), K_0(B)) \oplus \text{Hom}(K_1(A), K_1(B))$ are canonically isomorphic.

Let $B$ be a unital $C^*$-algebra, and $A$ be a sub-$C^*$-algebra of $B$ containing the unit of $B$. First we assume that there exists a conditional expectation $E$ from $B$ to $A$ such that $(A \subseteq B, E)$ is of index finite type.

By the inclusion map from $A$ to $B$, we can define a homomorphism from $K_i(A)$ to $K_i(B)$ $(i = 0,1)$. In \cite{Kasparov}, we defined the transfer map from $K_0(B)$ to $K_0(A)$.

In this paper, we define a bimodule of $KK(A,B)$, and describe the transfer map by Kasparov product. We state this construction in the formulation of Hilbert $C^*$-bimodules.

Let $X = _AX_B$ be a Hilbert $A$-$B$ bimodule, and assume that $X$ is of finite type in the sense of a right $B$-module. We may consider $X$ as a trivially graded right Hilbert $B$-module with the left representation $\pi$ of $A$ on it. Then as following lemma shows, we can define some Kasparov bimodule canonically.

Lemma 5.3. $v = (\pi, X, 0)$ is a Kasparov element and gives an element of $KK(A,B)$.

We remark that in the situation of inclusion $(A \subseteq B, E)$, $v$ is always a Kasparov element whether $(A \subseteq B, E)$ is of index finite type or not, because $B_B$ is always of finite type.

We have the conjugate bimodule $B\overline{X}_A$ of $_AX_B$. We denote by $\tilde{\pi}$ the left representation of $B$ on $\overline{X}$.

Lemma 5.4. If $(A \subseteq B, E)$ is of index finite type, then $u = (\tilde{\pi}, \overline{X}, 0)$ is also a Kasparov element and gives an element of $KK(B,A)$.

We define two $KK$-indices of this inclusion by Kasparov product.

Definition 5.5. Let $X = _AX_B$. For this bimodule, we have $u \in KK(B,A)$ and $v \in KK(A,B)$. Then we call $u \otimes v \in KK(B,B)$ and $v \otimes u \in KK(A,A)$ the $KK$-index of $X$. 
Remark. In many case, $KK$-indices are given by reasonable scalars. In the $II_1$-factor setting, $KK(A, A)$ and $KK(B, B)$ can be interpreted as the automorphism of the additive group $R$. The $KK$-index is a positive scalar constant in this case (cf. [15]).

We give an example which shows that $K_1$ groups is also important in $KK$-index theory.

Example. Let $T$ be a one dimensional torus and $\tilde{T}$ a two covering of $T$. There exists an action $\alpha$ of $\mathbb{Z}_2$ on $\tilde{T}$ such that $T$ is the quotient space. Let $A = C(T)$ and $B = C(\tilde{T})$. Let $\beta$ be the action of $\mathbb{Z}_2$ on $B$ induced by $\alpha$. Then $A$ is the fixed point subalgebra under $\beta$. The $C^*$-basic extension is the $C^*$-crossed product $B \rtimes \mathbb{Z}_2$, which is isomorphic to $A \otimes M_2(C)$.

$K_0(A)$ is isomorphic to $\mathbb{Z}$, and the generator is the identity $I$. Its image in $B$ is the generator. Its image in $A \otimes M_2(C)$ is also the identity. But the identity in $A \otimes M_2(C)$ is a $2$ times generator in $K_0(A \otimes M_2(C)) \simeq K_0(A)$. On the other hand, $K_1(A)$ is isomorphic to $\mathbb{Z}$ and its generator is $f(z) = z$. Its image in $B$ is $g(z) = z^2$ and is a $2$ times generator in $K_1(B)$. Its image in $A \otimes M_2(C)$ is the diagonal matrix diag($f, f$) and this is also a $2$-times generator in $K_1(A \otimes M_2(C)) \simeq K_1(A)$.

This shows that $v = (1, 2) \in KK(A, B)$ and $u = (2, 1) \in KK(B, A)$. $KK$-indices are as follows: $u \otimes v = 2 \cdot I$ and $v \otimes u = 2 \cdot I$.

More general cases of circle algebras are studied by Deaconu in [7]. He points out that $n$-folded covering maps and $n$-times around embeddings are dual to each other.

We show that the dimension map is a character on some subring on $KK(A, A)$. We assume that all $C^*$-algebras are unital and separable. We denote by $\gamma_\alpha$ the element in Hom$(K_0(A), K_0(A))$ corresponding to an element $\alpha$ in $KK(A, A)$. We assume that $A$ has a normalized positive trace $\tau$. We denote by $\hat{\tau}$ the trace on $K_0(A)$ induced by $\tau$.

Definition 5.6. We define a map $d_\tau$ from $KK(A, A)$ to $R$ by $d_\tau(\alpha) = \hat{\tau}(\gamma_\alpha[1])$. We call this $d_\tau(\alpha)$ the dimension of $\alpha \in KK(A, A)$ with respect to $\tau$.

Definition 5.7. We say that a Hilbert $C^*$-bimodule $X = AX_A$ is compatible with a trace $\tau$ if $\tau(A(x, y)) = \tau((y, x)_A)$ for $x, y \in X$.

Example. Let $B$ be a $C^*$-algebra with a normalized trace $\tau$, and let $A$ be a $C^*$-subalgebra of $B$ containing the unit. Let $E$ be the $\tau$-preserving conditional expectation from $B$ to $A$. Let $Y = AB_B$ be the example after Definition 1.6 and $X = Y \otimes Y$. Then $X$ is $\tau$-compatible.

We assume that $Z(A) = C \cdot I$. For a Hilbert $C^*$-bimodule $X = AX_A$ of finite type, we put $d(X) = \sqrt{\text{Ind}[X]}$ and call this the dimension of $X$, and we denote by $\varphi(X)$ the corresponding element in $KK(A, A)$.

Proposition 5.8. Let $A$ be a unital $C^*$-algebra such that $Z(A) = C \cdot I$, $\tau$ a normalized trace on $A$, and $X = AX_A$ a normalized Hilbert $A$-$A$ bimodule of finite type which is $\tau$-compatible. We put $f : K_0(A) \to K_0(A)$, $f([E]) = [E \otimes_A X]_A$, and ...
$V : \mathbb{R} \to \mathbb{R}$, $V(t) = d(X)t$. Then the following diagram commutes:

$$
\begin{array}{ccc}
K_0(A) & \xrightarrow{f} & K_0(A) \\
\downarrow \scriptstyle{=} & \downarrow \scriptstyle{=} \\
\mathbb{R} & \xrightarrow{V} & \mathbb{R}
\end{array}
$$

**Proof.** Let $\mathcal{E} = \mathcal{E}_A$ be a Hilbert right $A$-module of finite type, and $\{u_i\}_i$, a right $A$-basis in $\mathcal{E}$. Let $p = (p_{i,j})_{i,j} \in A \otimes M_n(\mathbb{C})$ be a projection such that $\mathcal{E} = pA^n$. Let $\{s_j\}_j$ be a right $A$-basis in $A X_A$ (cf. Lemma 1.11). Then $\{u_i \otimes s_j\}_{i,j}$ is a right $A$-basis in $\mathcal{E}_A \otimes_A X_A$. We put $q = (u_i \otimes s_j, u_k \otimes s_l)_{(i,j),(k,l)} \in A \otimes M_{nm}(\mathbb{C})$. Then $\mathcal{E}_A \otimes_A X_A \simeq qA^{nm}$, and $[(\mathcal{E}_A \otimes_A X_A)_A] = [q] \in K_0(A)$.

We have

$$
\mathcal{E}_A = \sum_{i=1}^n \tau(\langle u_i, u_i \rangle_A).
$$

Using these, we have

$$
\hat{\tau}([\mathcal{E}_A]) = \hat{\tau}([p]) = (\tau \otimes id)(p) = \sum_{i=1}^n \tau(\langle u_i, u_i \rangle_A).
$$

By using this proposition, we have the following theorem.

**Theorem 5.9.** For a Hilbert $C^*$-bimodule $X = A X_A$ of finite type, the following identity holds:

$$
d(X) = d_r(\varphi(X)).
$$

Moreover, $d$ and $\varphi$ conserve sum and product operations. On the other hand, $d_r$ conserves only sum operation.

**Proof.** Using Proposition 5.8,

$$
d_r(\varphi(A X_A)) = d_r([A X_A]) = \hat{\tau}(\gamma_X([1])) = V \hat{\tau}(1) = d(X)1.
$$
Corollary 5.10. In the same situation, for a Hilbert $A$-$A$ bimodule $X$ of finite type which is compatible with $\tau$, its statistical dimension $d(X)$ depends only on its equivalence class in $KK(A,A)$.

We let $\mathcal{F}$ be the subring in $KK(A,A)$ generated by the image of $\varphi$, i.e.

$$\mathcal{F} = \{ [AX_A] - [AY_A] \in KK(A,A) : X, Y \text{ minimal normalized Hilbert } A-A \text{ bimodules of finite type which are } \tau \text{ compatible} \}.$$

Corollary 5.11. In the same situation $d_\tau$ is multiplicative on $\mathcal{F}$, i.e. $d_\tau(\alpha \otimes \beta) = d_\tau(\alpha)d_\tau(\beta)$. $d_\tau$ is a character on $\mathcal{F}$.

Proof. This is a direct consequence of the multiplicativity of $d \circ_\tau$.

Example. Let $e_1, e_2, e_3, \ldots$ be Jones projections such that

$$e_i e_{i+1} e_i = \left( 4 \cos^2 \frac{\pi}{5} \right)^{-1} e_i.$$

We have $4 \cos^2 \frac{\pi}{5} = \frac{3 + \sqrt{5}}{2} = \phi^2$, where $\phi = \frac{1 + \sqrt{5}}{2}$ is the golden number. Put $A = C^*\{1, e_2, e_3, \ldots\}$, $B = C^*\{1, e_1, e_2, e_3, \ldots\}$. Then $A \subset B$, and $K_0(A)$ is isomorphic to $\mathbb{Z} \oplus \phi \mathbb{Z}$, and $K_1(A)$ is zero. $\hat{\tau} : K_0(A) \to \mathbb{R}$ is given by $\hat{\tau}(m, n) = m + \phi n$. Then

$$KK(A,A) \simeq M_2(\mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : a, b, c, d \in \mathbb{Z} \right\}.$$

For $\gamma_\alpha = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{Hom}(K_0(A), K_0(A))$, we have

$$d_\tau(\alpha) = \hat{\tau}(\gamma_\alpha[1]) = \hat{\tau} \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) = \hat{\tau} \left( \begin{pmatrix} a \\ c \end{pmatrix} \right) = a + \phi c.$$

By Example (3.3.14) in [47], $\varphi([AB_A]) \in KK(A,A)$ is identified with the matrix

$$S = \begin{bmatrix} 1 & 1 \\ 1 & 2 \end{bmatrix}$$

and $\varphi([AA_A])$ is identified with the identity matrix $I$. Then

$$\begin{pmatrix} a & b \\ b & a + b \end{pmatrix} = (a - b)I + bS \in \mathcal{F}.$$

Conversely, we take

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathcal{F}.$$

Since $d_\tau$ is multiplicative,

$$d_\tau \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix} \right) = d_\tau \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) d_\tau \left( \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix} \right).$$

Considering $\phi^2 = \phi + 1$, we have $a + b = a + c$, $c + d = a + 2c$. We conclude that $b = c$ and $d = a + b$.

In this case

$$\mathcal{F} = \left\{ \begin{pmatrix} a & b \\ b & a + b \end{pmatrix} \in M_2(\mathbb{Z}) : a, b = \pm 0, 1, 2, \ldots \right\}.$$
Finally, we consider a Goldman type theorem for $C^*$-algebras. If $N \subset M$ is the inclusion of $II_1$-factors and if $[M : N] = 2$, then there exists an outer action $\alpha$ of $\mathbb{Z}_2$ on $N$ such that $M$ is the crossed product $N \rtimes_{\alpha} \mathbb{Z}_2$. In the $C^*$-setting, a Goldman type theorem does not hold in the original sense. The following shows that there is a $K$-theoretic obstruction here.

**Theorem 5.12.** Let $O_2$ be the Cuntz algebra of 2-generators. There exists an outer action $\alpha$ of $\mathbb{Z}_2$ on $O_2$ such that there exists no action of $\mathbb{Z}_2$ on $O_2^*$ such that $O_2$ is isomorphic to the $C^*$-crossed product of $O_2^*$ by this action.

**Proof.** Let $S_1$ and $S_2$ be a generating pair of $O_2$. We define an automorphism $\alpha$ of $O_2$ by $\alpha(S_1) = -S_1$. The fixed point algebra is generated by the family $\{S_1^2, S_2^2, S_1S_2, S_2S_1\}$. These generators also satisfy the generating condition of $O_4$ [13].

Define a conditional expectation $E : O_2 \to O_2^*$ by $E(x) = \frac{1}{2}(x + \alpha(x))$ for $x \in O_2$. Then $\text{Ind}[E] = 2$ by the remark after 3.3 in [47].

We assume that $O_4 \rtimes_{\beta} \mathbb{Z}_2 \simeq O_2$ by some action $\beta$ of $\mathbb{Z}_2$. Then by Takesaki-Takai duality, $O_4 \otimes M_2(C) \simeq O_2 \rtimes_{\beta} \mathbb{Z}_2$. On the other hand, $K_0(O_2) \simeq \{0\}$ and $K_0(O_4) \simeq \{0, 1, 2\}$. The identity of $O_2$ is zero as a $K_0$-element, and is mapped into the identity of $O_4 \otimes M_2(C)$, which is not zero in $K_0(O_4)$. From these, we have a contradiction.

On the other hand, for a dual inclusion, a Goldman type theorem holds in the sense of realizing it as a crossed product by $\mathbb{Z}_2$.

**Theorem 5.13.** Let $A \subset B$ be a unital inclusion of $C^*$-algebras and $E$ a conditional expectation from $B$ to $A$ such that $\text{Ind}[E] = 2 \cdot I$. Let $C$ be the $C^*$-basis extension $C^*(B, e_A)$. Then there exists an action $\alpha$ of $\mathbb{Z}_2$ on $B$ such that $A$ is the fixed point algebra $B^\alpha$ and $C$ is isomorphic to the crossed product $B \rtimes_{\alpha} \mathbb{Z}_2$.

**Proof.** Let $e_A$ be the orthogonal projection from $B$ to $A$. There exists a conditional expectation $F$ dual to $E$ such that

$$F(xy) = (\text{Ind}[E])^{-1}xy = \frac{1}{2}xy.$$ 

Since $\text{Ind}[E] = 2 \cdot I \in Z(A)$, we have $\text{Index}E = \text{Index}F = 2$ by Proposition 2.3.4 in [47]. Let $D = C^*(C, e_B)$ be the $C^*$-basis construction. Similarly we have a conditional expectation $G : D \to C$ dual to $F$ such that $G(e_B) = \frac{1}{2}I$ and $G(e_A) = e_A$ and $\text{Ind}[G] = 2 \cdot I$. We define two unitary elements $u \in C$ and $v \in D$ by $u = 2e_A - 1$ and $v = 2e_B - 1$. We show that $uv = -vu$. We define $p$ as follows:

$$p = 2(e_A + e_B - e_Ae_B - e_Be_A).$$

Then $p$ is a selfadjoint projection by $e_Be_Ae_B = \frac{1}{2}e_B$ and $e_Ae_Be_A = \frac{1}{2}e_A$. Since

$$G(p) = 2 \left( e_A + \frac{1}{2}I - \frac{1}{2}e_A - \frac{1}{2}e_A \right) = I,$$

$p$ must be $I$ because $G$ is faithful by Remark (4) after Definition 1.2.2 in [47]. Substituting $e_A = \frac{1}{2}(u + I)$, $e_B = \frac{1}{2}(v + I)$ in the equation

$$p = 2(e_A + e_B - e_Ae_B - e_Be_A) = I,$$

we have $uv = -vu$.

Then for all $b \in B$, $ubu^*$ commutes with $v = 2e_B - 1$. Then $ubu^* \in B$ by Lemma 2.1.1 in [47]. Put $\alpha = adv$. Then $\alpha$ is an automorphism of $B$. 


Since $b \in B^o$ if and only if $b$ commutes with $u = 2e_A - 1$, we have $B^o = A$. Since $F(u) = 0$, the map from $B \otimes_\alpha \mathbb{Z}_2$ to $C = Be_AB = B + Bu$ defined as $x + yu$ is well defined and is an isomorphism.

We are informed that M. Izumi has obtained the characterization of depth 2 inclusion by fixed point algebras by Kac algebra for simple C*-algebras. He also characterized group-subgroup inclusion for simple C*-algebras.
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