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Abstract. Let \( \Omega \subset \mathbb{R}^N \) be the upper half strip with a hole. In this paper, we show there exists a positive higher energy solution of semilinear elliptic equations in \( \Omega \) and describe the dynamic systems of solutions of equation (1) in various \( \Omega \). We also show there exist at least two positive solutions of perturbed semilinear elliptic equations in \( \Omega \).

1. Introduction

In this paper, we answer affirmatively the Berestycki conjecture by proving that there is a solution of equation (1) in an upper half strip with a hole \( \Omega \). Suppose that the solution of equation (1) in an infinite strip \( S \) is unique. Then we describe the dynamic systems of solutions of equation (1) in various \( \Omega \) and prove the multiplicity of solutions in perturbed equations (2).

Consider the equation

\[
\begin{align*}
-\Delta u + u &= u^{p-1} \quad \text{in} \ \Theta, \\
u &> 0 \quad \text{in} \ \Theta, \\
u &\in H_0^1(\Theta),
\end{align*}
\]

where \( \Theta \) is a domain in \( \mathbb{R}^N \) and \( 2 < p < \frac{2N}{N-2} \). The existence of solutions of equation (1) is affected by the properties of the geometry and the topology of the domain \( \Theta \).

The existence and nonexistence of solutions of equation (1) have been the focus of a great deal of research in recent years. That equation (1) in a bounded domain admits a solution is a classical result. Gidas-Ni-Nirenberg [12] and Kwong [15] asserted that equation (1) in the whole space \( \mathbb{R}^N \) admits a ”unique” spherically symmetric solution. Therefore, the only interested domains in which equation (1) admits a solution are proper unbounded domains. Such elliptic problems are difficult due to the lack of compactness in an unbounded domain. New analyses are needed to solve such problems. A number of authors have considered the existence and nonexistence of solutions in proper unbounded domains: Lien-Tzeng-Wang [16] and Hsu-Wang [14] asserted that equation (1) in an infinite strip domain admits a ground state solution and Benci-Cerami [2] asserted that equation (1) in an exterior domain admits a higher energy solution.

A proper unbounded domain \( \Theta \) in \( \mathbb{R}^N \) is an Esteban-Lions domain if there is \( \chi \in \mathbb{R}^N \), \( \|\chi\| = 1 \) such that \( n(x) \cdot \chi \geq 0 \), and \( n(x) \cdot \chi \neq 0 \) on \( \partial \Theta \), where \( n(x) \)
denotes the unit outward normal to $\partial \Theta$ at the point $x$. The upper half plane $\mathbb{R}_+^N$, the epigraph $\Lambda$, the infinite trough $T$, and the upper half strip $\Lambda$ are Esteban-Lions domains. Esteban-Lions [11] asserted that equation (1) in an Esteban-Lions domain does not admit any solution.

Although these studies have provided much valuable information on the relationship between the existence of solutions of equation (1) and the geometry and the topology of the domain $\Theta$, there is still a great deal to be explored.

The Esteban-Lions paper is the cornerstone and the starting point for studying proper unbounded domains in which equation (1) admits a solution. It is natural to see how the existence of solutions of equation (1) becomes possible in a perturbed Esteban-Lions domain. There are two ways to perturb a domain: one is to add a ball in it and the other is to take out a ball from it.

Lien-Tzeng-Wang [16] and Chen-Lee-Wang [7] asserted the existence of solutions of equation (1) in a perturbed Esteban-Lions domain made by adding a ball in it. We asserted that there exists $s_0 > 0$ such that for the interior flask domain $D_s$, which is a perturbed Esteban-Lions domain, equation (1) in $D_s$ admits a ground state solution if $s > s_0$, but it does not admit any solution if $s < s_0$.

As for the existence of solutions of equation (1) in a perturbed Esteban-Lions domain made by taking out a ball from it, that is to say, the Berestycki conjecture: there is a solution of equation (1) in an Esteban-Lions domain with a hole. The Berestycki conjecture has some historical and physical reasons: suppose that there does not exist any solution of an equation in a domain $\Theta$. If we break the symmetry of the domain $\Theta$ by adding a ball in it or by taking out a ball, then the same equation in the perturbed domain admits a solution:

(1) Pohozaev [19] proved that the Dirichlet problem $\Delta u + u^{\frac{N+2}{N-2}} = 0$ in a ball does not have any nontrivial solution. But if we take some small ball out, Coron [8] proved that there is a positive solution.

(2) Some turbulence equation in a ball does not admit any nontrivial solution. Lions-Zuazua [17] added a small ball on the boundary to break the symmetry, then he proved that the equation has a nontrivial solution. The phenomenon can be described such that if we add a small material on the surface of a plane, then the turbulence will be controlled.

This paper is organized as follows: Section 2 describes some basic definitions, notation, examples and fundamental properties that will be used later. Section 3 presents the asymptotic behavior of solutions of equation (1) in the infinite strip $S$ and in the upper half strip with a hole $\Omega$. Section 4 asserts the existence of higher energy solutions of equation (1) in $\Omega$. Section 5 studies the dynamic systems of solutions obtained in Section 4. Section 6 examines multiple solutions of the perturbed equation (2) in $\Omega$:

\[
\begin{align*}
-\Delta u + u^{p-1} + f(x) & \quad \text{in } \Omega, \\
\quad u > 0 & \quad \text{in } \Omega, \\
\quad u \in H_0^1(\Omega).
\end{align*}
\]

Our results in this paper are still true for any one of the four known Esteban-Lions domains above. But for simplicity, we study only the upper half strip with a hole $\Omega$. We also believe that the analyses and the results in this paper will be helpful for studying the existence of solutions of equations in unbounded domains.
Mathematicians spent ten years proving Lemma 16 in the entire space $\mathbb{R}^N$. Berestycki-Lions [3] asserted that there is a ground state solution of equation (1) in $\mathbb{R}^N$ and Gidas-Ni-Nirenberg [14] asserted that every solution of equation (1) in $\mathbb{R}^N$ is spherically symmetric. Later, Kwong [15] asserted that the spherically symmetric solutions of equation (1) in $\mathbb{R}^N$ are unique. In order to prove our existence theorem in Section 4, we need the solution of equation (1) in $S$ to be unique. In recent years, we have partially established Lemma 16 in $S$ (see Proposition 28). We assert that there is a ground state solution of equation (1) in $S$ (see Lien-Tzeng-Wang [16]) and that every solution of equation (1) in $S$ is spherically symmetric in $x'$ and axially symmetric in $x_N$ (see Chen-Chen-Wang [6]). That the solution of equation (1) in $S$ in $\mathbb{R}^1$ is unique is easy to prove. Dancer [9] asserted that the solution of equation (1) in $S$ in $\mathbb{R}^2$ is unique. However, in general, the uniqueness of the solution of equation (1) in $S$ is still open.

2. Preliminaries

In this section, we describe definitions, notation, examples, and fundamental properties. We first list four examples of Esteban-Lions domains as follows:

**Example 1.** The upper half space $\mathbb{R}^N_+$ is an Esteban-Lions domain.

**Example 2.** The epigraph $\Lambda = \{x \in \mathbb{R}^N \mid x_1 > \psi(x_2, \cdots, x_N)\}$ is an Esteban-Lions domain, where $\psi: \mathbb{R}^{N-1} \to \mathbb{R}$ is of $C^1$.

**Example 3.** The infinite trough $T = (B^{m+1}(0, -4h) \times \mathbb{R}^{n-1}) \cup (B^m \times \mathbb{R}^{4h} \times \mathbb{R}^{n-1})$ is an Esteban-Lions domain, where $N = m + n$, $m \geq 3$, $n \geq 1$, and $z = (x, y)$ is the generic point of $\mathbb{R}^N$ with $x \in \mathbb{R}^m$, $y \in \mathbb{R}^n$. $B^m = \{x \in \mathbb{R}^m \mid |x| < 1\}$, for $h > 0$, $\mathbb{R}_{-4h} = \{t \in \mathbb{R} \mid t > -4h\}$, $B^{m+1}(0, -4h) = \{(x, y_1) \in \mathbb{R}^m \times \mathbb{R} \mid |(x, y_1) - (0, -4h)| < 1\}$.

**Example 4.** The upper half strip $A$ is an Esteban-Lions domain, where for $d$, $s, h > 0$, $r, t \in \mathbb{R}$, let

\[
B^N(z; s) = \{x \in \mathbb{R}^N \mid |x - z| < s\};
\]

\[
S = \{(x_1, x_2, \cdots, x_N) \in \mathbb{R}^N \mid x_1^2 + \cdots + x_{N-1}^2 < d^2\} = B^{N-1}(0; d) \times \mathbb{R};
\]

\[
S_s = \{(x_1, x_2, \cdots, x_N) \in S \mid r < x_N\};
\]

\[
S_{r,t} = \{(x_1, x_2, \cdots, x_N) \in S \mid r < x_N < t\};
\]

\[
D_s = S_0 \cup B^N(0; s);
\]

\[
A = S_0 \cup B^N(0; d);
\]

\[
\Omega = \Omega_h = A \setminus \overline{B^N((0, h); d/2)}, \text{ where } h > d.
\]

We say that $S$ is the infinite strip, $D_s$ an interior flask domain, $A$ the upper half strip, and $\Omega$ an upper half strip with a hole in $\mathbb{R}^N$.

We describe some fundamental results as follows: Let $\Theta$ be an unbounded domain in $\mathbb{R}^N$. Let the potential operators $a, b : H^1_0(\Theta) \to \mathbb{R}$, and let the energy functional $F : H^1_0(\Theta) \to \mathbb{R}$ be given by

\[
a(u) = \int_\Theta (|\nabla u|^2 + u^2);
\]

\[
b(u) = \int_\Theta |u|^p;
\]

\[
F(u) = \frac{1}{p} a(u) - \frac{1}{p} b(u).
\]

In the following, we simply denote Palais-Smale by $(PS)$. 
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Definition 5. 1. For $\beta \in \mathbb{R}$, a sequence $\{u_n\} \subset H_0^1(\Theta)$ is a $(PS)_{\beta}$-sequence for $F$ if $F(u_n) \to \beta$ and $F'(u_n) \to 0$ strongly as $n \to \infty$;
2. $\beta \in \mathbb{R}$ is a $(PS)_{\beta}$-value for $F$ if there is a $(PS)_{\beta}$-sequence for $F$;
3. $F$ satisfies the $(PS)_{\beta}$-condition if every $(PS)_{\beta}$-sequence for $F$ contains a convergent subsequence;
4. $F$ satisfies the $(PS)$-condition if, for every $\beta \in \mathbb{R}$, every $(PS)_{\beta}$-sequence for $F$ contains a convergent subsequence.

We examine the relationship among the constrained minimization problem $\alpha_m$, the Nehari minimization problem $\alpha_M$, and the minimax problem $\alpha_T$, where

$$
\begin{align*}
&m = \inf \{ a(u) \mid b(u) = 1 \}; \\
&\alpha_m = \left( \frac{1}{2} - \frac{1}{p} \right)m^{p/(p-2)}; \\
&M = \{ u \in H_0^1(\Theta) \setminus \{0\} \mid a(u) = b(u) \}; \\
&\alpha_M = \inf_{v \in M} F(v); \\
&\Gamma = \{ v \in C([0, 1], H_0^1(\Theta)) \mid v(0) = 0, v(1) = e \}, \text{ where } F(e) = 0; \\
&\alpha_T = \inf_{v \in \Gamma} \max_{t \in [0, 1]} F(v(t)).
\end{align*}
$$

Let $\{u_n\} \subset H_0^1(\Theta)$ be a $(PS)_{\beta}$-sequence for $F$, then clearly $\beta \geq 0$ and $\{u_n\}$ is bounded in $H_0^1(\Theta)$.

Lemma 6. $\alpha_m$, $\alpha_M$, and $\alpha_T$ are positive $(PS)$-values for $F$.

Proof. Lien-Tzung-Wang [16] proved that if $\{u_k\}$ is a minimizing sequence: $a(u_k) \to m$, $b(u_k) = 1$ for each $k$, then $\{v_k\}$ is a $(PS)_{\alpha_m}$-sequence for $F$, where $v_k = m^{\frac{1}{p-2}} u_k$. Using two different methods, the Ekeland variational principle and the deformation lemma, Brezis-Nirenberg [5] proved that $\alpha_T$ is a $(PS)_{\alpha_T}$-value for $F$. Using the Ekeland variational principle, Stuart [20] Lemma 3.4 proved that there is a $(PS)_{\alpha_M}$-sequence for $F$ as well as a minimizing sequence for $\alpha_M$. Chen-Lee-Wang [7] generalized Stuart’s result by proving that every minimizing sequence for $\alpha_M$ is a $(PS)_{\alpha_M}$-sequence for $F$. 

We investigate the Nehari manifold $M$ and the zero energy manifold $Z$ through the unit sphere $U$, where

$$
\begin{align*}
U &= \{ u \in H_0^1(\Theta) \mid \| u \|_{H^1} = 1 \}, \\
Z &= \{ u \in H_0^1(\Theta) \setminus \{0\} \mid \frac{1}{2} a(u) = \frac{1}{p} b(u) \}.
\end{align*}
$$

Note that $M$ contains every solution of equation (1) in $\Theta$. For $\lambda \geq 0$, $u \in H_0^1(\Theta) \setminus \{0\}$, let

$$
\begin{align*}
h_u(\lambda) &= F(\lambda u) = \frac{1}{2} \lambda^2 a(u) - \frac{1}{p} \lambda^p b(u).
\end{align*}
$$

Then

$$
\begin{align*}
h''_u(\lambda) &= \lambda a(u) - \lambda^{p-1} b(u), \\
h'''_u(\lambda) &= a(u) - (p-1) \lambda^{p-2} b(u).
\end{align*}
$$

From these equalities we can take uniquely $r_u$, $s_u$, and $t_u \in \mathbb{R}^+$ such that $0 < r_u < s_u < t_u$, $s_u u \in M$, $t_u u \in Z$ and

$$
0 = h''_u(r_u) = h''_u(s_u) = h''_u(t_u).
$$
Let \( \varphi : U \to M \) and \( \psi : U \to Z \) be given by \( \varphi(u) = s_u u \) and \( \psi(u) = t_u u \). We apply the implicit function theorem and the Sobolev imbedding theorem to obtain the following lemma:

**Lemma 7.** 1. \( \varphi \) is bijective and of \( C^{1,1} \). Moreover, \( M \) is path-connected and there exists a constant \( c > 0 \) such that, for \( u \in M \), \( ||u||_{H^1} \geq c \) and \( F(u) \geq e \);
2. \( \psi \) is bijective and of \( C^{1,1} \). Moreover, \( Z \) is path-connected and there exists a constant \( c' > 0 \) such that, for \( u \in Z \), \( ||u||_{H^1} \geq c' \).

In the following two lemmas, we prove that every positive \((PS)_\beta\)-sequence for \( F \) enjoys several interesting properties:

**Lemma 8.** Let \( \{u_n\} \subset H^1_0(\Theta) \) be a \((PS)_\beta\)-sequence for \( F \) with \( \beta > 0 \). Then there is a sequence \( \{s_n\} \) in \( \mathbb{R}^+ \) such that \( \{s_n u_n\} \subset M \) and \( F(s_n u_n) = \beta + o(1) \).

**Proof.** By Lemma 7, there is a sequence \( \{s_n\} \) in \( \mathbb{R}^+ \) such that \( \{s_n u_n\} \subset M \), thus \( s_n^2 a(u_n) + s_n b(u_n) \) for each \( n \). That \( a(u_n) = b(u_n) + o(1) \) and \( F(u_n) = \beta + o(1) \) implies \( s_n = 1 + o(1) \). Therefore, \( |F(u_n) - F(s_n u_n)| = o(1) \), or \( F(s_n u_n) = \beta + o(1) \).

**Lemma 9.** Let \( \beta \) be a positive \((PS)_\beta\)-sequence for \( F \). Then we have

1. \( \beta \geq \alpha_m \);
2. \( \beta \geq \alpha_M \);
3. \( \beta \geq \alpha_\Gamma \).

**Proof.** 1. Let \( \{u_n\} \subset H^1_0(\Theta) \) be a \((PS)_\beta\)-sequence for \( F \) with \( \beta > 0 \), we have

\[
\begin{align*}
F(u_n) &= \frac{1}{2} a(u_n) - \frac{1}{p} b(u_n) = \beta + o(1), \\
F'(u_n) &= a(u_n) - b(u_n) = o(1).
\end{align*}
\]

Let \( w_n = u_n(b(u_n))^{-1/p} \), then \( b(w_n) = 1 \) and

\[
a(w_n) = a(u_n) b(u_n)^{-2/p} \geq m.
\]

Thus \( a(u_n) \geq m^{p/(p-2)} + o(1) \), or \( \beta \geq (\frac{p}{2} - \frac{1}{p}) m^{p/(p-2)} = \alpha_m \).

2. By Lemma 8, there is a sequence \( \{s_n\} \) in \( \mathbb{R}^+ \) such that \( \{s_n u_n\} \subset M \) and \( F(s_n u_n) = \beta + o(1) \). Therefore, \( \beta \geq \alpha_M \).

3. By Lemma 8, there is a sequence \( \{s_n\} \) in \( \mathbb{R}^+ \) such that \( \{s_n u_n\} \subset M \) and \( F(s_n u_n) = \beta + o(1) \). By Lemma 7, there is a sequence \( \{t_n\} \) in \( \mathbb{R}^+ \) such that \( \{t_n u_n\} \) in \( Z \). Since the manifold \( Z \) is path-connected, there is a path \( \eta_n \) in \( Z \) which connects \( t_n u_n \) to \( c \). Let \( \gamma_n \) be the line segment connecting \( 0 \) and \( t_n u_n \) and the path \( \gamma_n = \gamma_n' \cup \eta_n \). We obtain

\[
\alpha_\Gamma \leq \max_{0 \leq t \leq 1} F(\gamma_n(t)) = F(s_n u_n) = \beta + o(1).
\]

Thus \( \beta \geq \alpha_\Gamma \).

By Lemmas 6 and 9, we have

**Theorem 10.** \( \alpha_m = \alpha_M = \alpha_\Gamma \).
Definition 11.  
1. we say that \( \alpha(\Theta) = \alpha_M \) is the index of the energy functional \( F \) in \( \Theta \):
2. We say that a solution \( u \) of equation (1) is a ground state solution if \( F(u) = \alpha(\Theta) \), and is a higher energy solution if \( F(u) > \alpha(\Theta) \).

Definition 12. We say that \( \mathcal{M} \) is a large subdomain of \( \mathbb{S} \) if for any positive number \( l \), there exist \( r, t \) such that \( r < t \), \( t - r = l \) and \( \mathcal{M}_{r,t} \subset \Theta \).

Example 13. \( \mathcal{A} \) and \( \mathcal{A} \setminus D \) are large subdomains of \( \mathbb{S} \), where \( r \in \mathbb{R} \) and \( D \subset \mathcal{A} \) is a bounded closed domain.

Using the cut-out function method, we have the following interesting property:

Proposition 14. Let \( \Theta \) be a large subdomain of the infinite strip \( \mathbb{S} \). Then \( \alpha(\Theta) = \alpha(\mathbb{S}) \) and the only possible solutions of equation (1) in \( \Theta \) are higher energy solutions.

Theorem 15. There exists \( s_0 > 0 \) such that for the interior flask domains \( D_s \), which are the perturbed Esteban-Lions domains, equation (1) in \( D_s \) admits a ground state solution if \( s > s_0 \), but it does not admit any solution if \( s < s_0 \).

Proof. See Lien-Tzeng-Wang [16] and Chen-Lee-Wang [7].

The following two lemmas are useful:

Lemma 16. The only solutions of equation (1) in \( \mathbb{R}^N \) are ground state solutions. Moreover, the infimum \( \alpha(\mathbb{R}^N) \) is achieved by a “unique” positive regular ground state solution \( \varpi \in H^1(\mathbb{R}^N) \) of equation (1) such that \( \varpi \) is spherically symmetric about a certain point \( x_0 \) in \( \mathbb{R}^N \), \( \varpi(r) < 0 \) for \( r = |x - x_0| \), and

\[
\begin{align*}
\lim_{r \to \infty} \frac{\varpi}{r^{N/2}} e^{\varpi}(r) &= \gamma > 0, \\
\lim_{r \to \infty} \frac{\varpi}{r^{N/2}} e^{\varpi}(r) &= -\gamma.
\end{align*}
\]

Proof. See Gidas-Ni-Nirenberg [12] and Kwong [15].

Let \( \Theta \) be a large subdomain of \( \mathbb{S} \). Consider the energy function \( F_f : H^1_0(\Theta) \to \mathbb{R} \) defined by

\[
F_f(u) = F(u) - \int_{\Theta} f u.
\]

A \((PS)_\beta\)-sequence for the perturbed energy functional \( F_f \) can be defined similarly as the energy functional \( F \) in Definition 5. We have the following decomposition lemma of \((PS)_\beta\)-sequence for \( F_f \):

Lemma 17. Let \( \{u_k\} \) be a nonnegative \((PS)_\beta\)-sequence for \( F_f \) in \( H^1_0(\Theta) \):

\[
\begin{align*}
F_f(u_k) &= \beta + o(1) \quad \text{as} \quad k \to \infty, \\
F'_f(u_k) &= o(1) \quad \text{strongly in} \quad H^{-1}(\Theta).
\end{align*}
\]

Then there exist an integer \( \ell \geq 0 \), sequences \( \{z^i_k\} \), where \( z^i_k = (0, y^i_k) \in \mathbb{S} \) for \( 1 \leq i \leq \ell \), such that for some subsequence \( \{u_k\} \), there are \( u^0 \in H^1_0(\Theta) \), \( u^0 \geq 0 \) in
\[ \Omega, \; u^i \in H^1_0(S), \; u^i > 0 \text{ in } S, \; 1 \leq i \leq \ell, \text{ satisfying} \]
\[
\begin{cases}
  u_k(z) = u^0(z) + [u^1(z - z^1_k) + u^2(z - z^2_k) + \cdots \\
  + u^i(z - z^i_k)] + o(1) \text{ strongly in } H^1_0(S), \\
  -\Delta u^0 + u^0 = (u^0)^{p-1} + f(z) \text{ in } \Theta, \\
  -\Delta u^i + u^i = (u^i)^{p-1} \text{ in } S, \; 1 \leq i \leq \ell, \\
  F_f(u_k) = F_f(u^0) + \sum_{i=1}^{\ell} F(u^i) + o(1) \text{ as } k \to \infty, \\
  |z_k^i| \to \infty, \; |z_k^i - z_k^j| \to \infty \text{ for } 1 \leq i \neq j \leq m, \text{ as } k \to \infty.
\end{cases}
\]

**Proof.** See Lien-Tzeng-Wang [16] Theorem 4.1. \qed

3. **Asymptotic behavior of solutions**

Let \( X \) be the infinite strip \( S \), the upper half strip \( \Lambda \), or the upper half strip with a hole \( \Omega \). Then the domain \( X \) is a \( C^{1,1} \) domain and hence we have the Extension Lemma, Embedding Lemma, Interpolation Lemma (see Adams [1] for the proof), and Regularity Lemmas 1-4. For the proof of Regularity Lemma 1, see Brezis-Kato Lemma, Embedding Lemma, Interpolation Lemma (see Adams [1] for the proof), and for the proofs of Regularity Lemmas 2-4, see Gilbarg-Trudinger [13] Theorem 8.8, 9.11, 9.16.

**Lemma 18** (Extension). There is a positive constant \( c = c(m, p) \) such that for any \( u \in W^{m,p}(X), \; m \in \mathbb{N}, \; 1 < p < \infty \), there exists some \( \bar{u} \in W^{m,p}(\mathbb{R}^N) \) such that \( \bar{u} = u \text{ a.e. in } X \) and \( \|u\|_{W^{m,p}(\mathbb{R}^N)} \leq c\|u\|_{W^{m,p}(X)} \).

**Lemma 19** (Embedding). There exists the following continuous imbedding

\[ W^{j+\frac{m}{p}}(X) \to C^{j,\lambda}(X), \; 0 < \lambda \leq m - \frac{N}{p}, \]

provided \( (m-1)p < N < mp \).

**Lemma 20** (Interpolation). Given \( m \in \mathbb{N}, 1 < p < \infty \), there exists a constant \( c = c(m, p, N) \) such that for any \( 0 < \varepsilon < 1, \; 0 \leq j \leq m - 1 \), and any \( u \in W^{m,p}(X) \)

\[ \|u\|_{W^{j,p}(X)} \leq c\varepsilon\|u\|_{W^{m,p}(X)} + \frac{c}{\varepsilon^{j/(m-j)}}\|u\|_{W^{0,p}(X)}. \]

**Lemma 21** (Regularity Lemma 1). Let \( g \in L^2(X) \cap L^{2m}(X) \) and \( u \) be a weak solution of

\[ \begin{cases}
  -\Delta u + u = u^{p-1} + g & \text{in } X, \\
  u > 0 & \text{in } X, \\
  u \in H^1_0(X). 
\end{cases} \]

Then \( u \in L^q(X) \) for \( q \in [2, \infty) \).

**Lemma 22** (Regularity Lemma 2). Let \( X \subset \mathbb{R}^N \) be a domain, \( g \in L^2(X) \), and let \( u \in H^1(X) \) be a weak solution of the equation \( -\Delta u + u = g \) in \( X \). Then for any subdomain \( X' \subset X \) with \( d' = \text{dist}(X', \partial X) > 0 \), we have \( u \in H^2(X') \) and

\[ \|u\|_{H^2(X')} \leq c \left( \|u\|_{H^1(X)} + \|g\|_{L^2(X)} \right), \]

for some \( c = c(N, \lambda, \vartheta, d') \). Furthermore, \( u \) satisfies the equation \( -\Delta u + u = g \) almost everywhere in \( X \).
Lemma 23 (Regularity Lemma 3). Let \( q \in L^2(\mathbf{X}) \) and \( u \in H^1_0(\mathbf{X}) \) be a weak solution of the equation \(-\Delta u + u = g\). Then \( u \in H^2(\mathbf{X}) \) satisfies
\[
\|u\|_{H^2(\mathbf{X})} \leq c\|g\|_{L^2(\mathbf{X})},
\]
where \( c = c(N, \partial \mathbf{X}) \).

Lemma 24 (Regularity Lemma 4). Let \( q \in L^2(\mathbf{X}) \cap L^4(\mathbf{X}) \) for some \( q \in [2, \infty) \) and \( u \in H^1_0(\mathbf{X}) \) be a weak solution of the equation \(-\Delta u + u = g\) in \( \mathbf{X} \). Then \( u \in W^{2,q}(\mathbf{X}) \).

By Lemma 24, we obtain the following three results about asymptotic behaviors of solutions:

Lemma 25 (Asymptotic Lemma 1). Let \( \Sigma \) be the infinite strip and \( 0 \leq f(z) \leq c\exp(-\sqrt{1 + \lambda_1 + \epsilon |y|}) \), for \( z = (x, y) \in \Sigma \). If \( u \) is a positive solution of equation (2) in \( \Sigma \):
\[
\begin{aligned}
-\Delta u + u &= u^{p-1} + f(z) \quad \text{in } \Sigma, \\
u &> 0 \quad \text{in } \Sigma, \\
u &\in H^1_0(\Sigma),
\end{aligned}
\]
then \( u \in C^1(\Sigma) \) and
\[
\lim_{|y| \to \infty} u(x, y) = 0 \quad \text{uniformly in } x \in B^{N-1}(0; d).
\]

Proof. Let \( u \) satisfy
\[-\Delta u + u = u^{p-1} + f(z) \quad \text{in } \Sigma.\]
If \( 0 \leq f(z) \leq c\exp(-\sqrt{1 + \lambda_1 + \epsilon |y|}) \), for \( z = (x, y) \in \Sigma \), then by Lemma 24, we have \( u \in W^{2,q}(\Sigma) \), for \( q \in [2, \infty) \). Therefore, \( u \in C^1(\Sigma) \) and there exists a constant \( \tau \), such that for \( s \in (2, +\infty) \),
\[
\|u\|_{L^\infty(Y_s)} \leq \tau\|u\|_{W^{2,N}(Y_s)},
\]
where \( Y_s = \{z = (x, y) \in \Sigma \mid |y| > s\} \). Since \( u \in W^{2,N}(\Sigma) \), we get
\[
\lim_{|y| \to \infty} u(x, y) = 0 \quad \text{uniformly in } x \in B^{N-1}(0; d).
\]

Lemma 26 (Asymptotic Lemma 2). Let \( \lambda_1 \) be the first eigenvalue of \(-\Delta\) in \( B^{N-1}(0; d) \) with the Dirichlet problem, let \( \phi_1 \) be the corresponding positive eigenfunction to \( \lambda_1 \), and let \( u \) be a solution of equation (1) in \( \Sigma \). Then for any \( 0 < \delta < 1 + \lambda_1 \) there exist \( \gamma > 0 \) and \( \beta > 0 \) such that
\[
1. \ \gamma\phi_1(x)e^{-\sqrt{1+\lambda_1+\delta}|y|} \leq u(z), \quad \text{for } z = (x, y) \in \Sigma,
2. \ u(z) \leq \beta\phi_1(x)e^{-\sqrt{1+\lambda_1-\delta}|y|}, \quad \text{for } z = (x, y) \in \Sigma.
\]

Proof. 1. Let \( z_0 \in \partial \Sigma \) and let \( B \) be a small ball in \( \Sigma \) such that \( z_0 \in \partial B \). Define for \( x \in B^{N-1}(0; d), y \in \mathbb{R}, \)
\[
w_\delta(z) = \phi_1(x)e^{-\sqrt{1+\lambda_1+\delta}|y|} \quad \text{for } z \in \Sigma.
\]
Since \( w_\delta(z) > 0 \), \( u(z) > 0 \) for \( z \in B \), \( w_\delta(z_0) = 0 \), \( u(z_0) = 0 \), by the Hopf maximum principle, \( \frac{\partial u}{\partial \nu}(z_0) < 0 \), \( \frac{\partial w}{\partial \nu}(z_0) < 0 \), where \( \nu \) is the outward unit normal vector at \( z_0 \). Thus

\[
\lim_{z \to z_0 \text{ normally}} \frac{u(z)}{w_\delta(z)} = \frac{\partial u}{\partial \nu}(z_0) > 0.
\]

Note that

\[
\frac{u(z)}{w_\delta(z)} > 0 \quad \text{for} \quad z = (x, y) \in \mathbb{S}.
\]

Thus

\[
\frac{u(z)}{w_\delta(z)} > 0 \quad \text{for} \quad z = (x, y) \text{ in } \overline{\mathbb{S}}.
\]

For \( 0 < \delta < 1 + \lambda_1 \), take \( R > 0 \) such that \( \delta - \frac{\sqrt{1 + \lambda_1 + \delta(n-1)}}{|y|} > 0 \) for \( |y| \geq R \). Since \( w_\delta(z) \) and \( u(z) \) are in \( C^1(\overline{\mathbb{S}}) \), if set

\[
\gamma = \inf_{z \in \overline{\mathbb{S}}, |y| \leq R} \frac{u(z)}{w_\delta(z)},
\]

and \( w(z) = \gamma w_\delta(z) \) for \( z \in \overline{\mathbb{S}} \), then \( \gamma > 0 \) and

\[
w(z) \leq u(z) \text{ for } z \in \overline{\mathbb{S}}, \ |y| \leq R.
\]

For \( z \in \overline{\mathbb{S}}, \ |y| \geq R \), we have

\[
\Delta(w - u)(z) - (w - u)(z)
= (\Delta w(z) - w(z)) + (-\Delta u(z) + u(z))
= w(z)(\delta - \frac{\sqrt{1 + \lambda_1 + \delta(n-1)}}{|y|}) + w^{n-1} \geq 0.
\]

Note that \( \lim_{z=x,y \to R} w(z) = 0 \) and \( \lim_{z=x,y \to R} u(z) = 0 \) uniformly in \( x \). For \( k = 1, 2, \ldots \) we take \( L_k > R \) such that if \( z = (x, y), \ |y| \geq L_k \), then \( |w(z)| \leq \frac{1}{k^2}, \ |u(z)| \leq \frac{1}{2k} \). Let

\[
\mathbb{S}^k = \{z = (x, y) \in \mathbb{S} \mid R < |y| < L_k\}
\]

with boundary \( \partial \mathbb{S}^k = \mathbb{S}_k^1 \cup \mathbb{S}_k^2 \cup \mathbb{S}_k^3 \), where

\[
\begin{align*}
\mathbb{S}_k^1 &= \{z = (x, y) \in \overline{\mathbb{S}} \mid |y| = R\}, \\
\mathbb{S}_k^2 &= \{z = (x, y) \in \overline{\mathbb{S}} \mid x \in \partial \mathbb{S}, R \leq |y| \leq L_k\}, \\
\mathbb{S}_k^3 &= \{z = (x, y) \in \overline{\mathbb{S}} \mid |y| = L_k\}.
\end{align*}
\]

By the strong maximum principle, for \( z \in \mathbb{S}^k \),

\[
w(z) - u(z)
\leq \max_{z \in \mathbb{S}_k^1} \{\max_{z \in \mathbb{S}_k^1} (w - u)^+(z), \max_{z \in \mathbb{S}_k^2} (w - u)^+(z), \max_{z \in \mathbb{S}_k^3} (w - u)^+(z)\}
\leq \frac{1}{k}.
\]
Let $k \to \infty$, then $w(z) \leq u(z)$ for $z = (x,y)$, $z \in \mathbb{S}$, $|y| \geq R$. Then we have

$$w(z) \leq u(z) \quad \text{for} \quad z \in \mathbb{S}.$$

2. For $0 < \delta < 1 + \lambda_1$, take $R' > 0$ such that $u^\delta \leq \frac{\delta}{2} u$ for $|y| \geq R'$. Define for $x \in B^{N-1}(0; d)$, $y \in \mathbb{R}$,

$$\begin{align*}
\frac{w_{-\delta}(z)}{\varphi_z} &= \inf_{z \in \mathbb{S}} \frac{w_{-\delta}(z)}{u(z)} \quad \text{for} \quad z \in \mathbb{S}; \\
v(z) &= \beta w_{-\delta}(z) \quad \text{for} \quad z \in \mathbb{S}.
\end{align*}$$

For $z \in \mathbb{S}$, $|y| \geq R'$ we have

$$\begin{align*}
-\Delta(u - v)(z) + (u - v)(z)
&= (-\Delta u(z) + u(z)) + (\Delta v(z) - v(z)) \\
&= u^{p-1}(z) + (-\delta - \frac{\sqrt{1 + \lambda_1 - \delta(n-1)}}{|y|})v(z) \\
&\leq \frac{\delta}{2}(u - v)(z);
\end{align*}$$

therefore,

$$-\Delta(u - v)(z) + (1 - \frac{\delta}{2})(u - v)(z) \leq 0.$$

As in part 1, we obtain

$$u(z) \leq v(z) \quad \text{for} \quad z \in \mathbb{S}. \quad \Box$$

As a consequence of Asymptotic Lemma 2, we have the following:

**Lemma 27** (Asymptotic Lemma 3). Let $\Omega_1 = \{z = (x,y) \in \Omega \mid |x| \leq \frac{2}{3}d, y \geq h + d\}$, let $u$ be a solution of equation (2) in $\Omega$, and let there exist $\epsilon > 0$, $c > 0$ such that

$$0 \leq f(z) \leq c \exp(-\sqrt{1 + \lambda_1 + \epsilon} \cdot |y|), \quad \text{for any} \quad z \in \Omega.$$

Then, for any $\delta$ with $0 < \delta < 1 + \lambda_1$, there exist $c_1 > 0$, $c_2 > 0$ such that

$$\begin{align*}
c_1 \exp(-\sqrt{1 + \lambda_1 + \delta} \cdot |y|) \leq u(z), & \quad \text{for all} \quad z \in \Omega_1, \\
u(z) \leq c_2 \exp(-\sqrt{1 + \lambda_1 - \delta} \cdot |y|), & \quad \text{for all} \quad z \in \Omega.
\end{align*}$$

**Remark 1.** Let $f \equiv 0$, from Lemma 27, we prove that every positive solution of equation (1) in $\Omega$ has the same asymptotic behavior as in Lemma 27.

4. Existence results

Recall the following two results, one for existence and another for nonexistence:

**Proposition 28.** Equation (1) in the infinite strip $\mathbb{S}$ admits a ground state solution $\pi$. Furthermore, every solution $u$ of equation (1) in $\mathbb{S}$ is radially symmetric in $x'$ and axially symmetric in $x_N$; that is to say, $u(x', x_N - \sigma) = u(|x'|, |x_N - \sigma|)$.

**Proof.** See Lien-Tzeng-Wang [16] Theorem 4.8 and Chen-Chen-Wang [6]. \quad \Box

**Proposition 29.** Equation (1) in the upper half strip $A$ does not admit any solution.
**Proof.** See Esteban-Lions [11, Theorem I.1].

Let, for \( h > d \), \( B = B^N((0, h); d/2) \), and \( \Omega = \Omega_h = A \setminus \overline{B} \) be the upper half strip with a hole. By Proposition 14, there is no ground state solutions of equation (1) in \( \Omega \). However, in this section, we prove that there exists a higher energy solution of equation (1) in \( \Omega \).

Let \( \overline{\Omega} \) be as in Proposition 28, \( \overline{\Omega} = (0, h) \in S \) and \( \phi : S \to [0, 1] \), a \( C^\infty \) cut-off function such that \( 0 \leq \phi \leq 1 \),

\[
\phi(z) = \begin{cases} 
0 & \text{for } z \in B \cup (S \setminus A), \\
1 & \text{for } z \in A \setminus (B^N((0, h); \frac{d}{3}d) \cup \{z = (x, y) \in S \mid y \leq d\}),
\end{cases}
\]

and

\[
I = \{0\} \times \left[-\frac{d}{2}, \frac{d}{2}\right], \quad I_h = \overline{\Omega} + I,
\]

\[
v_t(z) = \phi(z)\overline{u}(z - t - 2\overline{\Omega}) \quad \text{for } z \in S, \quad t \in I.
\]

Then \( v_t \in H^1_0(\Omega) \). Furthermore, we have

**Lemma 30.** For \( t \in I \) or \( \overline{\Omega} \in I_h \), where \( \overline{\Omega} = \overline{\Omega} + t \), then

1. \( \|v_t(z) - \overline{u}(z - t - 2\overline{\Omega})\|_{L^p(S)} = o(1) \) as \( h \to \infty \);
2. \( \|v_t(z) - \overline{u}(z - t - 2\overline{\Omega})\|_{H^1(S)} = o(1) \) as \( h \to \infty \);
3. \( F(v_t) = \alpha(S) + o(1) \) as \( h \to \infty \).

**Proof.**

1. We have

\[
\|v_t(z) - \overline{u}(z - t - 2\overline{\Omega})\|_{L^p(S)}^p = \int_S |\phi(z) - 1|^p |\overline{u}(z - t - 2\overline{\Omega})|^p \\
\leq \int_{S_{h+d}} |\overline{u}(z - t - 2\overline{\Omega})|^p \\
= o(1) \quad \text{as } h \to \infty.
\]

2. We have

\[
\|v_t(z) - \overline{u}(z - t - 2\overline{\Omega})\|_{H^1(S)}^2 \\
= \|(\phi(z) - 1)\overline{u}(z - t - 2\overline{\Omega})\|_{H^1(S)}^2 \\
\leq c \left( \frac{1}{d^2} + 1 \right) \int_{S_{h+d}} \left( |\nabla \overline{u}(z - t - 2\overline{\Omega})|^2 + |\overline{u}(z - t - 2\overline{\Omega})|^2 \right) \\
= o(1) \quad \text{as } h \to \infty.
\]

3. It follows from (1), (2), Proposition 28, and the following

\[
\alpha(S) = F(\overline{\Omega}) = \frac{1}{2} \overline{u}^2 - \frac{1}{p} b(\overline{u}) \\
= \frac{1}{2} a(v_t) - \frac{1}{p} b(v_t) + o(1) = F(v_t) + o(1).
\]

\( \square \)

From Lemma 30, since \( \|\overline{\Omega}\|_{H^1(S)}^2 = \|\overline{\Omega}\|_{L^p(S)}^p \), we have

\[
\left\{ \begin{array}{ll}
\|v_t\|_{H^1(S)}^2 = \|\overline{\Omega}\|_{H^1(S)}^2 + o(1) & \text{as } h \to \infty, \\
\|v_t\|_{L^p(S)}^p = \|\overline{\Omega}\|_{L^p(S)}^p + o(1) & \text{as } h \to \infty.
\end{array} \right.
\]
Therefore, \( ||v_t||_{L^1(S)}^p = ||v_t||_{L^p(S)}^p + o(1) \) as \( h \to \infty \). By Lemma 7, there exists \( \lambda_t > 0 \) such that \( u_t = \lambda_t v_t \) in \( M \): \( ||u_t||_{L^1(S)}^p = ||u_t||_{L^p(S)}^p \). Therefore, \( \lambda_t \to 1 \) as \( h \to \infty \), or \( F(u_t) = \alpha(S) + o(1) \) as \( h \to \infty \). For \( u \in H^1_0(\Omega) \), define the center mass function by

\[
j(u) = ||u||_{L^p(S)}^{-p} \int_S (\bar{h} + \frac{d}{2} \frac{z}{|z|}) |u(x,y)|^p \, dx \, dy.
\]

Let

\[
\alpha_0 = \inf \{ F(u) \mid u \in M, \ u \geq 0, \ j(u) = \bar{h} \}.
\]

**Proposition 31.** \( \alpha(S) = \alpha(\Omega) < \alpha_0 \).

**Proof.** By Proposition 14, \( \alpha(S) = \alpha(\Omega) \).

Clearly \( \alpha(S) \leq \alpha_0 \). Suppose \( \alpha(S) = \alpha_0 \). By Lemma 6, there is a sequence \( \{u_k\} \)
in \( M \), \( u_k \geq 0 \), \( j(u_k) = \bar{h} \) for each \( k \), such that

\[
\begin{cases}
F(u_k) = \alpha(S) + o(1) & \text{as } k \to \infty, \\
F'(u_k) = o(1) & \text{strongly in } H^{-1}(\Omega) \text{ as } k \to \infty.
\end{cases}
\]

By Lemma 17, there is an unbounded sequence \( \{0, y_k\} \) in \( S \) such that

\[
u_k(x,y) = \bar{\pi}(x,y - y_k) + o(1) \quad \text{strongly in } H^1_0(S),
\]

where \( \bar{\pi} \) is as in Proposition 28. Assume \( (\bar{h} + \frac{d}{2} \frac{(0,y_k)}{|(0,y_k)|}) = \zeta + o(1) \) as \( k \to \infty \), where \( \zeta \in \partial I_h \), then by the Lebesgue Dominated Convergence Theorem, we have

\[
\bar{t} = j(u_k) = \| u_k \|_{L^p(S)}^{-p} \int_S (\bar{h} + \frac{d}{2} \frac{z}{|z|}) |u_k(x,y)|^p \, dx \, dy
\]

\[
= \| \bar{\pi} \|_{L^p(S)}^{-p} \int_S (\bar{h} + \frac{d}{2} \frac{(x,y+y_k)}{|(x,y+y_k)|}) |\bar{\pi}(x,y)|^p \, dx \, dy + o(1)
\]

\[
= \zeta + o(1) \quad \text{as } k \to \infty,
\]

which is a contradiction. Therefore, \( \alpha(S) = \alpha(\Omega) < \alpha_0 \).

Let

\[
\begin{cases}
V = \{ u \in M \mid u \geq 0 \}; \\
\Gamma = \{ k : I_h \to V \text{ continuous } |k(\bar{t}) = u_t \text{ for } t \in \partial I \}; \\
\alpha_1 = \inf_{k \in \Gamma} \max_{t \in I_h} F(k(\bar{t})).
\end{cases}
\]

**Proposition 32.** There is \( h_0 > 0 \) such that for \( h \geq h_0 \),

1. \( \alpha(S) < F(u_t) < \frac{\alpha_1 + \alpha(S)}{2} < \alpha_0 \), for \( t \in I \);
2. \( \alpha(S) < F(u_t) < \frac{2^{2} \alpha_1}{3} \alpha(S) \), for \( t \in I \);
3. \( \langle j \circ u_t, \bar{t} \rangle > 0 \), for \( t \in \partial I \).

**Proof.** 1 and 2 follow from Propositions 14 and 31 and Lemma 30.

3. There are \( c_1, c_2 > 0 \) such that \( c_1 \leq \| \phi(z) \bar{u} \bar{u} - t - 2\bar{h} \|_{L^p(S)} \leq c_2 \). For \( t \in \partial I \) with \( z = t + 2\bar{h} \neq 0 \), we have

\[
\left( \frac{z + t + 2\bar{h}}{|z + t + 2\bar{h}|} , t \right) = \left( |z + t + 2\bar{h}| - \frac{1}{|z + t + 2\bar{h}|}(z + t + 2\bar{h}, z + 2\bar{h}) \right)
\]

\[
\geq |z + t + 2\bar{h}| - |z + 2\bar{h}| \geq |t| - 2 |z + 2\bar{h}| = \frac{d}{2} - 2 |z + 2\bar{h}|.
\]
Then there are constants $c_3, c_4, c_5, c_6, h_0 > 0$ such that for $h \geq h_0$

$$
(j(u_t), \overline{t} + t) = \| u_t(z) \|^p_{L^p(S)} \int_S \left( \overline{t} + \frac{d}{2} |z| \overline{t} + t \right) |u_t(z)|^p dz
$$

$$
= c_3 \int_S \left( \overline{t} + \frac{d}{2} |z| \overline{t} + t \right) |\phi(z)\overline{u}(z - t - 2\overline{t})|^p dz
$$

$$
= c_3 \int_S \left( \overline{t} + \frac{d}{2} |z + t + 2\overline{t}| - \overline{t} + t \right) |\phi(z + t + 2\overline{t})\overline{u}(z)|^p dz
$$

$$
\geq c_3 (h^2 c_5 - h c_4 c_5 - h c_5 - 2c_6 - 4hc_5) > 0 \quad \text{as} \quad h \geq h_0.
$$

where $\int_S |\phi(z + t + 2\overline{t})\overline{u}(z)|^p dz \geq c_5$ and $\int_S |z| |\phi(z + t + 2\overline{t})\overline{u}(z)|^p dz \geq c_6$. By Lemma 26, $c_4 < \infty$.

**Proposition 33.** For $h \geq h_0$, we have

$$
\alpha(S) < \alpha_0 = \alpha_1 < 2^{\frac{p}{p-1}} \alpha(S).
$$

**Proof.** We claim that

1. $\alpha_0 = \alpha_1$ For any $k \in \Gamma$, consider the homotopy $H(\lambda, \overline{t}) : [0, 1] \times I_h \to \mathbb{R}^N$ defined by

$$
H(\lambda, \overline{t}) = (1 - \lambda) j(k(\overline{t})) + \lambda i(\overline{t}),
$$

where $i$ denotes the identity map. Note that $j(k(\overline{t})) = j(u_t)$ for $\overline{t} \in \partial I_h$. By Proposition 32 (3), $H(\lambda, \overline{t}) \neq h$ for $\overline{t} \in \partial I_h$ and $\lambda \in [0, 1]$. Therefore,

$$
\deg(j \circ k, I_h, h) = \deg(i, I_h, h) = 1.
$$

There exists $t_0 \in I_h$ such that

$$
j(k(t_0)) = h.
$$

Hence, for each $k \in \Gamma$,

$$
\alpha_0 = \inf \{ F(u) \mid u \in M, \ u \geq 0, \ j(u) = h \}
$$

$$
\leq F(k(t_0))
$$

$$
\leq \max_{\overline{t} \in I_h} F(k(\overline{t})).
$$

We have $\alpha_0 \leq \alpha_1$. On the other hand, by Proposition 32 (1), for $t \in I$, we have $u_t \in V$ and $F(u_t) < \alpha_0$. Thus $\max_{t \in I} F(u_t) \leq \alpha_0$, or $\alpha_1 \leq \alpha_0$.

2. $\alpha_1 < 2^{\frac{p}{p-1}} \alpha(S)$: By Proposition 32 (2), $F(u_t) < 2^{\frac{p}{p-1}} \alpha(S)$ for $t \in I$. Thus

$$
\max_{t \in I} F(u_t) < 2^{\frac{p}{p-1}} \alpha(S).
$$

We have $\alpha_1 < 2^{\frac{p}{p-1}} \alpha(S)$. By Proposition 32 (1), we have

$$
\alpha(S) < \alpha_0 = \alpha_1 < 2^{\frac{p}{p-1}} \alpha(S).
$$

Now we are going to assert that there is a higher energy solution of equation (1) in $\Omega$.

**Theorem 34.** Suppose that the solution of equation (1) in the infinite strip $S$ is unique up to $y$-translations. There exists $h_0 > 0$ such that if $h \geq h_0$, then there is a positive higher energy solution $v$ of equation (1) in the upper half strip with a hole $\Omega$ such that $\alpha(S) < F(v) < 2^{\frac{p}{p-1}} \alpha(S)$. 


Proof. Note that \( \alpha_0 = \inf \{ F(u) \mid u \in \mathbf{M}, u \geq 0, j(u) = \tilde{h} \} \). Take a minimizing sequence \( \{ u_k \} \) in \( \mathbf{M} \): \( F(u_k) \to \alpha_0 \) as \( k \to \infty \). By Lemma 6, \( \{ u_k \} \) is a \((P)_{\alpha_0}\)-sequence for \( F : F(u_k) \to \alpha_0 \) and \( F'(u_k) \to 0 \) as \( k \to \infty \). By Lemma 17, there exist an integer \( \ell \geq 0 \), sequences \( \{ z_k^1 \} \), where \( z_k^1 = (0, y_k^1) \in \mathcal{S} \) for \( 1 \leq i \leq \ell \), such that for some subsequence \( \{ u_k \} \), there are \( u^0 \in H^1_0(\Omega) \), \( u^0 \geq 0 \) in \( \Omega \), \( u^i \in H^1_0(\mathcal{S}) \), \( u^i > 0 \) in \( \mathcal{S} \), \( 1 \leq i \leq \ell \), satisfying

\[
\begin{align*}
\begin{cases}
    u_k(z) = u^0(z) + [u^1(z - z_k^1) + u^2(z - z_k^2) + \cdots \\
    + u^\ell(z - z_k^\ell)] + o(1) \quad \text{strongly in } H^1_0(\mathcal{S}), \\
    -\Delta u^0 + u^0 = (u^0)^{p-1} \quad \text{in } \Omega, \\
    -\Delta u^i + u^i = (u^i)^{p-1} \quad \text{in } \mathcal{S}, \ 1 \leq i \leq \ell, \\
    F(u_k) = F(u^0) + \sum_{i=1}^{\ell} F(u^i) + o(1) \quad \text{as } k \to \infty.
\end{cases}
\end{align*}
\]

Suppose that the solution of equation (1) in the infinite strip \( \mathcal{S} \) is unique up to \( y \)-translations and from Proposition 28, we obtain that the \( u^i \) are the same and \( F(u^i) = \alpha(\mathcal{S}) \) for \( i = 1, 2, \cdots, l \). Therefore,

\[
\alpha_0 = F(u^0) + l \alpha(\mathcal{S}).
\]

Since \( \alpha(\mathcal{S}) < \alpha_0 < 2^{\frac{2}{p-2}} \alpha(\mathcal{S}) \), we conclude that \( u^0 \) is nonzero and \( l = 0 \). Thus there is a positive higher energy solution \( u = u^0 \) of equation (1) in the upper half strip with a hole \( \Omega \) such that \( \alpha(\mathcal{S}) < F(u) = \alpha_0 < 2^{\frac{2}{p-2}} \alpha(\mathcal{S}) \).

5. Dynamic systems of solutions

As in Section 4, for \( k = 1, 2, \cdots \), define \( \Omega_k = \mathbb{A} \setminus B^\infty((0, h), \frac{1}{k}) \), where \( h \geq 2h_0, \frac{1}{k} < d \), then \( \Omega_k \) is an increasing sequence such that \( \mathbb{A} \setminus \{ 0 \} = \bigcup_{k=1}^\infty \Omega_k \). By Theorem 34, we have, for each \( k \), a positive solution \( u_k \in H^1_0(\Omega_k) \) of \( -\Delta u_k + u_k = u_k^{p-1} \) in \( \Omega_k \) satisfying

\[
\alpha(\mathcal{S}) < F(u_k) < 2^{\frac{2}{p-2}} \alpha(\mathcal{S}).
\]

Moreover, we have

**Lemma 35.** If \( u_k \rightharpoonup u \) weakly in \( H^1_0(\mathbb{A}) \) as \( k \to \infty \), then \( u \equiv 0 \).

**Proof.** For \( \varphi \in C_0^\infty(\mathbb{A}) \), we have

\[
\int_{\mathbb{A}} u_k(-\Delta \varphi + \varphi) = \int_{\mathbb{A}} (-\Delta u_k + u_k) \varphi = \int_{\mathbb{A}} u_k^{p-1} \varphi.
\]

Let \( k \to \infty \), we obtain

\[
\int_{\mathbb{A}} u(-\Delta \varphi + \varphi) = \int_{\mathbb{A}} u^{p-1} \varphi.
\]

Thus \( -\Delta u + u = u^{p-1} \) in \( \mathbb{A} \). By Proposition 29, \( u \equiv 0 \), or \( u_k \rightharpoonup 0 \) weakly in \( H^1_0(\mathbb{A}) \) as \( k \to \infty \).

We have the following dynamic systems of solutions \( \{ u_k \} \):

**Theorem 36.** \( |\nabla u_k|^2 dz = c \delta_0 + o(1) \) for some positive number \( c \).
Lemma 17 in Proof.

Note that $k$ and $\nu_k = |u_k|^p dz = \nu + o(1)$ weak*, then by the second concentration lemma (see Lions [18, Lemma I.1, p. 24]), there exist $\{a_j\}_{j=1}^{\infty}, \{b_j\}_{j=1}^{\infty}$ in $\mathbb{R}^+$ such that

\[
m^{p/(p-2)} + o(1) = \|u_k\|_{H^1(\Omega_k)}^2 = \int_{\Omega} d\mu_k = \int_{\Omega} d\mu + o(1)
\]

\[
\geq \|u\|_{H^1(\Omega_k)}^2 + \sum_j a_j + o(1)
\]

\[
\geq m(\|u\|_{L^p}^2 + \sum_j b_j) + o(1)
\]

\[
\geq m(\|u\|_{L^p}^2 + \sum_j b_j) + o(1)
\]

\[
= m(\int_{\Omega} d\nu) + o(1)
\]

By Lemma 35, $u = 0$. Thus only one of $a_j$ is different from 0, say $a_1 = c > 0$, $a_j = 0, j = 2, 3, \cdots$. Thus $|\nabla u_k|^2 dz = c\delta_{z_1} + o(1)$. Clearly $z_1 = 0$.

Similarly, let $\{w_k\}$ be the solutions of equation (1) in the interior flask domains $D_k$ as in Theorem 15, where $k > \delta_0$. Then we have the dynamic systems of $\{w_k\}$ as follows:

**Theorem 37.** Let $\varpi$ be as in Lemma 16. Then $w_k \rightarrow \varpi$ strongly in $H^1(\mathbb{R}^N)$ as $k \rightarrow \infty$.

**Proof.** Note that

\[
\begin{align*}
F(w_k) &= \alpha(\mathbb{R}^N) + o(1), \\
F'(w_k) &= o(1) \text{ as } k \rightarrow \infty.
\end{align*}
\]

Note that with the same proof, Lemma 17 still holds in the entire space $\mathbb{R}^N$. By Lemma 17 in $\mathbb{R}^N$, we prove that there exist an integer $\ell \geq 0$, sequences $\{z_k^i\} \subset \mathbb{R}^N$ for $0 \leq i \leq \ell$, such that for some subsequence $\{w_k\}$, there are $w^i \in H^1(\mathbb{R}^N), w^i > 0$ in $\mathbb{R}^N$ for $0 \leq i \leq \ell$, satisfying

\[
\begin{align*}
w_k(z) &= w^0(z) + |w^1(z - z_k^1) + w^2(z - z_k^2) + \cdots + w^\ell(z - z_k^\ell)| + o(1) \text{ strongly in } H^1(\mathbb{R}^N), \\
-\Delta w^i + w^i &= (w^i)^{p-1} \text{ in } \mathbb{R}^N, 0 \leq i \leq \ell, \\
F(w_k) &= \sum_{i=0}^\ell F(w^i) + o(1) \text{ as } k \rightarrow \infty,
\end{align*}
\]

then by $F(w_k) = \alpha(\mathbb{R}^N) + o(1)$, we conclude that $w_k(z) = \varpi(z) + o(1)$ strongly in $H^1(\mathbb{R}^N)$.

\[\square\]

6. **Multiple solutions of perturbed equations**

In this section, we prove that there are two solutions of equation (2) in $\Omega$. 
Denote
\[ c(p) = \left( \frac{1}{2} - \frac{1}{2(p-1)} \right)^2 \left( \frac{p}{2(p-1)} \right)^{\frac{p}{2p-2}}, \]

\[ Q_\rho = \{ u \in H_0^1(\Omega) \mid \| u \|_{H^1(\Omega)} < \rho \}. \]

We have

**Lemma 38.** If \( \| f \|_{L^2(\Omega)}^2 \leq c(p) \), then there exists a positive constant \( \rho_0 \) such that \( F_f(u) \geq 0 \) for any \( u \in \partial Q_{\rho_0} \).

**Proof.** It is easy to see that the continuous function \( k(t) : [0, +\infty) \rightarrow \mathbb{R} \) defined by
\[ k(t) = \frac{1}{2} - \frac{1}{p} m^{-\frac{p}{p-1}} t^{p-1}, \]

attains its maximum at \( \rho_0 = \left[ \frac{p}{2(p-1)} m^\frac{p}{p-1} \right]^{\frac{p}{p-1}} \) and of the maximum value
\[ k(\rho_0) = \left( \frac{1}{2} - \frac{1}{2(p-1)} \right) \left( \frac{p}{2(p-1)} \right)^{\frac{p}{2p-2}} m^{\frac{p}{p-1}}. \]

If \( \| f \|_{L^2(\Omega)}^2 \leq c(p) = k(\rho_0)^2 \), we have, for all \( u \in \partial Q_{\rho_0} \),
\[ F_f(u) = \frac{1}{2} a(u) - \frac{1}{p} b(u) - \int_{\Omega} fu \]
\[ \geq \frac{1}{2} \| u \|_{H^1(\Omega)}^2 - \frac{1}{p} m^{-\frac{p}{p-1}} \| u \|_{H^1(\Omega)}^p - \| f \|_{L^2(\Omega)} \| u \|_{H^1(\Omega)} \]
\[ \geq 0. \]

**Remark 2.** Let \( \rho_0 \) be as in Lemma 38. Then for \( \epsilon > 0 \) small enough, there exists \( \delta > 0 \) such that \( F_f(u) \geq -\epsilon \) for any \( u \in \{ u \in H_0^1(\Omega) \mid \rho_0 - \delta \leq \| u \|_{H^1(\Omega)} \leq \rho_0 \} \).

**Theorem 39.** If \( f \neq 0 \), \( f \geq 0 \) and \( \| f \|_{L^2(\Omega)}^2 \leq c(p) \), then there exists \( u_0 \in Q_{\rho_0} \) such that \( F_f(u_0) = \min \{ F_f(u) \mid u \in Q_{\rho_0} \} < 0 \) and \( u_0 \) is a solution of equation (2) in \( \Omega \).

**Proof.** Since \( f \neq 0 \) and \( f \geq 0 \), we can choose a function \( \varphi \in H_0^1(\Omega) \) such that \( f_\Omega \varphi > 0 \). For \( \lambda \in (0, +\infty) \), we have
\[ F_f(\lambda \varphi) = \frac{\lambda^2}{2} a(\varphi) - \frac{\lambda^p}{p} b(\varphi) - \lambda \int_{\Omega} f \varphi. \]

Then, for \( \lambda \) small enough, \( F_f(\lambda \varphi) < 0 \). Therefore, \( \beta = \inf \{ F_f(u) \mid u \in Q_{\rho_0} \} < 0 \). Clearly \( \beta > -\infty \). By Remark 2, there is \( 0 < \rho_1 < \rho_0 \) such that \( F_f(u) \geq \frac{\beta}{2} \) for \( u \in \{ u \in H_0^1(\Omega) \mid \rho_1 \leq \| u \|_{H^1(\Omega)} \leq \rho_0 \} \). By the Ekeland Variational Principle [10], there exists a \((PS)\)-sequence \( \{ u_k \} \subset Q_{\rho_0} \). By Lemma 6 and 17, there exist a subsequence \( \{ u_k \} \), an integer \( \ell \geq 0 \), solutions \( u^i \) of equation (1) in \( S, 1 \leq i \leq \ell \), and a solution \( u_0 \) in \( Q_{\rho_0} \) of equation (2) such that \( u_k \rightarrow u_0 \) weakly in \( H_0^1(\Omega) \) and \( \beta = F_f(u_0) + \sum_{i=1}^{\ell} F(u^i) \). Note that \( F(u^i) \geq F(\bar{u}) > 0 \), where \( \bar{u} \) is the ground state solution of Proposition 28, for \( i = 1, 2, \ldots, \ell \). Since \( u_0 \in Q_{\rho_0} \), we have \( F_f(u_0) \geq \beta \). We conclude that \( \ell = 0, F_f(u_0) = \beta \) and \( F_f'(u_0) = 0 \).
We have obtained a solution of equation (2) in $\Omega$. In this section, we will assert that equation (2) in $\Omega$ admits another solution.

Let $\phi$ be as in Lemma 30. Let $e_N = (0, \cdots, 1) \in \mathbb{R}^N$, denote

$$\pi_\lambda(z) = \phi(z)\pi(z + \lambda e_N), \quad \lambda \in [0, +\infty),$$

where $\pi$ is the ground state solution of Proposition 28.

**Lemma 40.** If $f \geq 0$, $f \neq 0$, $\|f\|_{L^2(\Omega)}^2 \leq c(p)$ and there exist positive constants $\epsilon, c$ such that $0 \leq f(z) \leq c \exp(-\sqrt{1 + \lambda + \epsilon |y|})$, for all $z \in \Omega$. Then there exists $\lambda_0 > 0$ such that, for $\lambda \geq \lambda_0$, we have

$$\sup_{t \geq 0} F_f(u_0 + t\pi_\lambda) < F_f(u_0) + F(\pi),$$

where $u_0$ is the local minimum in Theorem 39.

**Proof.** Since $F_f$ is continuous in $H_0^1(\Omega)$, there exists $t_0 > 0$ such that for $0 \leq t < t_0$,

$$F_f(u_0 + t\pi_\lambda) < F_f(u_0) + F(\pi) \quad \text{for all } \lambda \in [0, +\infty).$$

Then we only need to verify the inequality

$$\sup_{t \geq t_0} F_f(u_0 + t\pi_\lambda) < F_f(u_0) + F(\pi),$$

for $\lambda$ large enough. First, we observe that if $r, o$ are arbitrary nonnegative, then there exists a constant $c > 0$ independent of $r$ and $o$ such that

$$(r + o)^p \geq r^p + o^p + p(r^{p-1}o + ro^{p-1}) - cr^{\frac{p}{2}}o^{\frac{p}{2}}.$$

Hence we get

$$\int_\Omega (u_0 + t\pi_\lambda)^p dx \geq \int_\Omega \left[ u_0^p + (t\pi_\lambda)^p + p(tu_0^{p-1}\pi_\lambda + (t\pi_\lambda)^{p-1}u_0) \right] dx - c \int_\Omega u_0^{\frac{p}{2}}(t\pi_\lambda)^{\frac{p}{2}} dx.$$

We deduce for $t \geq t_0$,

$$F_f(u_0 + t\pi_\lambda)$$

$$= \frac{1}{2} \int_\Omega (|\nabla (u_0 + t\pi_\lambda)|^2 + |u_0 + t\pi_\lambda|^2) - \frac{1}{p} \int_\Omega (u_0 + t\pi_\lambda)^p - \int_\Omega f(z)(u_0 + t\pi_\lambda)$$

$$\leq F_f(u_0) + F(\pi) - t^\frac{p-2}{p} \int_\Omega u_0^{\frac{p}{2}} - c \int_\Omega u_0^{\frac{p}{2}}\pi_\lambda^{\frac{p}{2}}.$$

We choose $\delta > 0$ small enough, such that

$$\sqrt{1 + \lambda_1} + \delta < \frac{p}{2} \sqrt{1 + \lambda_1 - \delta}.$$

Applying Lemma 27, we find that there exist positive constants $c_1, c_2$ such that, for all $\lambda \in [0, +\infty)$,

$$\int_\Omega \pi_\lambda^{p-1}u_0 \geq c_1 \int_\Omega e^{-\sqrt{1 + \lambda_1 + \delta} |y|} dz,$$

$$\int_\Omega u_0^{\frac{p}{2}}\pi_\lambda^{\frac{p}{2}} \leq c_2 \int_\Omega e^{-\sqrt{1 + \lambda_1 - \delta} |y|} dz.$$
Now, let $z_N = \langle z, e_N \rangle$, we deduce, as $\lambda \to \infty$, where $\Omega_1$ is as in Lemma 27,
\[
\int_{\Omega} \frac{u_0}{\lambda} - u_0 \geq c_1 \int_{\Omega_1} \frac{u_0}{\lambda} e^{-\sqrt{1+\lambda_1+\delta} |y|} dz
= c_1 \int_{\Omega_1} \frac{u_0}{\lambda} \left( e^{-\sqrt{1+\lambda_1+\delta} |y|} + o(1) \right) e^{-\lambda \sqrt{1+\lambda_1+\delta}},
\]
and
\[
\int_{\Omega} \frac{u_0^2}{\lambda} \leq c_2 \int_{\Omega} \frac{u_0^2}{\lambda} e^{-\frac{\lambda}{2} \sqrt{1+\lambda_1-\delta} |y|} dz
= c_2 \int_{\Omega} \frac{u_0^2}{\lambda} \left( e^{-\frac{\lambda}{2} \sqrt{1+\lambda_1-\delta} |y|} + o(1) \right) e^{-\frac{\lambda}{2} \sqrt{1+\lambda_1-\delta}}.
\]
Then we find that there exists $\lambda_0 > 0$ such that, for $\lambda \geq \lambda_0$,
\[
(4) \quad z_0 = \frac{2}{\lambda_0} \int_{\Omega} \frac{u_0}{\lambda} - u_0 - c \int_{\Omega} \frac{u_0^2}{\lambda} > 0.
\]
Therefore, for $\lambda \geq \lambda_0$,
\[
\sup_{t \geq 0} F_f(u_0 + t\Pi_{\lambda}) < F_f(u_0) + F(\Pi).
\]

**Theorem 41.** Let $f \geq 0$, $f \not= 0$, $\| f \|_{L^2(\Omega)}^2 \leq c(p)$ and there exist positive constants $\epsilon, c$ such that $0 \leq f(z) \leq c \exp \left( -\sqrt{1+\lambda_1+\epsilon |y|} \right)$ for all $z \in \Omega$. Then equation (2) has at least two positive solutions.

**Proof.** By Lemma 40, there exists $\rho_0 > 0$ such that
\[
F_f(u) \geq 0 \quad \text{for } u \in \partial Q_{\rho_0}.
\]
Fix $\lambda \geq \lambda_0$ such that
\[
\sup_{t \geq 0} F_f(u_0 + t\Pi_{\lambda}) < F_f(u_0) + F(\Pi).
\]
From (3) and (4), it is easy to see that there exists $t_1 > 0$ such that $F_f(u_0 + t_1\Pi_{\lambda}) < 0$ for $t \geq t_1$ and $u_0 + t_1\Pi_{\lambda} \not\in Q_{\rho_0}$. Set
\[
\Gamma = \left\{ \kappa \in C \left( [0, 1], H^1_0(\Omega) \right) \mid \kappa(0) = u_0, \kappa(1) = u_0 + t_1\Pi_{\lambda} \right\},
\]
\[
c = \inf_{\kappa \in \Gamma} \max_{s \in [0, 1]} F_f(\kappa(s)).
\]
By Lemma 38 and 40, we have
\[
0 \leq c = \inf_{\kappa \in \Gamma} \max_{s \in [0, 1]} F_f(\kappa(s)) < F_f(u_0) + F(\Pi).
\]
We conclude that $F_f$ satisfies the Mountain Pass hypothesis, so there exists a $(PS)_c$ sequence $\{u_k\}$ in $H^1_0(\Omega)$ such that
\[
\begin{cases}
F_f(u_k) \rightarrow c, \\
F_f'(u_k) \rightarrow 0 \quad \text{strongly in } H^{-1}(\Omega).
\end{cases}
\]
By Lemma 17, there exist a subsequence \( \{ u_k \} \), nonnegative integer \( \ell \), positive solutions \( u_i, 1 \leq i \leq \ell \), of equation (1) in \( S \), and a positive solution \( u^0 \) of equation (2) in \( \Omega \) such that
\[
c = F_f(u^0) + \sum_{i=1}^{\ell} F(u_i).
\]

Next, we prove \( u^0 \) is another positive solution of equation (2) in \( \Omega \). As a matter of fact, we have
\[
F_f(u_0) < c = F_f(u^0) + \lambda F(\overline{u}) < F_f(u_0) + F(\overline{u}),
\]
where \( \lambda \geq 1 \) if \( \ell \geq 1 \), \( \lambda = 0 \) if \( \ell = 0 \).

1. If \( \ell = 0 \), then \( F_f(u_0) < F_f(u^0) \).
2. If \( \ell \geq 1 \), then \( F_f(u^0) < F_f(u_0) \).

\[ \square \]
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