STRICHARTZ ESTIMATES IN THE HYPERBOLIC SPACE AND GLOBAL EXISTENCE FOR THE SEMILINEAR WAVE EQUATION

DANIEL TATARU

Abstract. The aim of this article is twofold. First we consider the wave equation in the hyperbolic space $\mathbb{H}^n$ and obtain the counterparts of the Strichartz type estimates in this context. Next we examine the relationship between semilinear hyperbolic equations in the Minkowski space and in the hyperbolic space. This leads to a simple proof of the recent result of Georgiev, Lindblad and Sogge on global existence for solutions to semilinear hyperbolic problems with small data. Shifting the space-time Strichartz estimates from the hyperbolic space to the Minkowski space yields weighted Strichartz estimates in $\mathbb{R}^n$ which extend the ones of Georgiev, Lindblad, and Sogge.

1. Introduction

We start by explaining the relationship between the wave equation in $\mathbb{R}^n \times \mathbb{R}$ and the wave equation in the hyperbolic space. Denote by $(x,t)$ the cartesian coordinates in the Minkowski space $\mathbb{R}^n \times \mathbb{R}$ and by $(r,\Theta)$ the polar coordinates in $\mathbb{R}^n$, $x = r\Theta$, $r = |x|$. In the forward light cone $\{t^2 - x^2 > 0, \ t > 0\}$ introduce the new coordinates $(\tau,s,\Theta)$ by

$$
x = \Theta \ e^\tau \sinh s, \\
t = \ e^\tau \cosh s.
$$

We interpret $(s,\Theta)$ as the polar coordinates in the hyperbolic space $\mathbb{H}^n$, while $\tau$ will be the substitute for time. The level surfaces $\tau = \text{const}$ are the hyperboloids $t^2 - x^2 = e^{2\tau}$.

The volume element changes to

$$
dx \ dt = r^{n-1} \ dr \ d\Theta = e^{(n+1)\tau} \sinh s)^{n-1} d\tau \ ds \ d\Theta,
$$

which further gives

$$
dx \ dt = e^{(n+1)\tau} d\tau \omega,
$$

where $\omega$ is the volume element in the hyperbolic space $\mathbb{H}^n$.

Denote by $\Box$ the wave operator in the Minkowski space,

$$
\Box = -\partial_t^2 + \Delta_x.
$$
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In polar coordinates it can be expressed as
\[ \square = -\partial_t^2 + \partial_r^2 + \frac{n-1}{r} \partial_r + \frac{1}{r^2} \partial_\theta^2, \]
where \( \partial_\theta^2 \) is the spherical Laplacian. Now we want to write \( \square \) in the new coordinates. Set
\[ \rho = \frac{n-1}{2}. \]
Then a simple computation leads to
\[ \square = e^{-2\tau}(-\partial_t^2 - 2\rho \partial_r + \Delta_H), \]
where \( \Delta_H \) is the Laplace-Beltrami operator in the hyperbolic space, whose expression in polar coordinates is
\[ \Delta_H = \partial_r^2 + 2\rho(\coth s)\partial_r + (\sinh s)^{-2} \partial_\theta^2. \]
This expression can be simplified if we conjugate it by \( e^{\rho\tau} \). Then we obtain
\[ e^{\rho\tau} \square e^{-\rho\tau} = e^{-2\tau} \square_H, \]
where \( \square_H \) is the wave operator in the hyperbolic space,
\[ \square_H = -\partial_t^2 + (\Delta_H + \rho^2). \]
For the convenience of the reader we recall that the spectrum of \( -\Delta_H \) is \( [\rho^2, \infty) \).

2. The spherical function and the spherical transform in \( \mathbb{H}^n \)

The aim of this section is to give a brief overview of the spherical function and the spherical Fourier transform in \( \mathbb{H}^n \). We direct the reader who is interested in more details to \([2]\) and the references therein. In the more general context of symmetric spaces, see \([10]\).

Given a spherically symmetric function \( f = f(s) \) in \( \mathbb{H}^n \), we can define its spherical transform (which is an analogue of the Fourier transform in \( \mathbb{R}^n \) acting on spherically symmetric functions) by
\[ \tilde{f}(\lambda) = \int_0^\infty f(s) \Phi_\lambda(s)(\sinh s)^{2\rho} \, ds, \quad \lambda \in [0, \infty), \]
where \( \Phi_\lambda(s) \) is the spherical function in \( \mathbb{H}^n \). Of the many integral formulas for \( \Phi_\lambda(s) \) we shall use the following (see \([2]\)):
\[ \Phi_\lambda(s) = \frac{2^{\rho-1}\Gamma(\rho + \frac{1}{2})}{\Gamma(\rho)(\sinh s)^{2\rho-1}} \int_{-s}^s e^{i\lambda \mu}(\cosh s - \cosh \mu)^{\rho-1} \, d\mu. \]
Observe that, as a function of \( \lambda \), \( \Phi_\lambda(s) \) can be extended to an even entire function in the complex plane.

The inversion formula (an “inverse Fourier transform”) is
\[ f(s) = \int_0^\infty \tilde{f}(\lambda) \Phi_\lambda(s)|c(\lambda)|^{-2} \, d\lambda, \]
where \( c(\lambda) \) is the Harish-Chandra c-function,
\[ c(\lambda) = \frac{2^{2\rho-1}\Gamma(\rho + \frac{1}{2})\Gamma(i\lambda)}{\pi^{1/2}\Gamma(\rho + i\lambda)}. \]
Spherically symmetric multipliers can be defined in an abstract fashion in $\mathbb{H}^n$ as functions of the modified Laplace-Beltrami operator $-\Delta_H - \rho^2$. Given a symbol $a(\lambda)$, the inversion formula yields the spherically symmetric kernel of the corresponding operator $A(|D|)$, $|D| = (-\Delta_H - \rho^2)^{1/2}$, as

$$K(s) = \int_0^\infty a(\lambda)\Phi_\lambda(s)|c(\lambda)|^{-2} \, d\lambda,$$

where

$$(Af)(z) = \int_{\mathbb{H}^n} f(y)K([z,y])\,dy.$$  

Here $[z,y]$ denotes the Riemannian distance between $y$ and $z$ in $\mathbb{H}^n$.

As usual, all multipliers with bounded symbols are $L^2$ bounded. The question of the $L^p$ boundedness of spherically symmetric multipliers has been addressed in [4]. Unlike in $\mathbb{R}^n$, here one needs symbols which have a holomorphic extension in a strip if $p \neq 2$.

**Theorem 1.** Let $1 < p < \infty$ and $\beta(p) = \rho \left| 1 - \frac{2}{p} \right|$. Let $a(\lambda)$ be an even holomorphic $S^0$ symbol in the strip $|\Re\lambda| \leq \beta(p)$. Then the multiplier $A(|D|)$ is bounded in $L^p(\mathbb{H}^n)$.

We conclude this section with some precise asymptotics at infinity for $c^{-1}(\lambda)$ and $\Phi_\lambda(s)$, which are needed in the sequel. For $c^{-1}(\lambda)$ we have the following lemma:

**Lemma 2.1.** The Harish-Chandra c-function $c(\lambda)$ has the following properties:

a) $c^{-1}(\lambda)$ is a holomorphic $S^0$ symbol in the strip $|\Re\lambda| \leq \rho$ with the possible exception of a simple pole at $\lambda = -i\rho$.

b) The principal symbol of $c^{-1}$ is

$$\frac{2^{2\rho-1}\Gamma(\rho + \frac{1}{2})}{\pi^{1/2}}(i\lambda + 0)^\rho.$$

This follows directly from [8]. Observe that (b) implies that for large $\lambda$ we have

$$c^{-1}(\lambda) = \frac{2^{2\rho-1}\Gamma(\rho + \frac{1}{2})}{\pi^{1/2}}(i\lambda + 0)^\rho + O(|\lambda|^{\rho-1}).$$

For the spherical function $\Phi_\lambda(s)$, matters are a bit more complicated. Start with the following bound, which is a simple consequence of [8]:

$$|\Phi_\lambda(s)| \leq ce^{-\rho s}(1 + s), \quad \lambda \in \mathbb{R}.$$  

This is good enough for small $\lambda$ but is imprecise as $\lambda \to \infty$. A better result is

**Lemma 2.2.** a) Suppose that $s \geq 1$. Then

$$\sinh s^\rho \Phi_\lambda(s) = 2^\rho\Gamma(\rho + \frac{1}{2})\cos(\lambda|s - \frac{\rho\pi}{2}|\lambda)^{-\rho} + O(|\lambda|^{-\rho-1}), \quad \lambda \geq 1,$$

and

$$\sinh s^\rho \Phi_\lambda(s) = \frac{2^\rho\Gamma(\rho + \frac{1}{2})}{\Gamma(\rho)}\frac{\sin \lambda s}{\lambda} + O(1), \quad 0 \leq \lambda \leq 1.$$

b) Suppose that $s \leq 1$, $s\lambda \geq 1$. Then

$$\sinh s^\rho \Phi_\lambda(s) = 2^\rho\Gamma(\rho + \frac{1}{2})\cos(\lambda|s - \frac{\rho\pi}{2}|\lambda)^{-\rho} + O(s^{-1}|\lambda|^{-\rho-1}).$$
Proof. (a1) The estimate for large \( s \) and large \( \lambda \). We use the formula (10). First we cut off the integral at \( \pm(s-1) \). Thus, let \( \chi \) be a smooth cutoff function so that \( \chi(x) = 1 \) for \( x < \frac{1}{2} \) and \( \chi(x) = 0 \) for \( x \geq 1 \). Then we claim that the integral
\[
I = (\sinh s)^{1-2\rho} \int_{-s}^{s} e^{i\lambda \mu}(1 - \chi(s - |\mu|))(\cosh s - \cosh \mu)^{\rho-1} d\mu
\]
is rapidly decaying as \( \lambda \) approaches infinity. Indeed, we have
\[
\partial_\mu^\alpha \left[(1 - \chi(s - |\mu|))(\cosh s - \cosh \mu)^{\rho-1}\right] \leq c_\alpha \cosh \mu(\cosh s)^{\rho-2}, \quad \alpha \geq 1;
\]
therefore for \( I \) we obtain
\[
|I| \leq c_\alpha e^{-\rho s}|\lambda|^{-N}, \quad N \geq 1.
\]
Hence, to prove (12) we still need to estimate
\[
J = (\sinh s)^{1-2\rho} \int_{-s}^{s} e^{i\lambda \mu}(s - |\mu|)(\cosh s - \cosh \mu)^{\rho-1} d\mu
\]
using the change of variable \( \mu := s - \mu \) to rewrite \( J \) as
\[
J = 2(\sinh s)^{1-2\rho} e^{i\lambda s} \int_{0}^{1} e^{-i\lambda \mu}(\cosh s - \cosh (s - \mu))^{\rho-1} d\mu
\]
\[
= 2(\sinh s)^{1-2\rho} e^{i\lambda s} \int_{0}^{1} e^{-i\lambda \mu}(\frac{2 \sinh (s - \frac{\mu}{2})}{\sinh \frac{\mu}{2}})^{\rho-1} d\mu
\]
\[
= 2(\sinh s)^{-\rho} e^{i\lambda s} \left( \int_{0}^{1} e^{-i\lambda \mu}(\mu)^{\rho-1} d\mu + \int_{0}^{1} e^{-i\lambda \mu} g(s, \mu)\mu^\rho d\mu \right),
\]
where
\[
g(s, \mu) = \chi(\mu)\mu^{-1} \left[ \left( \frac{2 \sinh \frac{s}{\mu} \sinh (s - \frac{s}{\mu})}{\mu \sinh s} \right)^{\rho-1} - 1 \right]
\]
is smooth and bounded, uniformly in \( s > 1, \mu \in \mathbb{R} \). Now for large \( \lambda \) the first integral equals \( \Gamma(\rho)(-i\lambda + 0)^{-\rho} \) modulo a rapidly decaying component, while the second integral has an additional factor of \( \mu \) and therefore decays one order better, i.e. like \( |\lambda|^{-\rho-1} \). Hence, for large \( \lambda \) we have
\[
J = 2\Gamma(\rho)(\sinh s)^{-\rho} \left( e^{i\lambda s}(-i\lambda + 0)^{-\rho} + O(|\lambda|^{-\rho-1}) \right).
\]
Adding \( I \) and \( J \), by (10) we get (12), q.e.d.

(a2) The estimate for large \( s \), small \( \lambda \). We replace \( (\cosh s - \cosh \mu)^{\rho-1} \) by \( (\sinh s)^{\rho-1} \) in the integrand in (10) and estimate the error. This yields
\[
\int_{-s}^{s} e^{i\lambda \mu}(\cosh s - \cosh \mu)^{\rho-1} d\mu = (\sinh s)^{\rho-1} \int_{-s}^{s} e^{i\lambda \mu} d\mu + O((\sinh s)^{\rho-1})
\]
\[
= 2(\sinh s)^{\rho-1} \frac{\sin \lambda s}{\lambda} + O((\sinh s)^{\rho-1}),
\]
which implies (13).

(b) The estimate for small \( s \). Again, we are looking at
\[
(\sinh s)^{\rho} \Phi_{s}(\lambda) = \frac{2^{\rho-1}\Gamma(\rho + \frac{1}{2})}{\Gamma(\rho)} \int_{-s}^{s} e^{i\lambda \mu} a(s, \mu) d\mu,
\]
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where
\[ a(s, \mu) = \sinh s^{1-\rho}(\cosh s - \cosh \mu)^{\rho-1}. \]

We claim that we have the representation

\[ a(s, \mu) = (2s)^{1-\rho}((s^2 - \mu^2)^{\rho-1} + g(s, \mu)(s^2 - \mu^2)^{\rho}), \]

where \( g \) is a smooth function. Indeed,

\[
\begin{align*}
  a(s, \mu) & = (\sinh s)^{1-\rho} \left( 2 \sinh \frac{s + \mu}{2} \sinh \frac{s - \mu}{2} \right)^{\rho-1} \\
  & = (2s)^{1-\rho}(s^2 - \mu^2)^{\rho-1}b(s, \mu),
\end{align*}
\]

where \( b(s, \mu) \) is the smooth function

\[
b(s, \mu) = \left( \frac{2s \sinh \frac{s + \mu}{2} \sinh \frac{s - \mu}{2}}{\sinh s} \right)^{\rho-1}.
\]

Since \( b \) satisfies \( b(\pm s, s) = 1 \), we can decompose it as

\[ b(s, \mu) = 1 + (s^2 - \mu^2)g(s, \mu), \]

where \( g \) is a smooth function. This proves (16).

Next we estimate the principal part of the integral (15),

\[
J = \int_{\mathbb{H}^n} e^{i\lambda \mu} (2s)^{1-\rho}(s^2 - \mu^2)^{\rho-1} d\mu
\]

This gives

\[
J = 2^{1-\rho} s^{\rho} d(\lambda s),
\]

where \( d \) is the Fourier transform of \((1 - \mu^2)^{\rho-1} \). Then \( d \) has the form

\[
d(\xi) = 2^\rho \Gamma(\rho) \Re e^{i\xi(-i\lambda + 0)^{-\rho}} + O(|\xi|^{-\rho-1}).
\]

Hence, for \( \lambda s > 1 \) we get

\[ J = 2\Gamma(\rho)s^{-\rho} \Re e^{i\lambda s(-i\lambda + 0)^{-\rho}} + O(s^{-\rho-1}|\lambda|^{-\rho-1}). \]

The similar result with \( \rho \) replaced by \( \rho + 1 \) yields the bound for the remainder,

\[ I = \int_{-\infty}^{\infty} e^{i\lambda \mu} g(s, \mu)(s^2 - \mu^2)^{\rho} d\mu = O((\lambda s)^{-\rho-1}). \]

Adding \( I \) and \( J \) yields (14). q.e.d.

3. Inhomogeneous Sobolev spaces in the hyperbolic space \( \mathbb{H}^n \)

The aim of this section is to define the inhomogeneous Sobolev spaces \( H^{s,\rho} \) in \( \mathbb{H}^n \). We start with a more intuitive definition and then relate it to multipliers in \( \mathbb{H}^n \).

Observe first that the \( H^{s,\rho} \) norms can be easily defined, as in \( \mathbb{R}^n \), for functions supported in a ball of fixed radius, say 4. An invariant way to do that is to fix a point \( O \), introduce the geodesic local coordinates in the ball of radius 4 in \( \mathbb{H}^n \) centered at \( O \), and define the \( H^{s,\rho}_O \) norm of functions in \( \mathbb{H}^n \) supported in \( B(0, 4) \).
as the pull-back of the $H^{s,p}$ norm in $\mathbb{R}^n$ in the local coordinates. Then for another $z \in \mathbb{H}^n$ we can define the $H^{s,p}_z$ norm for functions supported in $B(z, 4)$ as

$$
\|f\|_{H^{s,p}_z} = \|f \circ g\|_{H^{s,p}_O},
$$

where $g$ is a Lorentz transformation so that $g(O) = z$.

It remains to derive a global definition from this. Choose a countable collection of points $x_k \in \mathbb{H}^n$ with the following properties:

a) $\bigcup_k B(x_k, 2) = \mathbb{H}^n$.

b) $d(x_k, x_m) \geq 1$.

Corresponding to these points, choose a smooth partition of unit $\phi_k$ in $\mathbb{H}^n$, uniformly bounded in $C^\infty$, so that $\phi_k(x) = 0$ if $d(x, x_k) \geq 4$.

Now define the global spaces $H^{s,p}$ in terms of their local version,

$$
u \in H^{s,p} \text{ if } \sum_k \|\phi_k u\|_{H^{s,p}_k}^p < \infty
$$

with the corresponding norm. It is easy to see that the spaces defined like this are Lorentz invariant and do not depend on the choice of the points $x_k$.

These spaces have the usual duality and interpolation properties, which can be derived as in [1], Chapter 6. Next we use multipliers to give another equivalent characterization for these spaces.

**Theorem 2.** Let $s \in \mathbb{R}$, $1 < p < \infty$. Then $u \in H^{s,p}$ iff $\Delta_H^{s/2} u \in L^p$.

**Proof.** Observe first that $\Delta_H^s$ has the symbol $(\lambda^2 + \rho^2)^{i\nu}$, which is $S^0$ in the strip $|\Im \lambda| < \rho$; therefore, by Theorem [1] it is $L^p$ bounded. Then by duality and interpolation the problem reduces to the case when $s$ is a nonnegative even integer. Clearly

$$
\|\Delta_H^s u\|_{L^p} \leq c\|u\|_{H^{2k,p}}.
$$

It remains to prove the converse inequality,

$$
\|\Delta_H^s u\|_{L^p} \geq c\|u\|_{H^{2k,p}}.
$$

By Theorem [1] if $k$ is a nonnegative integer then $\Delta_H^{-k}$ is bounded in $L^p$. Therefore

$$
\|u\|_{L^p} \leq || \Delta_H^k u\|_{L^p}.
$$

Then, according to the definition of the $H^{2k,p}$ space, (19) would follow from the estimate

$$
\|\phi_k u\|_{H^{2k,p}_k} \leq c(\|u\|_{L^p(B(x_k, 4))} + \|\Delta_H^k u\|_{L^p(B(x_k, 4))}).
$$

But this follows from standard local elliptic theory. q.e.d.

4. Strichartz estimates in the hyperbolic space

We recall first the fixed time estimates for the wave equation in $\mathbb{R}^{n+1}$, from which the space-time Strichartz estimates can be derived (see [3], [6], [15], [20]). Define the operator $A(t)$ by

$$
A(t) f = u(t),
$$

where $u$ is the unique solution for the equation

$$
\begin{cases}
\Box u = 0, \\
u(0) = 0, \\
u_t(0) = f.
\end{cases}
$$
Then the following estimate holds:

\[ \|A(t)f\|_{H^{s+1,p}} \leq t^{-\rho \left( \frac{1}{p'} - \frac{1}{p} \right)} \|f\|_{H^{s,p}}, \]

where

\[ 2s = (\rho + 1) \left( \frac{1}{p'} - \frac{1}{p} \right), \quad 2 \leq p < \infty. \]

Here \( H^{s,p} \) are the homogeneous Sobolev spaces in \( \mathbb{R}^n \).

Now we are interested in the counterpart of this estimate corresponding to the wave equation in the hyperbolic space \( \mathbb{H}^n \). Thus, consider the operators

\[ S(\tau)f = v(\tau), \quad C(\tau)f = v_r(\tau), \]

where \( v \) is the unique solution for the hyperbolic equation in \( \mathbb{R} \times \mathbb{H}^n \)

\[ \left\{ \begin{array}{l}
\square_H v = 0, \\
v(0) = 0, \\
v_r(0) = f.
\end{array} \right. \]

Then we have the following estimates:

**Theorem 3.** Suppose that (22) holds. Then

\[ \|S(\tau)f\|_{H^{s+1,p}} \leq \frac{(1 + \tau)^{\frac{\rho}{p'} \left( \frac{1}{p'} - \frac{1}{p} \right)}}{(\sinh \tau)^{\rho \left( \frac{1}{p'} - \frac{1}{p} \right)}} \|f\|_{H^{s,p}}, \]

and

\[ \|C(\tau)f\|_{H^{s,p}} \leq \frac{1}{(\sinh \tau)^{\rho \left( \frac{1}{p'} - \frac{1}{p} \right)}} \|f\|_{H^{s,p}}. \]

**Proof.** We prove only (23); the proof of (24) is similar. The (spherically symmetric) symbol for \( S(\tau) \) is

\[ S_\tau(\lambda) = \frac{\sin \lambda \tau}{\lambda}. \]

To prove the result we use complex interpolation. Consider the analytic family of operators \( S_\tau^z \) with symbols

\[ S_\tau^z(\lambda) = a(z) S_\tau(\lambda)(\lambda^2 + \beta^2)^{\frac{z}{2}}, \quad \beta > \rho, \]

where the function \( a(z) = e^{z^2 \Gamma^{-1}(z + \rho)} \) is bounded and holomorphic in the strip \(-\rho \leq \Im z \leq 1\). Then by Stein’s complex interpolation theorem [18] it suffices to prove that

\[ \|S_\tau^z\|_{L^2 \to L^2} \leq c(1 + \tau), \quad \Re z = 1, \]

and

\[ \|S_\tau^z\|_{L^1 \to L^\infty} \leq c(\sinh \tau)^{-\rho}, \quad \Re z = -\rho. \]

The \( L^2 \) estimate (26) follows from the straightforward bound

\[ |S_\tau^z(\lambda)| \leq c(1 + \tau), \quad \Re z = 1. \]

Hence, it remains to prove the \( L^1 \to L^\infty \) estimate (27). We need to show that the spherically symmetric kernel \( K_\tau^z(s) \) of the operator \( S_\tau^z \) satisfies the uniform bound

\[ |K_\tau^z(s)| \leq c(\sinh \tau)^{-\rho}, \quad \Re z = -\rho. \]
By \( (\text{7}) \) the kernel \( K_z^x(s) \) can be written in terms of the (spherically symmetric)
symbol \( S_z^x \) as

\[
K_z^x(s) = a(z) \int_0^\infty S_z^x(\lambda) \Phi_\lambda(s) |c(\lambda)|^{-2} \, d\lambda \\
= a(z) \frac{1}{2} R \int_{-\infty}^{\infty} \lambda^{-1} e^{i\lambda \tau} (\lambda^2 + \beta^2) \Phi_\lambda(s) c(\lambda) \frac{1}{c(\lambda)} \, d\lambda.
\]

a) Suppose that

\[
(29) \quad \sinh \tau > 2 \sinh s.
\]

Then use the Plancherel theorem and \( (\text{6}) \) to rewrite the integral as

\[
(30) \quad K_z^x(s) = a(z) R \frac{2^{\rho - 2} \Gamma(\rho + \frac{1}{2})}{\Gamma(\rho)(\sinh s)^{2\rho - 1}} \int_s^\infty (\cosh s - \cosh \mu)^{\rho - 1} g(\mu - \tau) \, d\mu,
\]

where \( g \) is the Fourier transform of the function

\[
(\lambda^2 + \beta^2) \frac{1}{\lambda} c(\lambda) \frac{1}{c(\lambda)}.
\]

If \( Rez = -\rho \), then by Lemma \( (\text{27}) \) this is a holomorphic \( S^{\rho - 1} \) symbol inside the strip
\( |3\lambda| \leq \rho \) (with the possible exception of simple poles at \( \pm i\rho \)). Therefore its Fourier
transform \( g \) satisfies the bound

\[
g(\xi) \leq c |\sinh \xi|^{-\rho}.
\]

Hence using \( (29) \) we can estimate in \( (30) \):

\[
|K_z^x(s)| \leq c |\sinh s|^{-1} \int_s^\infty (\cosh s - \cosh \mu)^{\rho - 1} \, d\mu
\]

\[
\leq c |\sinh s|^{-1} \int_s^\infty (\tanh s)(\sinh (\tau - s))^{-\rho} \, d\mu
\]

\[
= c |\cos s|^{-1} \int_s^\infty (\sinh s)^{-1}(\sinh (\tau - s))^{-\rho} \, d\mu
\]

\[
\leq c |\sinh (\tau - s)|^{-\rho}
\]

\[
\leq c |\sinh (\tau)|^{-\rho},
\]

which gives

\[
(31) \quad |K_z^x(s)| \leq c |\sinh (\tau)|^{-\rho}.
\]

q.e.d.

b) Suppose now that \( 2 \sinh s \geq \sinh \tau \), and look for a bound on

\[
K_z^x(s) = \int_0^\infty \sin \lambda \tau N(\lambda, s) \, d\lambda,
\]

where

\[
N(\lambda, s) = a(z) \lambda^{-1} (\lambda^2 + \beta^2) \Phi_\lambda(s) |c(\lambda)|^{-2}.
\]

Set \( z = -\rho + i\sigma \).

b1) The case when \( s \geq 1 \). Since \( c^{-1}(0) = 0 \), by \( (\text{13}) \) we obtain for small \( \lambda \)

\[
|N(\lambda, s)| \leq c |\sinh s|^{-\rho}, \quad |\lambda| \leq 1.
\]

For large positive \( \lambda \) we use the more precise asymptotics in \( (\text{10}), (\text{12}) \) to obtain

\[
N(\lambda, s) = c_0 e^{\pi} (\sinh s)^{-\rho} (\Gamma^{-1}(i\sigma) \cos (\lambda s + \frac{\pi}{2}) \lambda^{-1 + i\sigma} + O(|\lambda|^{-2})), \quad |\lambda| \geq 1,
\]
where \( c_\rho \) is a constant which depends only on \( \rho \). Since the Fourier transform of 
\( \Gamma^{-1}(i\sigma)\lambda_{1+1+\sigma}^{-1} \) is the bounded function \((\lambda+i0)^{1+\sigma}\), the last two estimates imply the bound

\[ |K_\sigma^Z(s)| \leq \epsilon(sinh s)^{-\rho}. \]

Since we are in the case \( sinh \tau \leq 2 sinh s \), the desired conclusion \( (28) \) follows. q.e.d.

b2) \textit{The case when } \( s \leq 1 \). Then \( \tau \leq 2s \). Since \( c^{-1}(0) = 0 \), by \( (11) \) we get the bound

\[ |N(\lambda, s)| \leq c\lambda^{\rho-1}. \]

We can use this bound for \( \lambda \leq s^{-1} \) to get

\[ \int_0^{s^{-1}} |N(\lambda, s)| \, d\lambda \leq cs^{-\rho}. \]

On the other hand, for \( \lambda \geq s^{-1} \), by \( (10) \) and \( (14) \) we obtain

\[ N(\lambda, s) = c_\rho e^{z^2(sinh s)^{-\rho}}(\Gamma^{-1}(i\sigma) \cos(\lambda s + \frac{\rho \pi}{2})\lambda^{-1+\sigma} + O(s^{-1}\lambda^{-2})), \quad \lambda s \geq 1. \]

The last two estimates imply the bound

\[ |K_\sigma^Z(s)| \leq (sinh s)^{-\rho}. \]

Since we are in the case \( \tau \leq 2s \), \( (28) \) follows. q.e.d.

5. \textbf{Global solutions for semilinear hyperbolic equations}

Consider the semilinear hyperbolic equation

\[ \Box u = u^\alpha \quad \text{in} \quad \mathbb{R}^{n+1} \]

with initial data \( u(0) = u_0, \ u_t(0) = u_1 \). There are two special values of \( \alpha \). One is the conformal exponent,

\[ \alpha_c = \frac{n+3}{n-1}. \]

The other one is \( \alpha_0 \), which is the positive solution of the equation

\[ \rho \alpha(\alpha - 1) = \alpha + 1. \]

Recently Georgiev, Lindblad and Sogge \cite{17} have proved that if \( \alpha > \alpha_0 \) then one has global existence for \( (33) \) for small and compactly supported initial data. Their work follows partial results in \cite{11}, \cite{13}, \cite{21}, \cite{12}. It has been known for some time that such a result would be sharp. For \( \alpha < \alpha_0 \), counterexamples were produced in \cite{11} (\( n = 3 \)), \cite{17} (any \( n \)).

Our aim here is to provide an alternate and, hopefully, simpler proof of the same result, using the new estimates for the wave equation in the hyperbolic space.

We also consider the critical case \( \alpha = \alpha_0 \), where we prove that “almost global” well-posedness holds, i.e. we prove exponential bounds on the life-span of the solutions. This extends results proved in \cite{14} in dimension \( n \leq 8 \). However, our bounds are not as good as those in \cite{14}; this reflects the fact that the function spaces we use are Lorentz invariant, i.e. we do not assume any decay at infinity for the initial data in the hyperbolic space.
Theorem 4. The following hold for solutions to the equation (33) with initial data in the space $H^1 \times L^2$:

a) Suppose that $\alpha_c > \alpha > \alpha_0$. Then the equation has global solutions for small compactly supported data.

b) Suppose that $\alpha = \alpha_0$. Then the lifespan of solutions with compactly supported initial data of size $O(\epsilon)$ is at least $O(e^{c r^{-\gamma}})$, where $r = \frac{(\alpha+1)(\alpha-1)}{3\alpha+1}$.

From the proof it is clear that one should be able to replace the initial data space with $H^{s+1,p'} \times H^{s,p'}$, $p = \alpha p'$, $s = -1 + (\rho + 1)(\frac{1}{p'} - \frac{1}{p})$.

The technical difficulty is that we want to prove the result for initial data provided on the surface $t = \text{const}$, while in order to do the analysis on the hyperbolic space it is more convenient to assume that the initial data is provided on a hyperboloid $\tau = \text{const}$.

Proof of Theorem 4. Suppose that the initial data at $t = 1$ are chosen in the set $2 |x| < 1$. Then the solution is supported in the forward light cone $t > |x|$. Hence, we can transform the equation into a semilinear hyperbolic equation in the hyperbolic space. Since local well-posedness holds in the energy space $H^1 \times L^2$, without any restriction in generality we can assume that the initial data is provided on the hyperboloid $\tau = \text{const}$.

The function $v = e^{\rho \tau} u$ solves the equation

$$\Box_H v = e^{\beta \tau} v^\alpha, \quad \beta = 2 + \rho (1 - \alpha).$$

Note that $\alpha = \alpha_c$ corresponds to $\beta = 0$ while $\alpha < \alpha_c$ corresponds to $\beta > 0$.

Choose $p$ so that $p = \alpha p'$, i.e. $p = \alpha + 1$. If $\alpha \leq \alpha_c$ then $s$ in (23) satisfies $1 - s \geq s$; therefore (23) implies the estimate

$$\left\| \frac{S(\tau)}{f} \right\|_{L^p} \leq \frac{(1 + \tau)^{\frac{\beta}{\rho}}}{(\sinh \tau)^{\frac{1}{\rho}} - \frac{1}{\rho}} \left\| f \right\|_{L^{p'}}.$$  

Observe that, using (35), one can easily prove that the solution $v$ to (34) can be extended as long as it remains bounded in $L^p$. Hence, in order to estimate its life-span, it suffices to produce appropriate $L^p$ bounds.

Using the variation of parameters formula, the estimates (35), (24) yield

$$\left\| \frac{v(T)}{f} \right\|_{L^p} \leq (1 + T)^{\frac{\beta}{\rho}} (\sinh T)^{-\gamma} (\left\| v(0) \right\|_{H^{1,p'}} + \left\| v_\tau(0) \right\|_{L^{p'}})$$

$$+ \int_0^T e^{\beta \tau} (\sinh (T - \tau))^{-\gamma} (1 + T - \tau)^{\frac{\beta}{p'}} \left\| v(\tau) \right\|_{L^{p'}}^\rho d\tau,$$

where

$$\gamma = \rho \left( \frac{1}{p'} - \frac{1}{p} \right).$$

Hence, if we set

$$E(T) = (1 + T)^{\frac{\beta}{p}} e^{\gamma T} \left\| v(T) \right\|_{L^p}, \quad \left\| v(0) \right\|_{H^{1,p'}} + \left\| v_\tau(0) \right\|_{L^{p'}} = \epsilon,$$

then for $T > 1$ we get

$$E(T) \leq \epsilon + \int_0^T (1 + \tau)^{\frac{\beta}{p}} e^{(\beta + (1 - \alpha)\gamma) \tau} (\tanh (T - \tau))^{-\gamma} E(\tau) \alpha d\tau.$$
Observe that the exponent \( \beta + (1 - \alpha)\gamma \) equals
\[
\beta + (1 - \alpha)\gamma = 2 + \rho(1 - \alpha)(2 - \frac{2}{p}) = 2(1 - \rho \frac{\alpha(\alpha - 1)}{\alpha + 1}),
\]
which is negative if \( \alpha > \alpha_0 \) and 0 if \( \alpha = \alpha_0 \).

Set
\[
T_\varepsilon = \inf_{E(T) \geq 2\varepsilon} T.
\]
Then for \( \alpha > \alpha_0 \), (37) gives
\[
\varepsilon \leq c\varepsilon^\alpha,
\]
which is false if \( \varepsilon \) is sufficiently small. Hence \( E(T) < 2\varepsilon \) for all \( T \), which implies global existence.

If \( \alpha = \alpha_0 \) then \( \beta + (1 - \alpha)\gamma = 0 \). Therefore (37) gives
\[
\varepsilon \leq (1 + T_\varepsilon)^{\frac{\alpha}{p} + 1} c\varepsilon^\alpha.
\]
Hence, for small \( \varepsilon \) we get
\[
T_\varepsilon \geq c\varepsilon^{\frac{2}{p - 1}}.
\]
But a lifespan of at least \( T_\varepsilon \) in the hyperbolic space implies a lifespan of at least \( O(\varepsilon^{T_\varepsilon}) \) in the Minkowski space, and therefore the conclusion follows.

6. Weighted Strichartz estimates

The aim of this section is to use the inequality (23) to prove weighted Strichartz type estimates in the hyperbolic space and then to transfer them to the Minkowski space. Thus we recover scale invariant formulations of the estimates used in [7].

Note that, using arguments similar to those in \( \mathbb{R}^{n+1} \), one can easily derive the mixed norm space-time Strichartz estimates in the hyperbolic space, which are identical to those in \( \mathbb{R}^{n+1} \). However, the estimates with the same \( L^p \) regularity in all variables can be easily transferred to the Minkowski space.

Our main result is

**Theorem 5.** Let \( u \) be a solution for \( \Box u = f \) which is supported in the forward light cone. Then the following estimate holds:

\[
\|(t^2 - x^2)^a u\|_{L^p(\mathbb{R}^{n+1})} \leq \|((t^2 - x^2)^b f\|_{L^{p'}(\mathbb{R}^{n+1})}
\]
for
\[
2 \leq p \leq \frac{2(n + 1)}{n - 1}, \quad b < \frac{1}{p}, \quad a = b - 1 + \frac{n + 1}{2} \left( \frac{1}{p'} - \frac{1}{p} \right).
\]

The two forbidden endpoints for this estimate are
\[
(p = 2, \ a = -\frac{1}{2}, \ b = \frac{1}{2}), \quad (p = \frac{2(n + 1)}{n - 1}, \ a = b = \frac{1}{p}).
\]

This result follows from (23) combined with the following simple lemma.
Lemma 6.1. Let $F_\alpha$ be the convolution with the kernel $\sinh \tau_+^{-\alpha}$, $0 \leq \alpha < 1$. Then for

$$1 < q \leq p < \infty, \quad \frac{1}{q} - \frac{1}{p} \leq 1 - \alpha, \quad \beta < \alpha,$$

we have

$$\|e^{\beta\tau}F_\alpha f\|_{L^p(\mathbb{R})} \leq \|e^{\beta\tau}f\|_{L^q(\mathbb{R})}.$$  \hspace{1cm} (40)

Proof of Lemma 6.1. The translation invariant kernel of the operator $F_{\alpha, \beta} = e^{\beta\tau}F_\alpha e^{-\beta\tau}$ is

$$K(\tau) = e^{\beta\tau}(\sinh \tau_+)^{-\alpha}.$$  

This is both integrable and bounded by $|\tau|^{-\alpha}$, and so the conclusion follows from the Hardy-Littlewood-Sobolev inequality.

Proof of Theorem 5. The forward solutions $v$ to $\Box_H v = g$ in $\mathbb{R} \times \mathbb{H}^n$ are represented as

$$v(\tau) = \int_{-\infty}^{\tau} S(\tau - \tilde{\tau})g(\tilde{\tau}) \, d\tilde{\tau}.$$  

Then we can combine the above lemma with (35) to get

$$\|e^{\beta\tau}v\|_{L^p(\mathbb{R} \times \mathbb{H}^n)} \leq \|e^{\beta\tau}g\|_{L^{p'}(\mathbb{R} \times \mathbb{H}^n)}$$  \hspace{1cm} (41)

for

$$\beta < \rho\left(\frac{1}{p'} - \frac{1}{p}\right), \quad 2 \leq p \leq \frac{2(n+1)}{n-1}.$$  

Set $v = e^{\rho\tau}u$. Then $v$ solves $\Box_H v = g$, with $g = e^{(\rho+2)\tau}f$. Hence, applying (41) to $v$ and changing coordinates, we get

$$\|e^{(\beta - \frac{2n+1}{p} + \rho)\tau}u\|_{L^p(\mathbb{R}^{n+1})} \leq \|e^{(\beta - \frac{2n+1}{p} + \rho+2)\tau}f\|_{L^{p'}(\mathbb{R}^{n+1})},$$  \hspace{1cm} (42)

Since $e^{2\tau} = t^2 - x^2$, the conclusion follows.
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