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Abstract. Let \( A \) be the path algebra of a Euclidean quiver over a finite field \( k \). The aim of this paper is to classify the modules \( M \) with the property \([M] \in \mathcal{C}(A)\), where \( \mathcal{C}(A) \) is Ringel’s composition algebra. Namely, the main result says that if \(|k| \neq 2,3\), then \([M] \in \mathcal{C}(A)\) if and only if the regular direct summand of \( M \) is a direct sum of modules from non-homogeneous tubes with quasi-dimension vectors non-sincere. The main methods are representation theory of affine quivers, the structure of triangular decompositions of tame composition algebras, and the invariant subspaces of skew derivations. As an application, we see that \( \mathcal{C}(A) = \mathcal{H}(A) \) if and only if the quiver of \( A \) is of Dynkin type.

0. Introduction

0.1. The Ringel-Hall algebra approach to quantum groups is based on the following fact. Given any symmetrizable generalized Cartan matrix \( \Delta \) in Kac’s sense [K1], or equivalently, any symmetrizable Cartan datum in Lusztig’s sense [L3], one can obtain a finite-dimensional hereditary algebra \( A \) of type \( \Delta \) over any finite field \( k \), say, of \( q \) elements. Then, by using all \( A \)-representations as a basis, one can construct the so-called Hall algebra \( \mathcal{H}(A) \), and by varying \( k \) and taking the cardinality \( q \) as the quantum parameter, one can embed the positive part \( U^+ \) of the Drinfeld-Jimbo algebra \( U = U^- \otimes U^0 \otimes U^+ \) of type \( \Delta \) into \( \mathcal{H}(A) \). This embedding sends the generators of \( U^+ \) to the simple \( A \)-modules, and the corresponding image is exactly Ringel’s composition algebra \( \mathcal{C}(A) \). This is one of the main contributions of C. M. Ringel and J. A. Green in [R4], [R5], [R7]-[R10] and [G1], [G2]. This idea has led to several important advances in quantum groups, see e.g. [L1], [L2], [L3].

This approach to quantum groups has the following two main advantages: first, it can be used without any modification not only for the symmetric GCMs, which correspond to the path algebras of quivers, but also for arbitrary symmetrizable GCMs, which correspond to the tensor algebras of species; second, if a representation \( M \) can be an element in \( U^+ \), then the specific properties of \( M \) as a representation can be carried to \( U^+ \)—in particular, for example, one can apply the Auslander-Reiten theory, and on the other hand, a representation which is an element of \( U^+ \) should have some special properties worth studying. Indeed, this is one of the main uses of the Ringel-Hall algebra approach in the case when \( \Delta \) is of finite type, which is...
exactly the case of all indecomposable $A$-modules having no self-extensions, where $U^+$ coincides with $\mathcal{H}(A)$, i.e. the subalgebra $\mathcal{C}(A)$ of $\mathcal{H}(A)$ coincides with $\mathcal{H}(A)$ ([R5]). Thus, the indecomposable $A$-module is just a natural choice of root vectors in $U^+$, and all indecomposable modules can be made a PBW-basis for $U^+$ ([R10]).

In general, $\mathcal{H}(A)$ is larger than $U^+$. Thus, in order to carry information on $A$-modules into $U^+$ in the case of infinite type, a natural question is to determine which kinds of modules lie in $\mathcal{C}(A)$, or $U^+$. This question leads to an interesting observation due to Ringel (see e.g. [Z1, Theorem 2]): a stone belongs to $U^+$.

Recall that a stone means an indecomposable $A$-module $M$ without self-extension, i.e. $\text{Ext}^1_A(M,M) = 0$. This is also called an exceptional module, a rigid module, a partial tilting module, a Schur module, and so on, and plays a very important role in representation theory. For more on this kind of modules see e.g. [C2], [H], [Ker], [R4].

For the case when $\triangle$ is of affine type, we have proved in [ZZ] that an indecomposable module belongs to $\mathcal{C}(A)$, or $U^+$, if and only if it is a stone. The goal of the present paper is to deal with an arbitrary module, i.e. to determine all the modules $M$ (not necessarily indecomposable) with the property $[M] \in \mathcal{C}(A)$, over the path algebras of affine quivers. Our main result, Theorem 0.5, shows that such a module turns out to be a direct sum of stones with some special property. For technical reasons, we only deal with the affine quivers, but in principal the arguments also work in the case of affine species, as remarked in the end of §6. Since only in the affine case do we have a satisfactory description of the module category, our restriction to this case seems to be reasonable.

0.2. Let $A$ be a finite-dimensional algebra over a finite field $k$, with pairwise non-isomorphic simple modules $S(1), \ldots, S(n)$. Consider the category $A\text{-mod}$ of the finite-dimensional $A$-modules. Then $M$ is finite as a set for $M \in A\text{-mod}$. Let $K_0(A)$ be the Grothendieck group of all modules in $A\text{-mod}$ modulo exact sequences. Then $K_0(A)$ can be identified with $\mathbb{Z}^n$ so that the image of $S(i)$ in $K_0(A)$ is $(0, \ldots, 0, 1, 0, \ldots, 0)$. For $M \in A\text{-mod}$, denote by $[M]$ its isoclass, and by $\dim M$ its image in $K_0(A)$, which is called the dimension vector of $M$.

Let $\mathbb{Q}$ be the field of rational numbers. By definition ([R2] the Ringel-Hall algebra $\mathcal{H}(A)$ of $A$ is a $\mathbb{Q}$-space with basis the set of isoclasses $[M]$ of all finite modules, with multiplication given by (for simplicity, we use the untwisted multiplication in this paper but all considerations hold for the twisted one introduced in [R9])

$$[M] \cdot [N] := \sum_{[L]} g_{M,N}^L [L],$$

where the structure constant $g_{M,N}^L$ is the number of submodules $V$ of $L$ with $V \cong N$ and $L/V \cong M$. Then $\mathcal{H}(A)$ is an associative $\mathbb{Q}$-algebra with identity $[0]$. See also [Mac].

By definition ([R4]) the composition algebra $\mathcal{C}(A)$ of $A$ is the subalgebra of $\mathcal{H}(A)$ generated by all isoclasses of simple $A$-modules $[S(1)], \ldots, [S(n)]$. For $d = (d_1, \ldots, d_n) \in \mathbb{N}_0^n$, let $\mathcal{H}(A)_d$ be the $\mathbb{Q}$-space with basis the set of $[M]$ with $\dim M = d$, and $\mathcal{C}(A)_d = \mathcal{H}(A)_d \cap \mathcal{C}(A)$. Then $\mathcal{H}(A) = \bigoplus_d \mathcal{H}(A)_d$ and $\mathcal{C}(A) = \bigoplus_d \mathcal{C}(A)_d$ are both $\mathbb{N}_0^n$-graded algebras, and $\mathcal{C}(A)_d$ is the $\mathbb{Q}$-space spanned by all monomials $[S(i_1)] \cdots [S(i_d)]$ with $d = d_1 + \cdots + d_n$, such that the number of occurrences of $i$ in the sequence $i_1, \ldots, i_d$ is exactly $d_i$ for $1 \leq i \leq n$. 
0.3. Let $A$ be in addition hereditary, i.e. $\text{Ext}^i_A(-,-)$ vanishes for $i \geq 2$. Let us briefly recall some basic points of the representation theory of $A$ from [ARS], [DR], [RI], [CI], which will be used throughout this paper.

Given two modules $X, Y$, define

$$\langle X, Y \rangle = \dim_k \text{Hom}_A(X, Y) - \dim_k \text{Ext}^1_A(X, Y).$$

Then it is clear that $\langle X, Y \rangle$ depends only on $\text{dim } X$ and $\text{dim } Y$, so it can be denoted by $(\text{dim } X, \text{dim } Y)$, and bilinearly extended to $\mathbb{Z}^n$, which is called the Ringel form. Let $(-,-)$ be the symmetrization of the Ringel form, i.e.

$$(i,j) = \langle S(i), S(j) \rangle + \langle S(j), S(i) \rangle, \quad 1 \leq i, j \leq n.$$ 

Then $(-,-)$ is a symmetrizable Cartan datum in Lusztig’s sense [L3]. Conversely, given a symmetrizable Cartan datum, then there exists a finite-dimensional algebra, over any finite field $k$, such that the symmetrization of its Ringel form is exactly the given Cartan datum; see e.g. [RI]. In this correspondence, the finite-dimensional path algebras exactly correspond to the symmetric Cartan data.

Let $q(x) = \langle x, x \rangle$. Note that $q(x)$ is positive definite (resp. positive semi-definite, but not positive definite, indefinite) if and only if the corresponding Cartan datum $(-,-)$ is finite (resp. affine, indefinite), and that $A$ is representation-finite (i.e. $A$ has only finitely many indecomposable modules) if and only if $q(x)$ is positive definite; see [Ga]. If $q(x)$ is positive semi-definite, but not positive definite, then we say $A$ is a tame hereditary algebra. In this case, $A$ is Morita equivalent to the path algebra of a Euclidean quiver, or the tensor algebra of a $k$-species associated with a non-simply-laced Euclidean diagram (see the list of Euclidean diagrams for example in [DR] [ARS]), and by Euclidean quivers we mean the diagrams of types $\widetilde{A}_n, \widetilde{D}_n$, and $\widetilde{E}_m$, $m = 6, 7, 8$, with arbitrary orientations, except the oriented cycle in the case of $\widetilde{A}_n$, and there exists a unique minimal positive imaginary root $n$ such that $\{ z \in \mathbb{Z}^n \mid q(z) = 0 \} = \mathbb{Z}n$.

Denote by $\tau = \text{DTr}$ and $\tau^{-1} = \text{TrD}$ the Auslander-Reiten translates. Then $\tau = D \text{Ext}_A^1(-, A)$ and $\tau^{-1} = \text{Ext}^1_A(D(A), -)$, where $D = \text{Hom}_k(-, k)$. An indecomposable $A$-module $M$ is said to be preprojective (resp. preinjective) provided that there exists a positive integer $m$ such that $\tau^m(M) = 0$ (resp. $\tau^{-m}(M) = 0$), and regular provided that $\tau^t(M) \neq 0$ for $t \in \mathbb{Z}$. Any $X \in A\text{-mod}$ is said to be preprojective (resp. regular, preinjective) provided that every indecomposable direct summand of $X$ is so.

With indecomposable $A$-modules as vertices, and using the irreducible maps between indecomposables, we obtain the (valued) Auslander-Reiten quiver $\Gamma(A)$ of $A$; see [ARS] for details. When $A$ is of finite type, $\Gamma(A)$ has a unique connected component, in which all indecomposables are both preprojective and preinjective. Otherwise, $\Gamma(A)$ has one preprojective component which consists of all indecomposable preprojective modules, one preinjective component which consists of all indecomposable preinjective modules, and all other components are called regular components. If $P, R$, and $I$ are respectively preprojective, regular and preinjective modules, then we have

$$\text{Hom}(R, P) = \text{Hom}(I, P) = \text{Hom}(I, R) = 0 = \text{Ext}^1_A(P, R) = \text{Ext}^1_A(P, I) \neq \text{Ext}^1_A(R, I).$$
From now on, consider a tame hereditary algebra $A$ over a finite field $k$. In this case, all regular modules form an extension-closed abelian subcategory of $A\text{-mod}$. The simple objects in this subcategory will be called quasi-simple modules; any indecomposable regular module $M$ is regular uniserial, and hence $M$ is uniquely written as $M = E(t) = (t)E'$, where $t$ is the quasi-length, $E$ is the quasi-top, and $E'$ is the quasi-socle of $M$.

All regular components of $\Gamma(A)$ are tubes of the form $T = \mathbb{Z}A_\infty / m$, where $m$ is called the rank of $T$; see [ARS, p. 287] or [K1, p. 113]. Any indecomposable $M$ in a tube $T$ of rank $m$ has the property $\tau^m(M) = M$; if $E$ is a quasi-simple in $T$, then $E_i = \tau^i(E), 1 \leq i \leq m$, are all quasi-simples in $T$, and $M = E_i(t) = (t)E_{i+t-1}$ for a unique $i$. If $m = 1$, then $T$ is called a homogeneous tube; otherwise, a non-homogeneous tube. There are no stones in a homogeneous tube; and an indecomposable $M$ in a non-homogeneous tube of rank $m$ is a stone if and only if the quasi-length of $M$ is less than $m$. Note that $\Gamma(A)$ has only finitely many non-homogeneous tubes (the ranks and the dimension vectors of the quasi-simples in these tubes have been given in [DR, Tables]), and infinitely many homogeneous tubes (the dimension vector of the unique quasi-simple in a homogeneous tube is a multiple of $n$). Also, two indecomposable modules in two different tubes have no non-zero homomorphisms and no non-trivial extensions.

Define the defect $\partial(M)$ of a module $M$ to be $(n, \dim M)$. Then by [DR] an indecomposable $M$ is preprojective (resp. regular; preinjective) if and only if $\partial(M) < 0$ (resp. $\partial(M) = 0$; $\partial(M) > 0$).

0.4. For $d \in K_0(A) = \mathbb{Z}^n$, define the following element in $\mathcal{H}(A)$:

$$r_d = \sum_{[M]} [M], \quad \text{where } M \text{ runs over all regular modules with } \dim M = d.$$ 

(Note that this is a finite sum since $k$ is a finite field. If there are no regular modules $M$ with $\dim M = d$, then $r_d := 0$. Set $r_0 := [0]$. Then we have $r_d \in C(A)$; see [Z1] Theorem 1).

Let $T$, $P$, and $I$ denote the subalgebra of $\mathcal{H}(A)$ generated by all elements $r_d$ with $d \in \mathbb{N}^n_0$, by indecomposable preprojectives, and by indecomposable preinjectives, respectively. Then $P$ (resp. $I$) has a basis $[P]$ (resp. $[I]$), where $P$ (resp. $I$) runs over all preprojective (resp. preinjective) modules, and $T$ is the $\mathbb{Q}$-space spanned by all elements $r_{d_1} \cdots r_{d_m}$, where $d_1, \ldots, d_m \in \mathbb{N}^n_0$, and $m \in \mathbb{N}_0$. Let $P \cdot T \cdot I$ be the $\mathbb{Q}$-subspace of $\mathcal{H}(A)$ spanned by all elements $[P] \cdot r_{d_1} \cdots r_{d_m} \cdot [I]$, where $[P] \in P$, $[I] \in I$, $d_1, \ldots, d_m \in \mathbb{N}^n_0$ and $m \in \mathbb{N}_0$.

Let $X = \sum c_N [N] \in \mathcal{H}(A)$ (resp. $\in C(A)$). If all $N$ are regular modules for $c_N \neq 0$, then $X$ is called a regular element in $\mathcal{H}(A)$ (resp. in $C(A)$).

We shall often use the following structure theorem from [Z3] on triangular decomposition for composition algebras of affine quivers. In [Z3] Proposition 1.1 below was used; it follows that we should assume $|k| \neq 2$.

**Theorem 0.4.** Let $A$ be the algebra of a Euclidean quiver over a finite field $k$ with $|k| \neq 2$. Then $C(A) = P \cdot T \cdot I = P \otimes_{\mathbb{Q}} T \otimes_{\mathbb{Q}} I$. In particular, $T$ is exactly the subalgebra of $C(A)$ generated by all regular elements in $C(A)$.

0.5. Let $C$ be an Auslander-Reiten component of $A$, and $M$ an $A$-module. By $M \in C$ we mean that every indecomposable direct summand of $M$ belongs to $C$.

A vector $x = (x_1, \ldots, x_m)$ is said to be sincere if all $x_i \neq 0$. 


Let $T$ be a non-homogeneous tube of rank $m$ with all quasi-simple modules $E_1, \cdots, E_m$, and $M \in T$. Then $\dim M$ can be uniquely written as $\dim M = c_1 \dim E_1 + \cdots + c_m \dim E_m$ (see Lemma 2.5). This fact permits us to define the quasi-dimension vector of $M$ to be

$$q \cdot \dim M = (c_1, \cdots, c_m) \in \mathbb{N}^m.$$ 

Thus, an indecomposable module $N \in T$ is a stone if and only if $q \cdot \dim N$ is non-sincere; and if $q \cdot \dim M$ is non-sincere, then $M$ is a direct sum of stones.

Since every module $M$ can be uniquely decomposed as $M = P \oplus R \oplus I$ with $P$, $R$, $I$ being preprojective, regular, and preinjective, respectively, we shall call $R$ the regular direct summand of $M$.

Our main result is as follows:

**Theorem 0.5.** Let $A$ be the path algebra of a Euclidean quiver over a finite field $k$ with $|k| \geq 4$, and $M$ an arbitrary $A$-module. Then $[M] \in \mathcal{C}(A)$ if and only if the regular direct summand $R$ of $M$ is a direct sum of modules from non-homogeneous tubes with quasi-dimension vector non-sincere. Namely, let $R = R_1 \oplus \cdots \oplus R_m$ with $R_i \in T_i$, where $T_1, \cdots, T_m$ are pairwise different tubes. Then $[M] \in \mathcal{C}(A)$ if and only if all $T_i$ are non-homogeneous and all $q \cdot \dim R_i$ are non-sincere.

The proof will use among other things the classification of the module category of affine quivers, the structure of triangular decompositions of tame composition algebras, and the invariant subspaces of skew derivations. As an application, we can see that for the path algebra $A = kQ$, the composition algebra $\mathcal{C}(A)$ coincides with the Ringel-Hall algebra $\mathcal{H}(A)$ if and only if $Q$ is a Dynkin quiver, i.e. $A$ is representation-finite.

0.6. The paper is organized as follows. In §1 we prove two results on dimension vectors of homogeneous quasi-simples of tame path algebras over finite fields of more than 3 elements. This is the reason we need the assumption $|k| \geq 4$ in Theorem 0.5. In §2 we consider regular modules in a non-homogeneous tube with quasi-dimension vector $(1, \cdots, 1)$, by using Theorem 0.4. We find out some skew derivations of $\mathcal{H}(A)$, such that the subalgebras $\mathcal{C}(A)$ and $T$ are invariant subspaces in §3 (see Theorems 3.5 and 3.7). The regular modules in a non-homogeneous tube with quasi-dimension vector bigger than $(1, \cdots, 1)$ are studied in §4, by using the results and methods in §§2 and 3. §5 is devoted to discuss the homogeneous modules via Theorems 0.4 and 3.5. Reduction steps and the proof for Theorem 0.5 are given in §6. Finally, we include an application.

Most parts of this paper also hold for non-simply-laced tame hereditary algebras over any finite field. See Remark 6.4.

1. Dimension vectors of homogeneous quasi-simples

Let $A$ be an arbitrary hereditary Artin algebra with $s$ simple modules, and let $X$ be a stone, i.e. an indecomposable $A$-module $M$ with $\text{Ext}^1_A(M, M) = 0$. Recall that the perpendicular category $X^\perp$ introduced by Geigle and Lenzing in [GL], and Schofield in [S], is the full subcategory given by

$$X^\perp = \{ M \in A\text{-mod} \mid \text{Hom}_A(X, M) = 0 = \text{Ext}^1_A(X, M) \}.$$ 

Then, by [GL] and [S], $X^\perp$ is equivalent to $B\text{-mod}$, where $B$ is a hereditary Artin algebra with $s - 1$ simple modules, and the functor $B\text{-mod} \longrightarrow A\text{-mod}$ is exact and
induces the isomorphisms on both Hom and Ext. Note that \( \text{End}_A X \) is isomorphic to \( \text{End}_A S \) for some simple \( A \)-module, and that \( \text{dim} X \) is a real root ([R12 Corollaries 1, 2]). If \( A \) is the path algebra of a finite quiver without oriented cycles, then \( B \) is also the path algebra of a quiver without oriented cycles—see for example [S Theorem 2.3]; in this case \( \text{End}_A X \) is always the base field, and the existence of a stone with a fixed dimension vector does not depend on the base field; see [HHKU] and also [K2, K3].

The aim of this section is to prove Propositions 1.1 and 1.4 for latter applications. It seems that they are also of independent interest.

For a set \( X \), denote by \( |X| \) the cardinal of \( X \).

**Proposition 1.1.** Let \( A \) be the path algebra of a Euclidean quiver over an arbitrary field \( k \), with minimal positive imaginary root \( n \). Denote by \( t \) the number of homogeneous quasi-simple modules with dimension vector \( n \). Then:

(i) For the Kronecker algebra, \( t = |k| + 1 \).

(ii) For \( A_n \) (\( n \geq 2 \)) with \( n_1 \) arrows going clockwise and \( n_2 \) arrows going anticlockwise, if \( n_1, n_2 \geq 2 \), then \( t = |k| - 1 \); if \( n_1 = 1 \) or \( n_2 = 1 \), then \( t = |k| \).

(iii) For \( D_n \) and \( E_n \), we have \( t = |k| - 2 \).

In particular, if \( |k| \neq 2 \), then there always exists at least one homogeneous quasi-simple module with dimension vector \( n \); and if \( |k| = 2 \), then for type \( A_n \) there exists at least one homogeneous quasi-simple module with dimension vector \( n \), and for types \( D_n \) and \( E_n \) there exist no homogeneous quasi-simple modules with dimension vector \( n \).

Before the proof we recall the following easy fact

**Lemma 1.2.** Let \( A \) be a hereditary Artin algebra, and let \( X \) be an \( A \)-stone. Let \( B \) be the hereditary Artin algebra with \( B \)-mod equivalent to \( X^\perp \). Let \( M \in X^\perp \) with \( \text{dim} M = (d_1, \ldots, d_m) \) as a \( B \)-module. Then \( \text{dim} M = d_1 \text{dim} E(1) + \cdots + d_m \text{dim} E(m) \) as an \( A \)-module, where \( E(1), \ldots, E(m) \) are all non-isomorphic simple \( B \)-modules. In particular, if \( M, N \in X^\perp \) with \( \text{dim} M = \text{dim} N \) as \( B \)-modules, then \( \text{dim} M = \text{dim} N \) as \( A \)-modules.

**Proof.** This follows from the definition of dimension vectors. \( \square \)

**1.3. Proof of Proposition 1.1.** By \( q \) we denote \( |k| \), and by \( s \) the number of the simple \( A \)-modules.

If \( s = 2 \), then \( A \) is the Kronecker algebra and obviously \( t = q + 1 \).

If \( s = 3 \), then \( A \) is of type \( A_2 \). Let \( E(\lambda_1, \lambda_2, \lambda_3) = (k_1, k_2, k_3) \) with \( k_1 = k_2 = k_3 = k \), and \( k \)-maps \( \lambda_1 : k_1 \to k_2 \), \( \lambda_2 : k_2 \to k_3 \), and \( \lambda_3 : k_3 \to k_1 \). Then it is clear that \( E(\lambda_1, \lambda_2, \lambda_3) \) is indecomposable if and only if all \( \lambda_i \neq 0 \), or only one \( \lambda_i = 0 \); and that if \( \lambda_1 \lambda_2 \lambda_3 \mu_1 \mu_2 \mu_3 \neq 0 \), then \( E(\lambda_1, \lambda_2, \lambda_3) \simeq E(\mu_1, \mu_2, \mu_3) \) if and only if \( \lambda_1 \lambda_2 / \lambda_3 = \mu_1 \mu_2 / \mu_3 \). In this way we get \( (q - 1) + 3 = q + 2 \) pairwise indecomposable regular modules with dimension vector \((1, 1, 1)\). Since \( A \) has a unique non-homogeneous tube, which is of rank 2, it follows that there are \( q \) homogeneous quasi-simples with dimension vector \((1, 1, 1)\).

If \( A \) is of type \( A_3 \) with two arrows going clockwise and two arrows going anticlockwise, then \( A \) has 2 non-homogeneous tubes \( T \) and \( U \), both of rank 2. In order to count \( t \), the number of homogeneous quasi-simple modules with dimension vector \((1, 1, 1, 1)\), one can for example take a quasi-simple stone \( X \) in \( T \), with
$X^\perp$ equivalent to $B$-mod. Then $B$ is of type $\tilde{A}_2$. Take an indecomposable $A$-module $M$ in $U$ with $\dim M = (1,1,1)$. Then the whole tube $U$ is in $X^\perp$, it becomes naturally a tube of $B$, and hence $\dim M = (1,1,1)$ as a $B$-module. It follows from Lemma 1.2 that any indecomposable regular $A$-module $N \in X^\perp$ with $\dim N = (1,1,1)$ is of dimension vector $(1,1,1)$ as a $B$-module: Indeed, notice that $N$ as a $B$-module is homogeneous quasi-simple or is of quasi-length 2. Since $N$ is not a stone and $\End_B N = \End_A N$ is a field, it follows that as a $B$-module $\dim N$ is a multiple of $(1,1,1)$, and hence by Lemma 1.2 we see that it must be $(1,1,1)$ since $\dim_B M = (1,1,1)$. In this way we see that

$$t + 3 = q + 2;$$

this proves $t = q - 1$.

Using this argument, we can reduce any case to $\tilde{A}_2$. Note that by the tables in \textsc{DR} the perpendicular category of quasi-simple stones is known. This completes the proof. \hfill \Box

**Proposition 1.4.** Let $A$ be the path algebra of a Euclidean quiver over a finite field $k$ with $|k| \geq 4$. Let $E_1$ be a homogeneous quasi-simple $A$-module. Then there exists a homogeneous quasi-simple $A$-module $E_2$ with $E_2 \not\cong E_1$ and $\dim E_1 = \dim E_2$.

For the proof we need the following:

**Lemma 1.5.** Let $A$ be the path algebra of a Euclidean quiver over an arbitrary field, and $T$ a tube of $A$ with rank bigger than 2, and let $X$ be a quasi-simple stone in $T$ with $X^\perp$ equivalent to $B$-mod. If $E$ is a homogeneous quasi-simple $B$-module, then $E$ is also a homogeneous quasi-simple $A$-module.

**Proof.** Note that $E$ is clearly regular as an $A$-module. Since $\End_A E = \End_B E$ is a field and $\Ext^1_A(E,E) = \Ext^1_B(E,E) \neq 0$, it follows that as an $A$-module $E$ is either a homogeneous quasi-simple $A$-module or an indecomposable regular module lying in a non-homogeneous tube of rank $m$ with quasi-length $m$. We claim that $E$ must be a homogeneous quasi-simple $A$-module.

Otherwise, $E$ is an indecomposable regular $A$-module lying in a non-homogeneous tube of rank $m$ with quasi-length $m$. Then $E$ must be in $T$, since $E$ is a homogeneous quasi-simple $B$-module. Consider the quasi-socle $M$ of $E$ as an $A$-module. Note that $M \neq X$, since $\Hom(X,E) = 0$.

If $M \neq \tau X$, then $M \in X^\perp$. Note that $M$ is also a regular $B$-module. (In order to see this, consider all indecomposable $A$-modules $Y$ with quasi-top $M$; then $\Ext^1_A(X,Y) = \Hom(Y,\tau X) = 0$ since $M \neq \tau X$. Note that $\Hom(X,Y) \neq 0$ for those $Y$ whose quasi-socles are not $X$. In this way we get infinitely many indecomposable $A$-modules $Y$ such that $Y \in X^\perp$ and $\Hom(Y,M) \neq 0$, and it follows that $M$ cannot be a preprojective $B$-module. Dually, $M$ cannot be a preinjective $B$-module.) Thus we have $\Hom_B(M,E) = \Hom_A(M,E) \neq 0$, and $\dim_k M < \dim_k E$. This contradicts that $E$ is a quasi-simple $B$-module.

If $M = \tau X$, then $\tau M \neq X$ since the rank of $T$ is bigger than 2. Consider the quasi-top $M'$ of $E$ as an $A$-module. Note that $M' = \tau M$, $M' \in X^\perp$, and $M'$ is also a regular $B$-module. (In order to see this, consider all indecomposable $A$-modules $Y$ with quasi-top $M'$; then $\Ext^1_A(X,Y) = \Hom(Y,\tau X) = 0$ since $M' \neq \tau X$. Note that $\Hom(X,Y) = 0$ for those $Y$ whose quasi-socles are not $X$. In this way we get infinitely many indecomposable $A$-modules $Y$ such that $Y \in X^\perp$ and $\Hom(Y,M') \neq 0$. It follows that $M'$ cannot be a preprojective $B$-module. Dually, $M$ is not a
Clearly we have $\text{End}_E(E, M') = \text{Hom}_A(E, M') \neq 0$, and $\dim_k M' < \dim_k E$, which contradicts that $E$ is a quasi-simple $B$-module. This completes the proof. \hfill $\square$

1.6. Recall the following fact: if $k$ is a finite field with $|k| = q \neq 2$, then the number $N(q, n)$ of monic irreducible polynomials in $k[x]$ of degree $n$ is bigger than 1. Note that $N(2, 2) = 1$.

In fact, by a well-known formula of Gauss (see, e.g. [J, p.289])

$$nN(q, n) = \sum_{d|n} \mu \left( \frac{n}{d} \right) q^d,$$

where $\mu$ is the Möbius function. It follows that $N(q, n) \geq 1$ for all $q$, $n$; and $N(q, n) = 1$ if and only if $q = n = 2$.

In the case of the Kronecker algebra we can prove even more.

**Lemma 1.7.** Let $K$ be the Kronecker algebra over a finite field $k$ with $|k| \neq 2$. Then for every positive integer $\lambda$, there exist at least two non-isomorphic quasi-simple $K$-modules $E_1$ and $E_2$ such that $\dim E_1 = \dim E_2 = \lambda(1, 1)$.

**Proof.** Let $F$ be the finite field with $[F : k] = \lambda$. By the preceding fact in 1.6 there are two different monic irreducible polynomials $p_1(x) \neq p_2(x)$ of degree $\lambda$ in $k[x]$. Consider $K$-modules: $E_i = (k[x]/(p_i(x)) \otimes k[x]/(p_i(x)))$, i.e. $E_i = (F, F)$ with two $k$-linear transformations given by identity and multiplication by $x + (p_i(x))$. Clearly we have $\text{End}_K E_i = F$ for $i = 1, 2$, and it follows that both $E_1$ and $E_2$ are quasi-simple $K$-modules with dimension vector $\lambda(1, 1)$. Since $p_1(x) \neq p_2(x)$, it is easily seen that $E_1$ and $E_2$ are non-isomorphic. \hfill $\square$

Now, we investigate three special cases, for which all non-homogeneous tubes are of rank 2, and hence Lemma 1.5 cannot be applied.

**Lemma 1.8.** Let $A$ be the $k$-path algebra of type $\tilde{A}_2$ with $|k| \neq 2$. Let $E_1$ be a homogeneous quasi-simple $A$-module. Then there exists a homogeneous quasi-simple $A$-module $E_2$ with $E_2 \not\cong E_1$ and $\dim E_1 = \dim E_2$.

**Proof.** Let $X$ be a quasi-simple in the unique non-homogeneous tube $T$ of $A$. Note that $T$ is of rank 2 and $X^\perp$ is the module category of the Kronecker algebra $K$. Since $E_1 \in X^\perp$ and $E_1$ is also a homogeneous quasi-simple $K$-module, it follows from Lemma 1.7 that there exists a (homogeneous) quasi-simple $K$-module $E_2$ such that $E_1 \not\cong E_2$ and $\dim E_1 = \dim E_2$ as $K$-modules. It follows from Lemma 1.2 that $\dim E_1 = \dim E_2$ as $A$-modules. If $E_2$ is also a homogeneous quasi-simple $A$-module, then the assertion is proved. If it is not, then $E_2 \in T$, and $E_2$ is of quasi-length 2 since $\text{End}_A E_2$ is a field and $E_2$ is not an $A$-stone. It follows that $\dim E_2 = (1, 1, 1)$, and hence $\dim E_1 = (1, 1, 1)$. Then the assertion follows from Proposition 1.1. This completes the proof. \hfill $\square$

With the same argument we can prove the following two lemmas.

**Lemma 1.9.** Let $A$ be the $k$-path algebra of type $\tilde{A}_3$ with $|k| \geq 3$. Let $E_1$ be a homogeneous quasi-simple $A$-module. Then there exists a homogeneous quasi-simple $A$-module $E_2$ with $E_2 \not\cong E_1$ and $\dim E_1 = \dim E_2$. 
Lemma 1.10. Let \( A \) be the \( k \)-path algebra of type \( \tilde{D}_4 \) with \( |k| \geq 4 \). Let \( E_1 \) be a homogeneous quasi-simple \( A \)-module. Then there exists a homogeneous quasi-simple \( A \)-module \( E_2 \) with \( E_2 \not\cong E_1 \) and \( \text{dim} \ E_1 = \text{dim} \ E_2 \).

1.11. Proof of Proposition 1.4. By Lemmas 1.7 and 1.8 we may assume that the number of the simple \( A \)-modules is \( s \geq 4 \).

If there exists a non-homogeneous tube \( T \) of rank bigger than 2, then choose a quasi-simple stone \( N \in T \). Let \( B \) be the path algebra with \( s-1 \) simple modules such that \( B\text{-mod} \) is equivalent to \( N^\perp \). Note that \( E_1 \in N^\perp \) and \( E_1 \) is also a homogeneous quasi-simple \( B \)-module. Then by induction there exists a homogeneous quasi-simple \( B \)-module \( E_2 \) with \( E_2 \not\cong E_1 \) and \( \text{dim} \ E_2 = \text{dim} \ E_1 \) as \( B \)-modules. It follows from Lemma 1.2 that \( \text{dim} \ E_1 = \text{dim} \ E_2 \) as \( A \)-modules, and from Lemma 1.5 that \( E_2 \) is also a homogeneous quasi-simple \( A \)-module.

If all non-homogeneous tubes are of rank 2, then \( A \) is of type \( \tilde{A}_3 \), or \( \tilde{D}_4 \), and then the assertion follows from Lemmas 1.9 and 1.10. This completes the proof. \( \square \)

2. Modules with quasi-dimension vector \((1, \cdots, 1)\) in a non-homogeneous tube

The aim of this section is to prove the following fact.

Proposition 2.1. Let \( A \) be the \( k \)-path algebra of a Euclidean quiver with \( |k| \neq 2 \), let \( T \) be a non-homogeneous tube of \( A \), and let \( M \) be an arbitrary \( A \)-module in \( T \) with \( q \cdot \text{dim} \ M = (1, \cdots, 1) \). Then \([M] \notin \mathcal{C}(A)\).

In order to prove Proposition 2.1, we first prove the following special case of \( M \) indecomposable.

Lemma 2.2. Let \( A \) be the \( k \)-path algebra of a Euclidean quiver with \( |k| \neq 2 \), let \( T \) be a non-homogeneous tube of rank \( m \), and let \( N \) be an indecomposable module of quasi-length \( m \) in \( T \). Then \([N] \notin \mathcal{C}(A)\).

Lemma 2.2 has been used in [ZZ] Lemma 2.1 (however, the condition \(|k| \neq 2 \) is not indicated explicitly there). Since we want to indicate here which parts in the proof are also valid for non-simply laced tame hereditary algebras, and why \(|k| \neq 2 \) is needed, we include a proof below.

Note that when \( A \) is representation-finite some of the structure constants of \( \mathcal{H}(A) \) can be given by the Hall polynomials; see [K3]. For a finite \( A \)-module \( M \), denote by \( a_M \) the order of the automorphism group of \( M \) as \( A \)-module. The following facts will be used often.

Lemma 2.3. Let \( A \) be an arbitrary finite-dimensional algebra over a finite field \( k \) with \( q \) elements, and let \( M, N \) be \( A \)-modules.

(i) Assume that \( \text{Hom}_A(N, M) = 0 \). If \( g^f_{M,N} \neq 0 \), then \( g^f_{M,N} = 1 \).

(ii) Assume that \( \text{dim}_q \text{Ext}^1_A(M, N) = 1 \). If \( \eta : 0 \to N \to L 

\overset{j L \to M \to 0}{\to} \)

is a non-split exact sequence, then

\[
[M] \cdot [N] = \frac{(q-1)a_L}{a_{M \otimes N} \cdot \text{Hom}_A(M, N)} [L] + \frac{a_{M \otimes N} \cdot \text{Hom}_A(M, N)}{a_{M \otimes N} \cdot \text{Hom}_A(M, N)} [M \otimes N].
\]

(iii) Assume that \( F = \text{End}_A M \) is a field with \( [F : k] = m \) and that

\[
\text{dim}_F \text{Ext}^1_A(M, N) = 1.
\]
If \( \eta : 0 \rightarrow N \rightarrow L \rightarrow M \rightarrow 0 \) is a non-split exact sequence, then

\[
[M] \cdot [N] = \frac{a_L}{a_M \cdot \text{Hom}_A(M, N)} [L] + \frac{a_{M \oplus N}}{(q^n - 1)a_M \cdot \text{Hom}_A(M, N)} [M \oplus N].
\]

(iii') Assume that \( F = \text{End}_A N \) is a field with \( [F : k] = m \) and that

\[
\dim_F \text{Ext}_A^1(M, N) = 1.
\]

If \( \eta : 0 \rightarrow N \rightarrow L \rightarrow M \rightarrow 0 \) is a non-split exact sequence, then

\[
[M] \cdot [N] = \frac{a_L}{a_M \cdot \text{Hom}_A(M, N)} [L] + \frac{a_{M \oplus N}}{(q^n - 1)a_M \cdot \text{Hom}_A(M, N)} [M \oplus N].
\]

Note that the assertion (i) is easy to see; for the proof of (ii), see e.g. [Z1, p.166], and (iii) and (iii') can be similarly proved.

In the following subsections 2.4–2.7, let \( A \) be an arbitrary tame hereditary algebra (not necessarily the path algebra) over any finite field. Let \( T \) be a non-homogeneous tube in the Auslander-Reiten quiver of \( A \), with all quasi-simple modules \( E_1, \ldots, E_m \) such that \( \tau E_i = E_{i+1}, 1 \leq i \leq m - 1 \), and \( \tau E_m = E_1 \).

Then we have \( \dim E_1 + \cdots + \dim E_m = \lambda n \), where \( \lambda \) is a positive integer with \( \lambda \leq g \), where \( g \) is the tier number of the valued diagram of \( A \)—see [M] and [DR, Tables] for the definition and the values of \( g \). In particular, we have \( 1 \leq g \leq 3 \), and for the Euclidean quivers we have \( g = 1 \). Let \( E_i(t) \) denote the indecomposable module in \( T \) with quasi-top \( E_i \) and quasi-length \( t \).

2.4. Denote by \( \mathcal{H}(T) \) the subalgebra of \( \mathcal{H}(A) \) generated by all elements \( [M] \) with \( M \in T \), and denote by \( C(T) \) the subalgebra of \( \mathcal{H}(T) \) generated by all quasi-simple modules in \( T \). Note that both \( \mathcal{H}(T) \) and \( C(T) \) are \( \mathbb{N}_0^T \)-graded algebras, and that the homogeneous component \( \mathcal{H}(T)_d \) is the \( \mathbb{Q} \)-space with basis the set of isoclasses \( [M] \) with \( M \in T \) and \( \dim M = d \), and \( C(T)_d = \mathcal{H}(T)_d \cap C(T) \). Since all quasi-simple modules in \( T \) are stones, it follows from a theorem due to Ringel (i.e. a stone lies in \( C(A) \), see e.g. [Z1, Theorem 2]) that \( C(T) \subseteq C(A) \).

Let \( x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \in \mathbb{N}_0^n \). By \( x \leq y \) we mean \( x_i \leq y_i \) for \( 1 \leq i \leq n \), and \( x < y \) if \( x \leq y \), \( x \neq y \).

**Proposition.** Let \( T \) be a non-homogeneous tube of \( A \) such that the sum of dimension vectors of all quasi-simple modules in \( T \) is \( \lambda n \) with \( \lambda \) a positive integer. If \( \mathbf{d} \in \mathbb{N}_0^n \) and \( \mathbf{d} \not\geq \lambda n \), then \( \mathcal{H}(T)_d = C(T)_d \subseteq C(A) \).

**Proof.** Let \( N = E_1(t) \) be a stone which is not a quasi-simple module. Then \( 2 \leq t \leq m - 1 \). Since \( \dim_F \text{Ext}_A^1(E_1, E_2(t - 1)) = 1 \) with \( F = \text{End}_A E_1 \) a field, and \( \text{Hom}_A(E_2(t - 1), E_1) = \text{Ext}_A^1(E_2(t - 1), E_1) = \text{Hom}_A(E_1, E_2(t - 1)) = 0 \), it follows from Lemma 2.3 that

\[
[N] = [E_1] \cdot [E_2(t - 1)] - [E_2(t - 1)] \cdot [E_1].
\]

Thus, by induction on \( t \) we see that \( [N] \) is an iterated commutator of the quasi-simple modules in \( T \), and hence \( [N] \in C(T) \). Let \( M \) be an arbitrary module in \( T \) with \( \dim M = \mathbf{d} \not\geq \lambda n \). Then \( M = M_1 \oplus \cdots \oplus M_m \), with all \( M_i \) being stones. Use induction on \( \dim_k \text{Ext}_A^1(M, M) \). If \( \dim_k \text{Ext}_A^1(M, M) = 0 \), then \( [M] = c[M_1] \cdots [M_m] \) with \( c \) a non-zero number, and it follows that \( [M] \in C(T) \) since all \( [M_i] \in C(T) \) by the above argument. Let \( \dim_k \text{Ext}_A^1(M, M) \neq 0 \). Then \( M \) must be decomposable. Let \( [M_1] \cdots [M_m] = c_M[M] + \sum_{[N] \neq [M]} c_N[N] \). Then \( c_M \neq 0 \), and for every \( N \) with \( c_N \neq 0 \) we have \( \dim_k \text{Ext}_A^1(N, N) < \dim_k \text{Ext}_A^1(M, M) \)
(see e.g. [GP Prop. 2.1]). Hence $[N] \in \mathcal{C}(T)$ by induction, and it follows that $[M] \in \mathcal{C}(T) \subseteq \mathcal{C}(A)$. \hfill $\square$

2.5. Let $T_s$, $1 \leq s \leq t$, be all non-homogeneous tubes of $A$, and let $n_s$ be the rank of $T_s$. Let $e_1^{(s)}, \ldots, e_{n_s}^{(s)}$ be the dimension vectors of all quasi-simple modules in $T_s$, and let

$$\text{Ker } \partial = \{ x \in \mathbb{N}^n_0 \mid \partial(x) = \langle \mathbf{n}, x \rangle = 0 \}. $$

From the table in [DR] (and also [R1, p. 146]) we have the following.

**Lemma (DR).** The elements $\mathbf{n}$ and $e_i^{(s)}$, $2 \leq i \leq n_s$, $1 \leq s \leq t$, form a $\mathbb{Z}$-basis of $\text{Ker } \partial$.

**Notation.** Let $X = \sum_{[M]} c_M [M] \in \mathcal{H}(A)$. If $c_M \neq 0$, then $[M]$ is said to be a component of $X$ with coefficient $c_M$. If $[M]$ is a component of $X$ with $M$ indecomposable (resp. with $M$ indecomposable and $M \in T$, where $T$ is a tube), then $[M]$ is said to be an indecomposable component of $X$ (resp. an indecomposable $T$-component of $X$).

**Lemma 2.6.** Let $\mathbf{d} \in \mathbb{N}^n_0$ and $\mathbf{d} \not\in \lambda \mathbf{n}$, and let $T$ be a non-homogeneous tube with the sum of dimension vectors of all quasi-simple modules in $T$ being $\lambda \mathbf{n}$. If $r_\mathbf{d}$ has a $T$-component, then $r_\mathbf{d} \in \mathcal{C}(T) \mathbf{d}$.

**Proof.** By Proposition 2.4 it suffices to prove $r_\mathbf{d} \in \mathcal{H}(T) \mathbf{d}$, i.e. any regular module with dimension vector $\mathbf{d}$ is in $T$.

Assume that $L$ is a regular module with $\dim L = \mathbf{d}$ and $L \notin T$. Let $L = L_1 \oplus L_2$ with $L_1 \in T$ and $0 \neq L_2$ having no direct summands in $T$. Let $M$ be a module with $M \in T$ and $\dim M = \mathbf{d}$. Then of course $\dim M - \dim L_1$ is an $\mathbb{N}$-combination of the dimension vectors of some quasi-simple modules in $T$. Since the sum of dimension vectors of all quasi-simple modules in $T$ is $\lambda \mathbf{n}$, and $\dim M - \dim L_1 = \dim L_2 < \mathbf{d} \not\in \lambda \mathbf{n}$, it follows that we get a contradiction by Lemma 2.5 (note that by Lemma 2.5 the elements $e_i^{(s)}$, $2 \leq i \leq n_s$, $1 \leq s \leq t$, are $\mathbb{Z}$-linearly independent). \hfill $\square$

2.7. In this subsection we shall investigate the homogeneous component $\mathcal{C}(T)_{\lambda \mathbf{n}}$ of the graded algebra $\mathcal{C}(T)$, where $\lambda \mathbf{n}$ is the sum of dimension vectors of all quasi-simple modules in $T$. We will present a linearly generating set of $\mathcal{C}(T)_{\lambda \mathbf{n}}$, which turns out to be useful in determining the modules in $\mathcal{C}(T)_{\lambda \mathbf{n}}$.

Let $F$ be the field $\text{End}_A E_i$. Then

$$\dim_F \text{Ext}_A^1(E_i, E_j) = \begin{cases} 1, & j = i + 1, \\ 0, & \text{otherwise.} \end{cases}$$

Set $\mathbf{d}_i = \lambda \mathbf{n} - \dim E_i$, $1 \leq i \leq m$. Then by definition we see that

$$\mathcal{C}(T)_{\lambda \mathbf{n}} = [E_1] \cdot \mathcal{C}(T)_{\mathbf{d}_1} + \cdots + [E_m] \cdot \mathcal{C}(T)_{\mathbf{d}_m}.$$ 

According to Proposition 2.4 we see that $\mathcal{C}(T)_{\mathbf{d}_i} = \mathcal{H}(T)_{\mathbf{d}_i}$ has a basis $[L]$, where $L$ runs over modules in $T$ with dimension vector $\mathbf{d}_i$. Thus, $\mathcal{C}(T)_{\lambda \mathbf{n}}$ is a $\mathbb{Q}$-vector space spanned by elements in $\Omega$, where

$$\Omega = \{ [E_i] \cdot [L] \mid 1 \leq i \leq m, \; L \in T, \; \dim L = \mathbf{d}_i \}.$$
Take an element \([E_i] \cdot [L] \in \Omega\). Since \(\dim L = \sum_{j \neq i} \text{dim} E_j\), it follows from the structure of a tube that \(\text{Hom}_A(E_i, L) = 0\), and hence

\[
\dim_k \text{Ext}_A^1(E_i, L) = -\langle \text{dim} E_i, d_i \rangle = \langle \text{dim} E_i, \text{dim} E_i - \lambda n \rangle = \langle \text{dim} E_i, \text{dim} E_i \rangle = \dim_k \text{Hom}_A(E_i, E_i).
\]

It follows that \(\dim_F \text{Ext}_A^1(E_i, L) = 1\). From this fact, the structure of a tube, and the fact that the quasi-dimension vector of \(L\) is \(\epsilon_1 + \cdots + \epsilon_{i-1} + \epsilon_{i+1} + \cdots + \epsilon_m\), where \(\epsilon_i = q \cdot \text{dim} E_i = (0, \ldots, 0, 1, 0, \ldots, 0)\), it follows that \(L\) is of the following form:

\[
\begin{align*}
L &= E_{i+1}(v_1) \oplus E_{i+v_1+1}(v_2) \oplus \cdots \oplus E_{i+v_1+\cdots+v_{i-1}+1}(v_t) \\
    &= E_{i+1}(v_1) \oplus L',
\end{align*}
\]

where \(v_1, \ldots, v_t \geq 1; t \geq 1; v_1 + v_2 + \cdots + v_t = m - 1\). Since \(\dim_F \text{Ext}_A^1(E_i, L) = 1\) and \(\text{Hom}_A(L, E_i) = 0\), it follows from Lemma 2.3 that

\[
[E_i] \cdot [L] = [E_i \oplus L] + [E_i(v_1 + 1) \oplus L'].
\]

**Notation.** Denote by \(d(M)\) the number of indecomposable direct summands of a module \(M\). Thus, \(d(L) = t\), and \(d(L') = t - 1\). In 2.9 below we shall call \(d(M)\) the decomposition number of the element \([M]\).

Now, consider the two components of the element \([E_i] \cdot [L] \in \Omega\); they are \([E_i \oplus L]\) and \([E_i(v_1 + 1) \oplus L']\) as indicated in (2). There are \(t + 1\) elements in \(\Omega\), which have the component \([E_i \oplus L]\); they are as follows (denote by \(M_j\) the \(j\)-th indecomposable direct summand of \(L\), namely, \(E_{i+v_1+\cdots+v_{j-1}+1}(v_j), 1 \leq j \leq t\):

\[
\begin{align*}
[E_i] \cdot [L]; \\
[E_{i+v_1+\cdots+v_{j-1}+1}] \cdot [L_j], & \quad 0 \leq j \leq t - 1,
\end{align*}
\]

where

\[
L_j = E_i \oplus \bigoplus_{\substack{1 \leq l \leq t \cr l \neq j+1}} M_l \oplus E_{i+v_1+\cdots+v_{j-1}+2}(v_{j+1} - 1).
\]

And, there are \(t\) elements in \(\Omega\), which have the component \([E_i(v_1 + 1) \oplus L']\); they are as follows:

\[
\begin{align*}
[E_i] \cdot [L]; \\
[E_{i+v_1+\cdots+v_{j-1}+1}] \cdot [L_j'], & \quad 1 \leq j \leq t - 1,
\end{align*}
\]

where (note that \(M_{j+1}\) is the \(j\)-th indecomposable direct summand of \(L', 1 \leq j \leq t - 1\))

\[
L_j' = E_i(v_1 + 1) \oplus \bigoplus_{\substack{2 \leq l \leq t \cr l \neq j+1}} M_l \oplus E_{i+v_1+\cdots+v_{j-1}+2}(v_{j+1} - 1).
\]

In the rest of this section we come back to the case of \(A\) being the \(k\)-path algebra of a Euclidean quiver with \(|k| \neq 2\).

**Claim 2.8.** Let \(T\) be a non-homogeneous tube of rank \(m\), and \(N\) an indecomposable module of quasi-length \(m\) in \(T\). If \([N] \in C(A)\), then \([N] \in C(T)\).
Proof. Assume that \([N] \in \mathcal{C}(A)\). It follows from Theorem 0.4 that \([N] \in \mathcal{T}\), where \(\mathcal{T}\) is the subalgebra of \(\mathcal{C}(A)\) generated by all elements \(r_{d_i} \in \mathbb{N}_0^m\). Thus, \([N]\) can be expressed as (note that \(A\) is the path algebra and hence \(\dim N = n\))

\[
[N] = cr_n + \sum c_{d_1, \ldots, d_s} r_{d_1} \cdots r_{d_s} = cr_n + X,
\]

where each summand \(c_{d_1, \ldots, d_s} r_{d_1} \cdots r_{d_s} \neq 0\), \(d_1, \ldots, d_s \in \mathbb{N}_0^m - \{0\}\), \(d_1 + \cdots + d_s = n\), \(s \geq 2\), and \(c_{d_1, \ldots, d_s} \in \mathbb{Q}\). Since \(|k| \geq 3\), by Proposition 1.1 there exists a homogeneous quasi-simple module \(E\) with \(\dim E = n\). Note that \([E]\) is not a component of \(X\), since \(E\) has no (non-zero) regular submodules other than \(E\) and since by assumption \(s \geq 2\), \(d_i < n, 1 \leq i \leq s\). However, \([E]\) is a component of \(r_n\). Now, by comparing the coefficients of \([E]\) in both sides of the equality (\(\ast\)) we get \(c = 0\) in (\(\ast\)). Let \(c_{d_1, \ldots, d_s} r_{d_1} \cdots r_{d_s}\) be a summand of \(X\) having a \(T\)-component. Then all elements \(r_{d_1}, \ldots, r_{d_s}\) should have a \(T\)-component. It follows from Lemma 2.6 that \(r_{d_1}, \ldots, r_{d_s} \in \mathcal{C}(T)\), and hence

\[
\sum c_{d_1, \ldots, d_s} r_{d_1} \cdots r_{d_s} \in \mathcal{C}(T).
\]

Now, by comparing \(T\)-components of both sides of (\(\ast\)) we get

\[
[N] = \sum c_{d_1, \ldots, d_s} r_{d_1} \cdots r_{d_s} \in \mathcal{C}(T),
\]

with each summand \(c_{d_1, \ldots, d_s} r_{d_1} \cdots r_{d_s} \in \mathcal{C}(T)\), and hence \([N] \in \mathcal{C}(T)\). \(\square\)

2.9. Proof of Lemma 2.2. Let \(T\) be a non-homogeneous tube of rank \(m\), and \(N\) an indecomposable module of quasi-length \(m\) in \(T\). Assume that \([N] \in \mathcal{C}(A)\); then by Claim 2.8 we have \([N] \in \mathcal{C}(T)\), and hence \([N] \in \mathcal{C}(T)_n\). Then by 2.7 we know that \([N]\) is a \(\mathbb{Q}\)-combination of elements in \(\Omega\), so \([N]\) can be expressed as

\[
[N] = X_1 + X_2 + \cdots + X_{m-1},
\]

where \(X_i = \sum_{j,L} c_{j,L} [E_j] \cdot [L]\) with \([E_j] \cdot [L] \in \Omega\) and \(d(L) = i, 1 \leq i \leq m - 1\).

Let \(N = E_1(m)\) (i.e. the quasi-top and the quasi-length of \(N\) are \(E_1\) and \(m\) respectively). Now, we determine \(X_1\) by induction.

According to (2) in 2.7 we see that every component of \(X_i\) has the decomposition number \(i + 1\). Note that the left hand side of (5) has a unique component \([N]\), whose decomposition number is 1. There is only one element in \(\Omega\) having the component \([N]\), i.e. \([E_1] \cdot [E_2(m-1)]\). Thus, by comparing the coefficients of the component \([N]\) in both sides of (5), and then by comparing the coefficients of the other components having decomposition number 1 in the both sides of (5), we get

\[
X_1 = [E_1] \cdot [E_2(m-1)].
\]

Assume that we have proven the following:

\[
X_j = (-1)^{j-1} [E_j] \cdot [E_1 \oplus \cdots \oplus E_{j-1} \oplus E_{j+1}(m-j)]
\]

\[
= (-1)^{j-1} [E_1 \oplus \cdots \oplus E_{j-1} \oplus E_j(m-j+1)]
\]

\[
+ (-1)^{j-1} [E_1 \oplus \cdots \oplus E_{j-1} \oplus E_j \oplus E_{j+1}(m-j)].
\]

We now derive the term \(X_{j+1}\). Note that \(X_1 + \cdots + X_{j-1} + X_{j+2} + \cdots + X_{m-1}\) has no components with decomposition number \(j+1\), while by the inductive hypothesis \(X_j\) has only one component with decomposition number \(j+1\), i.e. \([E_1 \oplus \cdots \oplus E_{j-1} \oplus E_j \oplus E_{j+1}(m-j)]\); also, from 2.7 we see that there is only one element in \(\Omega\) of the form \([E_1] \cdot [L]\) with \(d(L) = j+1\), which has the component \([E_1 \oplus \cdots \oplus E_{j-1} \oplus E_j \oplus E_{j+1}(m-j)]\) (this element is \([E_{j+1}] \cdot [E_1 \oplus \cdots \oplus E_{j-1} \oplus E_j \oplus E_{j+2}(m-j-1)]\). Thus, by
Then
\[ M = \cdots \oplus E_j \oplus E_{j+1}(m-j) \]
in both sides of (5), we see
\[ X_{j+1} = (-1)^j[E_{j+1}] \cdot [E_1 \oplus \cdots \oplus E_{j-1} \oplus E_{j+2}(m-j)] + X. \]
Again by comparing the coefficients of the other components having decomposition number \( j + 1 \) in both sides of (5), we see that \( X = 0 \), i.e.
\[ X_{j+1} = (-1)^j[E_{j+1}] \cdot [E_1 \oplus \cdots \oplus E_{j} \oplus E_{j+2}(m-j)]. \]
Thus, by induction we get
\[ [N] = X_1 + \cdots + X_{m-1} \]
\[ = \sum_{1 \leq j \leq m-1} (-1)^{j-1}[E_j] \cdot [E_1 \oplus \cdots \oplus E_{j-1} \oplus E_{j+1}(m-j)] \]
\[ = \sum_{1 \leq j \leq m-1} ((-1)^{j-1}[E_1 \oplus \cdots \oplus E_{j-1} \oplus E_j \oplus E_{j+1}(m-j)) \]
\[ = [N] + (-1)^m[E_1 \oplus \cdots \oplus E_m], \]
which is absurd. This completes the proof. \( \square \)

2.10. Proof of Proposition 2.1. Let \( M \) be an \( A \)-module in \( T \) with \( \text{q.dim } M = (1, \cdots, 1) \). Since \( \text{dim } M = \text{dim } E_1 + \cdots + \text{dim } E_m \), it follows from the structure of a tube that \( M \) is of the following form:
\[ M = E_i(v_1) \oplus E_{i+v_1}(v_2) \oplus \cdots \oplus E_{i+v_1+\cdots+v_{j-1}}(v_i), \]
where \( v_1, \cdots, v_i \geq 1; v_1 + v_2 + \cdots + v_i = m \). Set \( M_j = E_{i+v_1+\cdots+v_{j-1}}(v_j), 1 \leq j \leq t \). Then \( M = M_1 \oplus \cdots \oplus M_t \). If \( t = 1 \), then \( [M] \notin C(A) \) by Lemma 2.2. If \( t \geq 2 \), then again by the structure of a tube and the Auslander-Reiten formula we have
\[ \text{Ext}_A^1(M_j, M_{j'}) = \text{Hom}_A(M_{j'}, \tau M_j) = 0 \quad \text{for } j' \geq j + 2, \]
and
\[ \text{dim}_F \text{Ext}_A^1(M_j, M_{j+1}) = \text{dim}_F \text{Hom}_A(M_{j+1}, \tau M_j) = 1, \]
with \( F = \text{End}_A^1 M_j \) a field (it is \( k \) since \( A \) is the path algebra). It follows that \( \text{dim}_F \text{Ext}_A^1(M_1, M_2 \oplus \cdots \oplus M_t) = 1 \), and hence by Lemma 2.3 we have
\[ [M_1] \cdot [M_2 \oplus \cdots \oplus M_t] = c_1[M] + c_2[M'], \]
where \( c_1c_2 \neq 0 \), and \( M' = E_i(v_1 + v_2) \oplus M_1 \oplus \cdots \oplus M_t \). Since \( \text{q.dim } M_1 \) and \( \text{q.dim}(M_2 \oplus \cdots \oplus M_t) < (1, \cdots, 1) \), it follows from Proposition 2.4 that
\[ [M_1] \cdot [M_2 \oplus \cdots \oplus M_t] \in C(A). \]
Note that \( \text{q.dim } M' = (1, \cdots, 1) \) and the number of indecomposable direct summands of \( M' \) is \( t - 1 \). Now by induction on \( t \) we see that \( [M'] \notin C(A) \). This proves that \( [M] \notin C(A) \). \( \square \)
2.11. An example. We would like to include an example here. Let $A$ be the path algebra of the quiver $A_2$, i.e., the quiver with the set of vertices $\{1, 2, 3\}$ and the set of arrows $\{1 \to 2, 2 \to 3, 1 \to 3\}$. Then $A$ has only one non-homogeneous tube $T$ with quasi-simple modules $E_1$ and $E_2$, with $\text{dim } E_1 = (0, 1, 0)$ and $\text{dim } E_2 = (1, 0, 1)$. Let $N_1$ be the indecomposable module in $T$ with quasi-top $E_1$ and quasi-socle $E_2$, and $N_2 = \tau N_1$. Note that $r_{(1,1,1)} = \sum_H [H] + [N_1] + [N_2] + [E_1 \oplus E_2]$, where $H$ ranges over the homogeneous quasi-simple modules with dimension vector $(1,1,1)$. By Proposition 1.1 we know that such an $H$ exists. It is easy to see that $r_{(1,0,0)} = r_{(0,1,0)} = r_{(1,0,1)} = 0$, $r_{(0,1,0)} = [E_1]$, $r_{(1,0,1)} = [E_2]$; and $[E_1]: [E_2] = [N_1] + [E_1 \oplus E_2]$, $[E_2]: [E_1] = [N_2] + [E_1 \oplus E_2]$. Thus by Theorem 0.4 we know that $T_{(1,1,1)}$ is a $\mathbb{Q}$-combinations of $r_{(1,1,1)}$, $r_{(0,1,0)} \cdot r_{(1,0,1)}$, and $r_{(1,0,1)} \cdot r_{(0,1,0)}$, i.e., we have

$$T_{(1,1,1)} = \{ c_1 \sum_H [H] + (c_1 + c_2) [N_1] + (c_1 + c_3) [N_2] + (c_1 + c_2 + c_3) [E_1 \oplus E_2] \mid c_1, c_2, c_3 \in k \}.$$ 

In particular, we see that $[N_1], [N_2], [E_1 \oplus E_2] \notin \mathcal{C}(A)$, as Proposition 2.1 claims.

Remark. As we see from the proof, if Claim 2.8 is proved also for non-simply-laced tame hereditary algebras, then Proposition 2.1 is proved for any tame hereditary algebra over any finite field.

3. Invariant subspaces of skew derivations

The aim of this section is to develop machineries for reductions inside the subalgebras $\mathcal{C}(A)$ and $T$, namely, try to find enough $\mathbb{Q}$-linear transformations $\delta$ of $\mathcal{H}(A)$, such that $\mathcal{C}(A)$ and $T$ are invariant subspaces.

3.1. Let $A$ be an arbitrary finite-dimensional algebra over a finite field $k$ with $q$ elements. Given an $A$-module $M$, the $\mathbb{Q}$-linear maps $\delta_M$, $M \delta$ in $\text{Hom}_\mathbb{Q}(\mathcal{H}(A), \mathcal{H}(A))$ are defined in [CX] as follows:

$$\delta_M([L]) = \sum_{[N]} q^L_{M,N} \frac{a_N}{a_L}[N] \quad \text{and} \quad M \delta([L]) = \sum_{[N]} q^L_{M,N} \frac{a_N}{a_L}[N].$$

If $S(i)$ and $S(j)$ are simple modules, then

$$\delta_{S(i)}([S(j)]) = \frac{\delta_{ij}}{q^\dim \text{End}_A S(i)} [0] = S(i) \cdot \delta([S(j)]),$$

where $\delta_{ij}$ is the Kronecker symbol (here we use the untwisted form of $\delta_M$ and $M \delta$ as in [ZZ]). Note that $\delta_{S(i)}$ and $S(i) \delta$ are realizations in $\mathcal{H}(A)$ of Lusztig’s derivations $r_i$ and $s_i$ for $\mathfrak{f}$, respectively, see [LZ] p.8.

In the rest of this section $A$ is an arbitrary tame hereditary algebra over a field $k$ with $q$ elements (not necessarily a path algebra). For $d \in \mathbb{N}_0^n$, recall that in 0.4 the element $r_d \in \mathcal{H}(A)$ is defined as

$$r_d = \sum_{[N]} [N], \quad \text{where } N \text{ ranges over regular modules with } \text{dim } N = d.$$ 

Note that if there is no regular module with dimension vector $d$, or if $d \in \mathbb{Z}^n - \mathbb{N}_0^n$, then $r_d := 0$. 
Proposition 3.2. Let $M$ be a regular module, $d \in \mathbb{N}_0^n$. Then

(i) $\delta_M(r_d) = \frac{q^{-(d-dim M, dim M)}}{a_M} r_d - dim M$,

(ii) $M^\delta(r_d) = \frac{q^{-(d, dim M_d)}}{a_M} r_d - dim M$.

Proof. By duality we only need to prove (i). By the linearity of $\delta_M$ we have

$$\delta_M(r_d) = \delta_M(\sum [N]) = \sum \delta_M([N]) = \sum \sum g_{L,M}^N \frac{a_L}{a_N} [L]$$

where $[N]$ ranges over all isoclasses of regular modules $N$ with $\dim N = d$.

Since $c_L$ is a sum of non-negative numbers, it follows that $c_L \neq 0$ if and only if there exists a regular module $N$ such that $g_{L,M}^N \neq 0$. Since $M$ is regular, it follows that $c_L \neq 0$ if and only if $L$ is regular with $\dim L = d - \dim M$.

Now, it remains to prove that if $c_L \neq 0$, then

$$c_L = \frac{q^{-(d-dim M, dim M)}}{a_M}.$$

For this, recall that the structure constant $g_{L,M}^N$ can be expressed as

$$g_{L,M}^N = \frac{a_N \mathbb{E} \text{xt}_A^1(L, M)_N}{a_M a_L \mathbb{E} \text{xt}_A(L, M)_N},$$

where $\mathbb{E} \text{xt}_A(L, M)_N$ is the set of extension classes in $\mathbb{E} \text{xt}_A(L, M)$ with middle term $N$ (see [CH] and [Rm]; also [GH] and [RT1]).

Indeed, if $L$ is regular with $\dim L = d - \dim M$, then we have

$$c_L = \sum g_{L,M}^N \frac{a_L}{a_N} = \sum \frac{a_N \mathbb{E} \text{xt}_A(L, M)_N}{a_M a_L \mathbb{E} \text{xt}_A(L, M)_N} \frac{a_L}{a_N}$$

$$= \frac{1}{a_M \mathbb{E} \text{xt}_A(L, M)_N} \sum [N] \mathbb{E} \text{xt}_A(L, M)_N$$

$$= \frac{|\mathbb{E} \text{xt}_A(L, M)|}{a_M \mathbb{E} \text{xt}_A(L, M)_N} = q^{-(\dim L, \dim M)} a_M = q^{-(d-dim M, dim M)} a_M.$$

Remark. If $S$ is a simple $A$-module, then Proposition 3.3 is true for two arbitrary modules $M$ and $N$; this is proved in [CX] (also [ZZ, 4.1] for the untwisted case). Note that if $S$ is not quasi-simple, then the above formulas are not true.
Proof. By duality we only need to prove (i). By the definitions we have
\[
\delta_S([M] \cdot [N]) = \delta_S(\sum_{[L]} g^L_{M,N}[L]) = \sum_{[L],[V]} g^L_{M,N} g^L_{V,S} \frac{a_V}{a_L}[V];
\]
\[
\delta_S([M]) \cdot [N] = \left( \sum_{[V']} g^M_{V',S} \frac{a_{V'}}{a_M}[V'] \right) \cdot [N] = \sum_{[V'],[V]} g^M_{V',S} g^V_{S,V'} \frac{a_{V'}}{a_M}[V];
\]
\[
[M] \cdot \delta_S([N]) = [M] \cdot \left( \sum_{[L]} g^N_{U,S} \frac{a_U}{a_N} [U] \right) = \sum_{[L],[V]} g^N_{U,S} g^V_{S,U} \frac{a_U}{a_N}[V].
\]

So, in order to prove (i), it will suffice to prove that the following equality holds for any module \(V\):
\[
(\star) \quad \sum_{[L]} g^L_{M,N} g^L_{V,S} \frac{a_V}{a_L} = \sum_{[V']} g^M_{V',S} g^V_{S,V'} \frac{a_{V'}}{a_M} + q^{-\langle M,S \rangle} \sum_{[U]} g^N_{U,S} g^V_{S,U} \frac{a_U}{a_N}.
\]

In fact, the equality \((\star)\) is essentially a special situation of Green’s formula in [G1] Theorem 2. In order to see this, let
\[
N_1(M, N, V, S) = \sum_{[L]} g^L_{M,N} g^L_{V,S} \frac{a_M a_N a_V a_S}{a_L}
\]
and
\[
N_2(M, N, V, S) = \sum_{[X],[Y],[X']|[Y']} q^{-\langle X,Y \rangle} g^M_{X,X'} g^N_{Y,Y'} g^V_{X',Y'} a_{X} a_{Y} a_{X'} a_{Y'}.
\]

Let \(g^M_{X,X'} g^N_{Y,Y'} g^V_{X',Y'} \neq 0\). Since \(M\) is regular, it follows that \(X'\) has no preinjective summands, and hence the defect \(\partial(X') \leq 0\). Similarly, we have \(\partial(Y') \leq 0\). However, \(g^S_{X,Y} \neq 0\) means that \(\partial(S) = 0\); this forces both \(X'\) and \(Y'\) to be regular. Since \(S\) is a quasi-simple regular module, it follows that \(g^S_{X,Y} \neq 0\) if and only if one of \(X'\) and \(Y'\) is \(S\) and the other is 0, and hence we have
\[
N_2(M, N, V, S) = \sum_{[X]} g^M_{X,S} g^V_{X,N} a_{X} a_{N} a_{S} + \sum_{[Y]} q^{-\langle M,S \rangle} g^N_{Y,S} g^V_{Y,M} a_{M} a_{N} a_{S}.
\]

Now, by Green’s formula in [G1] Theorem 2 we have
\[
\frac{1}{a_{M} a_{N} a_{S}} N_1(M, N, V, S) = \frac{1}{a_{M} a_{N} a_{S}} N_2(M, N, V, S),
\]
which is exactly the desired equality \((\star)\). 

**Corollary 3.4.** If \(S\) is a quasi-simple regular module and \(M_1, \ldots, M_t (t \geq 2)\) are regular modules, or if \(S\) is a simple module and \(M_1, \ldots, M_t\) are arbitrary modules, then we have
\[
\delta_S([M_1] \cdots [M_t])
\]
(i) \(= \sum_{0 \leq i \leq t-1} q^{-\langle M_1 \oplus \cdots \oplus M_i, S \rangle} [M_1] \cdots [M_i] \cdot \delta_S([M_{i+1}] \cdots [M_t]),\)
\[
S \delta([M_1] \cdots [M_t])
\]
(ii) \(= \sum_{0 \leq i \leq t-1} q^{-\langle S, M_{i+2} \oplus \cdots \oplus M_t \rangle} [M_1] \cdots [M_i] \cdot S \delta([M_{i+1}] \cdots [M_t] \cdots [M_t]).\)
More precisely, let $d_D$. Dually, the other formula can be proved.

By the definition, Corollary 3.4 and Proposition 3.2 we have

For later applications, we emphasize that the quasi-simple regular module $S$ in Theorem 3.5 need not be a stone; it can be a homogeneous quasi-simple.

**Theorem 3.5.** Let $S$ be a quasi-simple regular module. Then $\delta_S, \delta \in \text{Hom}_Q(T, T)$. More precisely, let $d_1, \ldots, d_t \in \mathbb{N}_0^p$. Then we have

$$\delta_S(r_{d_1} \cdots r_{d_t}) = \frac{1}{a_S} \sum_{0 \leq i \leq t-1} q^{-(d_1+\cdots+d_{i+1}-\dim S)} r_{d_1} \cdots r_{d_{i+1}} r_{d_i+1} \cdots r_{d_t},$$

and

$$\delta(r_{d_1} \cdots r_{d_t}) = \frac{1}{a_S} \sum_{0 \leq i \leq t-1} q^{-(\dim S,d_1+\cdots+d_t-\dim S)} r_{d_1} \cdots r_{d_i} r_{d_{i+1}} \cdots r_{d_t}.$$ 

**Remark.** For later applications, we emphasize that the quasi-simple regular module $S$ in Theorem 3.5 need not be a stone; it can be a homogeneous quasi-simple.

**Proof.** By the definition, Corollary 3.4 and Proposition 3.2 we have

$$\delta_S(r_{d_1} \cdots r_{d_t}) = \delta_S\left(\sum_{[N_1] \cdots [N_t]} [N_1] \cdots [N_t]\right) = \delta_S\left(\sum_{[N_1] \cdots [N_t]} [N_1] \cdots [N_t]\right) = \sum_{[N_1] \cdots [N_t]} \delta_S([N_1] \cdots [N_t]) = \sum_{[N_1] \cdots [N_t]} \sum_{0 \leq i \leq t-1} q^{-(d_1+\cdots+d_{i+1}-\dim S)} [N_1] \cdots [N_i] \cdot \delta_S([N_{i+1}] \cdot [N_{i+2}] \cdots [N_t]) = \sum_{0 \leq i \leq t-1} q^{-(d_1+\cdots+d_{i,\dim S})} \prod_{1 \leq j \leq t} \sum_{[N_j]} [N_j] \cdot \delta_S\left(\sum_{[N_{i+1}]} [N_j] \cdot \prod_{t+2 \leq j \leq l} [N_i]\right) = \sum_{0 \leq i \leq t-1} q^{-(d_1+\cdots+d_{i,\dim S})} r_{d_1} \cdots r_{d_i} \cdot \delta_S(r_{d_{i+1}}) \cdot r_{d_{i+2}} \cdots r_{d_t}.$$ 

Dually, the other formula can be proved. 

**3.6.** Let $A$ be an arbitrary finite-dimensional algebra over a finite field. Consider the $\mathbb{Q}$-linear maps $\phi_1, \phi_2 : \mathcal{H}(A) \rightarrow \text{Hom}_Q(\mathcal{H}(A), \mathcal{H}(A))$ given by $\phi_1([M]) = \delta_M$, $\phi_2([M]) = M \delta$. 
Lemma \((\text{CX})\). (i) \(\phi_1\) is a \(Q\)-algebra homomorphism, i.e. \(\phi_1([M], [N]) = \delta_M \cdot \delta_N\).

(ii) \(\phi_2\) is a \(Q\)-algebra anti-homomorphism, i.e. \(\phi_2([M] \cdot [N]) = N \delta \cdot M \delta\).

In particular, let \(M_1, \ldots, M_m\) be arbitrary \(A\)-modules with \(\text{Ext}^1_A(M_i, M_j) = 0\) for \(i < j\). Then we have

\[
\delta_{M_1 \oplus \cdots \oplus M_m} = c \delta_{M_1} \cdots \delta_{M_m},
\]

and

\[
M_1 \oplus \cdots \oplus M_m \delta = c M_m \delta \cdots M_1 \delta,
\]

where

\[
c = \frac{[M_1 \oplus \cdots \oplus M_m]}{[M_1] \cdots [M_m]}
\]

is a positive number.

**Theorem 3.7 \((\text{ZZ})\).** If \([M] \in \mathcal{C}(A)\), then \(\delta_M, M \delta \in \text{Hom}_Q(\mathcal{C}(A), \mathcal{C}(A))\).

**Proof.** For completeness we include the proof here. By duality we only need to prove \(\delta_M \in \text{Hom}_Q(\mathcal{C}(A), \mathcal{C}(A))\).

Assume that \([M] = \sum b_{i_1 \cdots i_s} [S(i_1)] \cdots [S(i_s)]\), where the \(S(i_j)\)’s are simple \(A\)-modules. Then by Lemma 3.6 we have

\[
\delta_M = \phi_1([M]) = \sum b_{i_1 \cdots i_s} \delta_{S(i_1)} \cdots \delta_{S(i_s)}.
\]

For any element \(X \in \mathcal{C}(A)\), say, \(X = \sum c_{j_1 \cdots j_s} [S(j_1)] \cdots [S(j_s)]\), according to Corollary 3.4 and the formula (6) we see that

\[
\delta_M(X) = \sum b_{i_1 \cdots i_s} c_{j_1 \cdots j_s} \delta_{S(i_1)} \cdots \delta_{S(i_s)}([S(j_1)] \cdots [S(j_s)]) \in \mathcal{C}(A).
\]

This completes the proof. \(\square\)

**Corollary 3.8.** Let \(M\) be a regular \(A\)-module with \([M] \in \mathcal{C}(A)\). Then \(\delta_M, M \delta \in \text{Hom}_Q(T, T)\).

**Proof.** It follows from Theorem 3.7 that \(\delta_M(T) \subseteq \mathcal{C}(A)\) and \(M \delta(T) \subseteq \mathcal{C}(A)\). Since \(M\) is regular by assumption, and \(\mathcal{C}(A) = \mathcal{P} \cdot T \cdot \mathcal{I}\) by Theorem 0.4, it follows that \(\delta_M(T) \subseteq T\), and \(M \delta(T) \subseteq T\). \(\square\)

**Corollary 3.9.** (i) Let \(E = E_1 \oplus \cdots \oplus E_t\) with all \(E_i\)’s quasi-simple regular modules, such that if \(t \geq 2\) then \(\text{Ext}^1_A(E_j, E_i) = 0\) for \(j > i\). Then we have \(\delta_M, M \delta \in \text{Hom}_Q(T, T)\).

(ii) Let \((M_1, \ldots, M_m)\) be an exceptional sequence (i.e. all \(M_i\)’s are stones with \(\text{Hom}_A(M_j, M_i) = 0 = \text{Ext}^1_A(M_j, M_i)\) for \(j \geq i\)). Let \(M = M_1 \oplus \cdots \oplus M_m\). Then we have \(\delta_M, M \delta \in \text{Hom}_Q(\mathcal{C}(A), \mathcal{C}(A))\). In particular, if \(M\) is in addition a regular module, then \(\delta_M, M \delta \in \text{Hom}_Q(T, T)\).

**Proof.** The assertion (i) is a direct consequence of Lemma 3.6 and Theorem 3.5. For (ii), note that \([M] \in \mathcal{C}(A)\) by \(\text{ZZ}\) Theorem 2], and hence the assertion follows from Theorem 3.7 and Corollary 3.8. \(\square\)

**Remark 3.10.** Corollary 3.8 does not imply Theorem 3.5, since by Lemma 5.2 below we know that \([S] \not\in \mathcal{C}(A)\) for a homogeneous quasi-simple module \(S\).
4. Modules with sincere quasi-dimension vector

Let $k$ be a finite field with $|k| \neq 2$. The aim of this section is to prove the following statement.

**Proposition 4.1.** Assume that $A$ is the $k$-path algebra of a Euclidean quiver. Let $T$ be a non-homogeneous tube and $M$ an arbitrary $A$-module with $M \in T$. Then $[M] \in \mathcal{C}(A)$ if and only if $q, \dim M \not\in (1, \ldots, 1)$, i.e. $q, \dim M$ is non-sincere.

**4.2.** The central ideal of the proof is to try to find suitable modules $E$ with $[E] \in T$, such that after applying Theorem 3.7 finitely many times we can reduce $M$ to the case of $q, \dim M = (1, \ldots, 1)$, for which Proposition 2.1 can be applied.

In the following subsections 4.3-4.7 let $A$ be an arbitrary finite-dimensional tame hereditary algebra over any finite field (not necessarily a path algebra, no restrictions on $|k|$), and let $E_1, \ldots, E_m$ be the quasi-simple modules in $T$ such that $\tau E_1 = E_{i+1}$, $1 \leq i \leq m - 1$, and $\tau E_m = E_1$. Let $M$ be an $A$-module in $T$ with $q, \dim M = (d_1, \ldots, d_m) > (1, \ldots, 1)$. Denote by $s_i$ the number of indecomposable direct summands of $M$ with quasi-socle $E_i$, and denote by $t_i$ the number of indecomposable direct summands of $M$ with quasi-top $E_i$. Then we have $0 \leq s_i, t_i, d_i$ for $1 \leq i \leq m$. We keep this notations of $T, m, E_i$'s, $d_i$'s, $s_i$'s and $t_i$'s throughout this section. Note that $s_i$ is exactly the number of indecomposable direct summands $M_j$ of $M$ with $\text{Hom}_A(E_i, M_j) \neq 0$, and that $t_i$ is exactly the number of indecomposable direct summands $M_j$ of $M$ with $\text{Hom}_A(M_j, E_i) \neq 0$.

**Lemma 4.3.** Let $M$ be an $A$-module in $T$ with $q, \dim M > (1, \ldots, 1)$.

(i) If there exists an index $i$ such that $2 \leq s_i + 1 \leq d_i$, then there exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \ldots, 1) \leq q, \dim N < q, \dim M$.

(ii) If there exists an index $i$ such that $2 \leq t_i + 1 \leq d_i$, then there exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \ldots, 1) \leq q, \dim N < q, \dim M$.

**Proof.** By duality it suffices to prove (i). Let $E = E_i^{s_i}$. Since $E_i$ is a stone, it follows from [21] Theorem 2 that $[E] \in \mathcal{C}(A)$. Write $M$ as $M = U \oplus V$, where $U$ is exactly the direct sum of all indecomposable direct summands of $M$ with quasi-socle $E_i$. Then $\text{Hom}_A(E_i, V) = 0$, and $E$ is exactly the quasi-socle of $U$. It follows that $U$ has only one submodule isomorphic to $E$. Let $0 \rightarrow E \rightarrow M \rightarrow N \rightarrow 0$ be an arbitrary short exact sequence. Then $N \cong V \oplus (U/E)$. It follows that

$$\delta_E([M]) = g_{V \oplus (U/E), E}^{M} \frac{a_{V \oplus (U/E)}}{a_M} [V \oplus (U/E)] = \frac{a_{V \oplus (U/E)}}{a_M} [V \oplus (U/E)].$$

Note that $(1, \ldots, 1) \leq q, \dim (V \oplus (U/E)) < q, \dim M$. This completes the proof. 

For $x = (x_1, \ldots, x_m) \in \mathbb{N}_0^m$, the set $\{ i \mid 1 \leq i \leq m, \ x_i \neq 0 \}$ is called the support of $x$.

**Lemma 4.4.** Let $M$ be an $A$-module in $T$ with $q, \dim M > (1, \ldots, 1)$. Assume that $M$ has no indecomposable direct summands of quasi-length $m$. Then at least one of the following two statements holds:

(i) There exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \ldots, 1) \leq q, \dim N < q, \dim M$.

(ii) There exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \ldots, 1) \leq q, \dim N < q, \dim M$. 

Proof. By Lemma 4.3 it suffices to prove that there exists an index $i$ such that $2 \leq s_i + 1 \leq d_i$, or, that there exists an index $i$ such that $2 \leq t_i + 1 \leq d_i$.

Assume that this is not true, i.e. for every index $i$ with $s_i \neq 0$ we have $s_i = d_i$, and for every index $j$ with $t_j \neq 0$ we have $t_j = d_j$.

Let $M = M_1 \oplus \cdots \oplus M_s$ with all $M_j$ indecomposable. Denote by $U_i$ the direct sum of all $M_j$ with quasi-socle $E_i$. Note that $M = U_1 \oplus \cdots \oplus U_m$, and some $U_i$ may be zero.

Note that the quasi-length of $M_j$, $1 \leq j \leq t$, is smaller than $m$. Otherwise, we see that the quasi-length of $M_j$ is bigger than $m$, since by assumption the quasi-length of $M_j$ is not $m$. Then we get $d_i > s_i$, where $E_i$ is the quasi-socle of $M_j$, this contradicts the assumption.

Since all (non-zero) indecomposable direct summands of $U_i$ have same quasi-socle $E_i$, it follows that the support of $U_i$ coincides with the support of the indecomposable direct summand $M_j$ of $U_i$ which is of biggest quasi-length.

Note that the $i$-th component of $q \dim U_i$ is exactly $s_i = d_i$. Since by assumption for every index $i$ with $s_i \neq 0$ we have $d_i = s_i$, it follows that for $i \neq j$ the support of $q \dim U_i$ and the support of $q \dim U_j$ are disjoint. But $q \dim U = q \dim U_1 + \cdots + q \dim U_m > (1, \cdots, 1)$, it follows that there exists an index $i$ such that $s_i \geq 2$. For every index $i$ such that $s_i \geq 2$, $U_i$ has to be $s_i$ copies of an indecomposable stone, since otherwise we get $d_j > t_j > 0$ for some $j$.

Now let $s_i \geq 2$ and $U_i = X^{s_i}$ with $X$ indecomposable. Set $E = X^{s_i-1}$. Then $[E] \in \mathcal{C}(A)$. Note that $\text{Hom}_A(E, U_j) = 0$ for $j \neq i$. It follows that $\delta_E([M]) = c[X \oplus (\bigoplus_{j \neq i} U_j)]$ for a non-zero number $c$, with

$$(1, \ldots, 1) \leq q \dim (X \oplus (\bigoplus_{j \neq i} U_j)) < q \dim M.$$  

This completes the proof. \qed

Lemma 4.5. Let $M = H^t \oplus U$ be a module in $T$ with $U$ non-zero, where $t$ is a positive integer, $H$ is an indecomposable with quasi-length $m$, and $H$ is not a direct summand of $U$. Then at least one of the following two statements holds:

(i) There exist a $d \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \cdots, 1) \leq q \dim N < q \dim M$.

(ii) There exist a $d \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \cdots, 1) \leq q \dim N < q \dim M$.

Proof. By Lemma 4.3 it suffice to prove that the following two situations cannot occur simultaneously.

(I) For every index $i$ with $s_i \neq 0$ we have $d_i = s_i$.

(II) For every index $i$ with $t_i \neq 0$ we have $d_i = t_i$.

Assume that both (I) and (II) are satisfied. Without loss of generality, let $E_1$ be the quasi-socle of $H$.

First, we claim that every indecomposable direct summand of $U$ also has the quasi-socle $E_1$.

Otherwise, let $E_i (i \neq 1)$ be the quasi-socle of an indecomposable direct summand $V$ of $U$. Then $d_i > s_i$, which contradicts the assumption (I).)

Secondly, since all indecomposable direct summands of $U$ have the same quasi-socle $E_1$, it follows that the support of $U$ coincides with the support of the indecomposable direct summand $V$ of $U$ which is of biggest quasi-length. Thus, the
quasi-length of $V$ is smaller than $m$. In fact, since $V$ and $H$ have the same quasi-socle $E_1$ and by assumption $H$ is not a direct summand of $U$, it follows that the quasi-length of $V$ is not $m$; and also the quasi-length of $V$ cannot bigger than $m$, since $d_1 = s_1$ by the assumption (I).

Finally, let $E_1$ be the quasi-top of an indecomposable direct summand $V$ of $U$. Then $i \neq m$, since the quasi-socle of $V$ is $E_1$ and the quasi-length of $V$ is smaller than $m$. In this way we see that $t_i < d_i$, which contradicts the assumption (II). This completes the proof.

**Lemma 4.6.** Let $M = H^t$ with $t \geq 2$ and $H$ an indecomposable in $T$ of quasi-length $m$. Then

(i) There exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \cdots, 1) \leq \textbf{q.dim} N < \textbf{q.dim} M$.

(ii) There exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\varepsilon \delta([M]) = c[N]$ with $N \in T$ and $(1, \cdots, 1) \leq \textbf{q.dim} N < \textbf{q.dim} M$.

**Proof.** By duality it suffices to prove (i). Assume that $E_1$ is the quasi-socle of $H$. Let $E = E_1^{(-1)}$. Since $E_1$ is a stone, it follows from [Z1] Theorem 2 that $[E] \in \mathcal{C}(A)$. Let $0 \to E \to M \to N \to 0$ be an arbitrary short exact sequence. Then $N$ has to be the module $H \oplus U^{t-1}$, where $U$ is the indecomposable in $T$ with quasi-length $m - 1$ and quasi-top $E_m$. It follows that $\delta_E([M]) = c[H \oplus U^{t-1}]$, with $(1, \cdots, 1) < \textbf{q.dim}(H \oplus U^{t-1}) = (1, t, \cdots, t) < \textbf{q.dim} M$. This completes the proof.

By Lemmas 4.4–4.6 we get the following

**Corollary 4.7.** Let $T$ be a non-homogeneous tube of $A$, and let $M$ be an $A$-module in $T$ with $\textbf{q.dim} M > (1, \cdots, 1)$. Then at least one of the following two statements holds

(i) There exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$ with $N \in T$ and $(1, \cdots, 1) \leq \textbf{q.dim} N < \textbf{q.dim} M$.

(ii) There exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\varepsilon \delta([M]) = c[N]$ with $N \in T$ and $(1, \cdots, 1) \leq \textbf{q.dim} N < \textbf{q.dim} M$.

**4.8. Proof of Proposition 4.1.** The sufficiency follows from Proposition 2.4.

Conversely, let $[M] \in \mathcal{C}(A)$. Then by Proposition 2.1 we know that $\textbf{q.dim} M \neq (1, \cdots, 1)$. We claim that $\textbf{q.dim} M$ also cannot be bigger than $(1, \cdots, 1)$.

Otherwise, if $\textbf{q.dim} M >(1, \cdots, 1)$, then by Corollary 4.7 there exist a module $E \in T$ with $[E] \in \mathcal{C}(A)$, and a non-zero number $c$, such that $\delta_E([M]) = c[N]$, or $\varepsilon \delta([M]) = c[N]$, where $N \in T$ and $(1, \cdots, 1) \leq \textbf{q.dim} N < \textbf{q.dim} M$. Now, by Theorem 3.7, $[N] \in \mathcal{C}(A)$. Then again by Proposition 2.1 we see that $\textbf{q.dim} N > (1, \cdots, 1)$. In this way we get a contradiction, since this process can be repeated infinitely! This completes the proof.

5. Modules in homogeneous tubes

In this section we assume that $|k| \geq 4$, and $A$ is the path algebra of a Euclidean quiver. Our aim is to prove the following proposition, which is crucial to the proof of the main result.

**Proposition 5.1.** Let $T$ be a homogeneous tube, and let $M$ be an arbitrary non-zero $A$-module with $M \in T$. Then $[M] \not\in \mathcal{C}(A)$.
In order to prove Proposition 5.1, we first prove the following special case of \(M\) indecomposable, which has been proved in \([ZZ\) §3] (however, the condition \(|k| \geq 4\) was really used but not indicated there, and also Proposition 1.4 was used without a proof there). In order to indicate where Proposition 1.4 is used, and for completeness, we include the proof of Lemma 5.2 here.

**Lemma 5.2.** Let \(N\) be a non-zero indecomposable \(A\)-module in a homogeneous tube. Then \([N] \notin C(A)\).

**Proof.** Let \(N \in T\) with \(T\) a homogeneous tube. Assume that \([N] \in C(A)\). Then by Theorem 0.4 we have \([N] \in T\). Thus, we have the following expression:

\[
[N] = \sum c_{d_1, \ldots, d_m} r_{d_1} \cdots r_{d_m},
\]

where \(c_{d_1, \ldots, d_m} r_{d_1} \cdots r_{d_m} \neq 0\), \(d_1, \ldots, d_m \in \mathbb{N}_0^m - \{0\}\), and \(d_1 + \cdots + d_m = \dim N\).

Let \(\lambda n\) be the dimension vector of the quasi-simple module in \(T\), where \(\lambda\) is a positive integer. By Proposition 1.4 we can choose another homogeneous tube \(T'\) different from \(T\) such that the dimension vector of the quasi-simple module in \(T'\) is also \(\lambda n\). Let \(N'\) be the indecomposable in \(T'\) with \(\dim N' = \dim N\). Now, denote by \(\Theta_T\) the set of the elements \((d_1, \ldots, d_m)\) such that the product \(r_{d_1} \cdots r_{d_m}\) in the above sum has the component \([N]\) (see 2.5 Notation). Similarly, denote by \(\Theta_{T'}\) the set of the elements \((d_1, \ldots, d_m)\) such that the product \(r_{d_1} \cdots r_{d_m}\) in the above sum has the component \([N']\). Since \(T\) is a homogeneous tube, it follows that \((d_1, \ldots, d_m) \in \Theta_T\) if and only if \(r_{d_1}, \ldots, r_{d_m}\) all have indecomposable \(T\)-components. But \(r_{d_i}\) has an indecomposable \(T\)-component if and only if \(d_i = \mu_i \lambda n\) with \(\mu_i\) a positive integer. This proves \(\Theta_T = \Theta_{T'}\), which is denoted by \(\Theta\) in the following.

Thus, we have

\[
[N] = \sum_{(d_1, \ldots, d_m) \in \Theta} c_{d_1, \ldots, d_m} r_{d_1} \cdots r_{d_m} + \sum_{(d_1, \ldots, d_m) \notin \Theta} c_{d_1, \ldots, d_m} r_{d_1} \cdots r_{d_m}.
\]

Let \(X\) and \(Y\) denote respectively the first and the second sum in the right hand of the above equality. Note that for every \((d_1, \ldots, d_m) \in \Theta\), \(r_{d_i}\) can be written as

\[
r_{d_i} = [N_i] + [N_i'] + X_i, \quad 1 \leq i \leq m,
\]

where \([N_i]\) and \([N_i']\) are respectively the indecomposable \(T\)- and \(T'\)-components of \(r_{d_i}\) (this means that \(X_i\) has no indecomposable \(T\)- or \(T'\)-components). It follows that

\[
X = \sum_{(d_1, \ldots, d_m) \in \Theta} c_{d_1, \ldots, d_m} \prod_{1 \leq j \leq m} ([N_j] + [N_j'] + X_j)
= \sum_{(d_1, \ldots, d_m) \in \Theta} c_{d_1, \ldots, d_m} ([N] + [N'] + V).
\]

Since \(N\) and \(N'\) are regular serial, both the coefficients of \([N]\) and \([N']\) are 1. Note that \(V\) has no indecomposable \(T\)- or \(T'\)-components.

For every \((d_1, \ldots, d_m) \notin \Theta\), \(r_{d_1} \cdots r_{d_m}\) has no indecomposable \(T\)- or \(T'\)-components. By comparing the coefficients of \([N]\) and \([N']\) in both sides of the equality

\[
[N] = \sum_{(d_1, \ldots, d_m) \in \Theta} c_{d_1, \ldots, d_m} ([N] + [N'] + V) + Y,
\]

we have \([N] \notin C(A)\). This completes the proof.
we then get the desired contradiction
\[ 1 = \sum_{(d_1, \ldots, d_m) \in \Theta} c_{d_1, \ldots, d_m} = 0, \]
which completes the proof. \qed

5.3. Proof of Proposition 5.1. Let $E$ be the quasi-simple module in $T$. Note that $E$ is not a stone, and that $\text{dim} \, M = m \text{dim} \, E$ with $m$ a positive integer. If $m = 1$, then $M = E$, and it follows from Lemma 5.2 that $[E] \notin \mathcal{C}(A)$. Let $m \geq 2$. Suppose that $[M] \in \mathcal{C}(A)$. Then by Theorem 0.4 we have $[M] \in T$. Since $\delta_E \in \text{Hom}_Q(T, T)$ by Theorem 3.5, it follows that $\delta_E^{m-1}([M]) = \delta_E \cdots \delta_E([M]) \in T$.

Note that by induction the definition of $\delta_E$ we have $\delta_E^{m-1}([M]) \neq 0$. On the other hand, let $\delta_E^{m-1}([M]) = \sum c_i [X_i]$. Then for each $c_i \neq 0$ (note that the $c_i$’s are positive numbers) we see that $X_i \in T$ and $\text{dim} \, X_i = \text{dim} \, M = (m - 1) \text{dim} \, E = \text{dim} \, E$. It follows that $X_i = E, \forall i, c_i \neq 0$, i.e. $\delta_E^{m-1}([M]) = c [E]$ with $c \neq 0$, and then we get the desired contradiction $[E] \in T \subseteq \mathcal{C}(A)$ by Lemma 5.2. \qed

Remark. (i) We cannot apply Corollary 3.8 in the proof of Proposition 5.1, since $[E] \notin \mathcal{C}(A)$.

(ii) As we see from the proof, if Proposition 1.4 is also proved for non-simply-laced tame hereditary algebras, then Proposition 5.1 is proved for any tame hereditary algebra.

6. Reduction steps

In this section we shall prove the main result, Theorem 0.5, which is a direct consequence of the following three theorems.

Theorem 6.1. Let $A$ be an arbitrary representation-infinite hereditary algebra over a finite field. Let $M = P \oplus R \oplus I$ be an $A$-module with $P, R$ and $I$ being preprojective, regular and preinjective, respectively. Then $[M] \in \mathcal{C}(A)$ if and only if $[R] \in \mathcal{C}(A)$.

Proof. If $[R] \in \mathcal{C}(A)$, then $[M] = [P] \cdot [R] \cdot [I] \in \mathcal{C}(A)$ since $[P], [I] \in \mathcal{C}(A)$ by [Z1] Theorem 1.

Conversely, let $[M] \in \mathcal{C}(A)$. Let $L$ be an $A$-module with $g_{L, I}^M \neq 0$. Then there exists a short exact sequence $0 \longrightarrow I \longrightarrow P \oplus R \oplus I \longrightarrow L \longrightarrow 0$. Since $\text{Hom}_A(I, P \oplus R) = 0$, it follows that $L = P \oplus R$ and $g_{P \oplus R, L}^M = 1$, and hence by Theorem 3.7 we have
\[ \delta_I([M]) = \sum_{[L]} g_{L, I}^{M, A} [L] = g_{P \oplus R, L}^M \frac{g_{P \oplus R}}{a_M} [P \oplus R] = \frac{g_{P \oplus R}}{a_M} [P \oplus R] \in \mathcal{C}(A), \]
which implies that $[P \oplus R] \in \mathcal{C}(A)$. Applying $\rho \delta$ to $[P \oplus R]$, by the similar argument we see that $[R] \in \mathcal{C}(A)$. \qed

Theorem 6.2. Let $A$ be any tame hereditary algebra over a finite field. Let $R = R_1 \oplus \cdots \oplus R_m$ be a regular module with $R_i \in T_i$, where the $T_i, 1 \leq i \leq m$, are pairwise different tubes of $A$. Then $[R] \in \mathcal{C}(A)$ if and only if $[R_i] \in \mathcal{C}(A), \forall 1 \leq i \leq m$.

Proof. Since the $T_i, 1 \leq i \leq m$, are pairwise different tubes of $A$, it follows that $\text{Hom}_A(R_i, R_j) = 0 = \text{Ext}_A^1(R_i, R_j)$ for $i \neq j$, and hence $[R] = [R_1] \cdots [R_m]$, and from this the “if” part follows.

Conversely, let $[R] \in \mathcal{C}(A)$, and let $E_i$ be a quasi-simple in $T_i$ such that $\text{Hom}_A(E_i, R_i) \neq 0$. Since the $T_i, 1 \leq i \leq m$, are pairwise different, it follows
that $\text{Hom}_k(E_1, R_i) = 0, \forall i \neq 1$, and hence $\delta E_1([R_i]) = 0, \forall i \neq 1$. Since $[R] \in T$ by Theorem 0.4, it follows that $\delta E_1([R]) \in T$ by Theorem 3.5 (notice that here we cannot apply Corollary 3.8, since at this moment it is not clear whether or not $[E_1]$ is in $\mathcal{C}(A)$).

Let

$$\delta E_1([R]) = \sum_X g_{X,E_1}^{R_1} \frac{a_X}{a_{R_1}} [X].$$

Then by Corollary 3.4 we have

$$\delta E_1([R]) = \delta E_1([R_1] \cdots [R_m]) = \delta E_1([R_1])[R_2] \cdots [R_m]$$

$$= \sum_X g_{X,E_1}^{R_1} \frac{a_X}{a_{R_1}} [X][R_2] \cdots [R_m] \in T.$$

It should be pointed out here that at this moment it is not clear whether or not $[X \oplus R_2 + \cdots + R_m] = [X] \cdot [R_2] \cdots [R_m]$ is in $T$. However, since $X \in T_1$ and $\dim X < \dim R_1$, by repeating the above process finitely many times to the sum

$$\sum_X g_{X,E_1}^{R_1} \frac{a_X}{a_{R_1}} [X][R_2] \cdots [R_m]$$

(but not to $[X] \cdot [R_2] \cdots [R_m]$) we see that $[R_2] \cdots [R_m] \in T$. By induction on $m$ we know that every $[R_i] \in T$. □

**Theorem 6.3.** Let $A$ be the path algebra of a Euclidean quiver over a finite field $k$ with $|k| \geq 4$. Let $T$ be a tube of $A$ and $R$ a module with $R \in T$. Then $[R] \in \mathcal{C}(A)$ if and only if $T$ is non-homogeneous and $q, \dim M \notin (1, \cdots, 1)$.

**Proof.** The sufficiency follows from Proposition 2.4, and the necessity from Proposition 5.1 and Proposition 4.1. □

**Remark 6.4.** As we see from the proofs, throughout this paper, only in Propositions 1.1 and 1.4 have we really used the assumptions of $A$ being a path algebra and $|k| \neq 2, 3$—see Claim 2.8 and Lemma 5.2. That is, if we can be prove Claim 2.8 and Lemma 5.2 also for non-simply-laced tame hereditary algebras, then Theorem 0.5 is proved for any tame hereditary algebra over a finite field. We conjecture that Theorem 0.5 is true for any tame hereditary algebra over any finite field.

### 7. Consequences

Let $A$ be the path algebra of a Euclidean quiver over a finite field $k$ with $|k| \geq 4$. As a direct consequence of Theorem 0.5 we have

**Corollary 7.1 (ZZ).** Let $M$ be an indecomposable $A$-module. Then $[M] \in \mathcal{C}(A)$ if and only if $M$ is a stone.

Let $T$ be a non-homogeneous tube of $A$. Recall that the composition algebra $\mathcal{C}(T)$ of $T$ is the subalgebra of $\mathcal{H}(A)$ generated by all quasi-simples in $T$. Note that $\mathcal{C}(T) \subseteq \mathcal{C}(A)$, and that the defining relations of $\mathcal{C}(T)$ have been completely determined in [R7].

**Corollary 7.2.** Let $M$ be an $A$-module in $T$. Then $[M] \in \mathcal{C}(T)$ if and only if $[M] \in \mathcal{C}(A)$, if and only if $q, \dim M \notin (1, \cdots, 1)$.

**Proof.** Assume that $[M] \in \mathcal{C}(A)$. Then by Theorem 0.5 we have $q, \dim M \notin (1, \cdots, 1)$, and hence by Proposition 2.4 we have $[M] \in \mathcal{C}(T)$. □

A pair \((U, V)\) of indecomposable \(A\)-modules is said to be separating provided \(\text{Ext}_A^1(V, U) = \text{Ext}_A^1(U, U) = \text{Ext}_A^1(V, V) = 0\).

**Corollary 7.3.** Let \(M\) be an \(A\)-module with \([M] \in C(A)\), and let \(T\) be a non-homogeneous tube. Let \(M_1\) and \(M_2\) be two arbitrary indecomposable direct summands of \(M\) with \(M_1, M_2 \in T\). Then at least one of the pairs \((M_1, M_2)\) and \((M_2, M_1)\) is separating.

**Proof.** Let \(E_1, \cdots , E_m\) be the quasi-simples in \(T\) with \(\tau E_i = E_{i+1}, 1 \leq i \leq m - 1\), and \(\tau E_m = E_1\). Let \(M_1 = E_1(t_1)\) and \(M_2 = E_j(t_2)\) (recall that \(E_i(t)\) denotes the indecomposable in \(T\) with quasi-top \(E_i\) and quasi-length \(t\)). Then by Theorem 0.5 we know that \(1 \leq t_1, t_2 \leq m - 1\), and both \(M_1\) and \(M_2\) are stones. If \(M_1, M_2\) have the same quasi-top \(E_1\), then by the Auslander-Reiten formula and the structure of a non-homogeneous tube we see that \(\text{Ext}_A^1(M_1, M_2) = \text{Ext}_A^1(M_2, M_1) = 0\). So, it suffices to assume \(2 \leq j \leq m\). Since \(1 \leq t_1, t_2 \leq m - 1\), it is easy to see that \(\mathbf{q} \cdot \dim M_1 + \mathbf{q} \cdot \dim M_2 \neq (1, \cdots , 1)\) if and only if

\[
\begin{align*}
(7) & \quad j \leq \min\{t_1, m - t_2\}, \text{ or } j = t_1 + 1, t_2 < m - t_1, \text{ or } j > t_1 + 1; \\
(8) & \quad m - j + 1 \leq t_2 \leq t_1 + m - j.
\end{align*}
\]

Combining (7) and (8) we see that, if \(\text{Ext}_A^1(M_2, M_1) \neq 0\), then

\[
(9) \quad m + 1 \leq t_2 + j \leq m + t_1, \text{ and } j > t_1 + 1.
\]

This means \(\text{Ext}_A^1(M_1, M_2) = \text{Ext}_A^1(E_1(t_1), E_j(t_2)) = \text{Hom}_A(E_1(t_1), E_j(t_1)) = 0\).

(Otherwise, assume that \(\text{Hom}_A(E_j(t_2), E_1(t_1)) \neq 0\). Then by the same analysis we get \(j - 1 \leq t_1 \leq t_2 + j - 2\), in particular, \(j \leq t_1 + 1\), which contradicts (9).) This completes the proof. \(\square\)

8. One application

The following lemma is well-known; see e.g. [Ker. 1.8].

**Lemma 8.1.** Let \(Q\) be a wild quiver with \(|Q_0| \geq 3\). Then there exists a sink or a source \(i\) such that the full subquiver given by \(Q_0 - \{i\}\) is connected and not a Dynkin quiver.

**Proof.** This is based on the analysis on quivers. For example, one can start from all Dynkin quivers by adding a new sink or source in possible ways such that the new quiver \(Q\) is wild; then one can delete a suitable vertex \(i\) (\(i\) can even be chosen as a source or a sink) such that the corresponding full subquiver is not of Dynkin type. \(\square\)

Denote by \(K(m)\) the path algebra of the quiver with two vertices 1 and 2, and \(m\) arrows from 1 to 2.

**Lemma 8.2.** If \(m \geq 2\), then \(C(K(m)) \neq \mathcal{H}(K(m))\).

**Proof.** One can easily verify that any indecomposable module with dimension vector \((1, 1)\) does not lie in the composition algebra \(C(K(m))\). \(\square\)
Lemma 8.3. Let $e$ be a primitive idempotent of $A$ and $B = A/AeA$. If $C(A) = \mathcal{H}(A)$, then $C(B) = \mathcal{H}(B)$.

Proof. Let $S(i)$, $1 \leq i \leq n$, be the set of all simple $B$-modules. Then $S(i), 1 \leq i \leq n$, and $S(e)$ are all the simple $A$-modules. Let $M \in B$-mod. Then as an $A$-module we have $[M] \in C(A)$ by assumption, and hence $[M] \in C(A)_A$, where $d = (d_1, \ldots, d_n, d_e) = \text{dim} M$ with $d_e = 0$. Thus $[M] \in C(A)$ is a $\mathbb{Q}$-combination of all monomials $[S(i_1)] \cdots [S(i_d)]$ with $d = d_1 + \cdots + d_n$, such that the number of occurrences of $i$ in the sequence $i_1, \ldots, i_d$ is exactly $d_i$ for $1 \leq i \leq n$. Since $d_e = 0$, and $B$-mod is an extension-closed full subcategory of $A$-mod, it follows that the monomial $[S(i_1)] \cdots [S(i_d)]$ has the same value in both $\mathcal{H}(A)$ and $\mathcal{H}(B)$. This proves $[M] \in C(B)$, and hence $C(B) = \mathcal{H}(B)$. \hfill \Box

The sufficiency of the following theorem has been proved in [R5 Prop. 6].

Theorem 8.4. Let $A = kQ$ be the path algebra of a finite quiver $Q$ without oriented cycles, where $k$ is a finite field with $|k| \neq 2$. Then $\mathcal{H}(A) = C(A)$ if and only if $Q$ is a Dynkin quiver, i.e. $A$ is of finite representation type.

Proof. We only need to prove the necessity. Let $\mathcal{H}(A) = C(A)$. Use induction on $s = |Q_0|$.

If $s = 2$, then by Lemma 8.2 we know that $Q$ has to be of type $A_2$.

Assume that $s \geq 3$. Then by Proposition 2.1 we know that $Q$ cannot be a Euclidean quiver. The following arguments show that $Q$ also cannot be a wild quiver: If $Q$ were wild, then by Lemma 8.1 there exists a path algebra $B$ such that $B = A/AeA$ is of infinite representation type. Then by induction we see $C(B) \neq \mathcal{H}(B)$, which contradicts Lemma 8.3. This finishes the proof. \hfill \Box
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