ALGEBRAIC ISOMORPHISMS OF LIMIT ALGEBRAS
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Abstract. We prove that algebraic isomorphisms between limit algebras are automatically continuous, and consider the consequences of this result. In particular, we give partial solutions to a conjecture and an open problem by Power. As a further consequence, we describe epimorphisms between various classes of limit algebras.

In this paper, we study automatic continuity for limit algebras. Automatic continuity involves algebraic conditions on a linear operator from one Banach algebra into another that guarantee the norm continuity of the operator. This is a generalization, via the open mapping theorem, of the uniqueness of norms problem. Recall that a Banach algebra $A$ is said to have a unique (Banach algebra) topology if any two complete algebra norms on $A$ are equivalent, so that the norm topology determined by a Banach algebra is unique. Uniqueness of norms, automatic continuity, and related questions have played an important and long-standing role in the theory of Banach algebras [6, 29, 28, 10, 11, 2].

Limit algebras, whose theory has grown rapidly in recent years, are the non-selfadjoint analogues of UHF and AF $C^*$-algebras. We first prove that algebraic isomorphisms between limit algebras are automatically continuous (Theorem 1.4). This proof uses the ideal theory of limit algebras as well as key results from the theory of automatic continuity for Banach algebras. Combining this with [23, Theorem 8.3] verifies Power’s conjecture that the $C^*$-envelope of a limit algebra is an invariant for purely algebraic isomorphisms, for limits of finite dimensional nest algebras, and in particular, for all triangular limit algebras (Corollary 1.6). In [5], the first two authors studied triangular limit algebras in terms of their lattices of ideals. By combining automatic continuity with this work, we show that within the class of algebras generated by their order preserving normalizers (see below for definitions), algebraically isomorphic algebras are isometrically isomorphic (Theorem 2.5). This shows that the spectrum, or fundamental relation [20], a topological binary relation which provides coordinates for limit algebras and is a useful tool in classifications, is a complete algebraic isomorphism invariant for this class (Corollary 2.6). In recent work, the second two authors studied primitivity for limit algebras [9], showing that a variety of limit algebras are primitive. These results, together with automatic continuity, give descriptions of epimorphisms between various classes of limit algebras, namely lexicographic algebras (Theorem 3.2) and $\mathbb{Z}$-analytic algebras (Theorem 3.3).
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Preliminaries. We briefly recall the framework for studying limit algebras; see the monograph [23] for details.

Let $\mathcal{C}$ be an AF $C^*$-algebra and $X, Y$ subalgebras of $\mathcal{C}$. The normalizer of $Y$ in $X$ is

$$N_Y(X) = \{x \in X \mid x \text{ is a partial isometry and } x^*yx, x^*yx \in Y \text{ for all } y \in Y\}.$$

A maximal abelian selfadjoint subalgebra (masa) $\mathcal{D}$ of $\mathcal{C}$ is called a canonical masa in $\mathcal{C}$ if there is a nested sequence $(C_k)_k$ of finite dimensional $C^*$-subalgebras of $\mathcal{C}$ so that $\mathcal{C} = \bigcup_k C_k$, and if $D_k = C_k \cap \mathcal{D}$, then $D_k$ is a masa in $C_k$ satisfying $\mathcal{D} = \bigcup_k D_k$ and $ND_i(C_i) \subseteq ND_{i+1}(C_{i+1})$. A regular canonical subalgebra is a norm-closed subalgebra of an AF $C^*$-algebra $\mathcal{C}$ that contains a canonical masa in $\mathcal{C}$. For brevity, we refer to a regular canonical subalgebra as a limit algebra. A norm-closed subalgebra $A$ of $\mathcal{C}$ is a limit algebra if and only if $A$ is the direct limit $\lim(A_k, \alpha_k)$ of a directed system

$$A_1 \xrightarrow{\alpha_1} A_2 \xrightarrow{\alpha_2} A_3 \xrightarrow{\alpha_3} A_4 \cdots,$$

where for each $k$,

(i) $A_k$ is a subalgebra of the finite dimensional $C^*$-algebra $C_k$ containing a masa $D_k$ of $C_k$,

(ii) $\alpha_k$ extends to an injective *-homomorphism from $C_k$ to $C_{k+1}$, and

(iii) the extension of $\alpha_k$ maps $ND_k(C_k)$ into $ND_{k+1}(C_{k+1})$.

The limit algebra $A$ is called triangular AF (TAF) if $A \cap A^*$ equals a canonical masa in $\mathcal{C}$. In this case, each algebra $A_k$ in (1) above can be taken to be a subalgebra of some upper triangular matrix algebra. If $A$ is a TAF algebra and $A + A^*$ is dense in $\mathcal{C}$, then $A$ is called strongly maximal triangular. If $A$ is a strongly maximal TAF algebra, then we can write $A = \lim(A_k, \alpha_k)$, where each $A_k$ is a direct sum of $\mathbf{T}_n$’s [16] Lemma 1.1 ($\mathbf{T}_n$ denotes the $n \times n$ upper triangular matrices with complex entries). If each $A_k$ is a single $\mathbf{T}_n$ for each $k$, then $A$ is called strongly maximal triangular in factors. Note that there are strongly maximal triangular subalgebras of UHF $C^*$-algebras that are not strongly maximal triangular in factors [16] Example 2.10.

1. Automatic continuity for algebraic isomorphisms of limit algebras

To prove that algebraic isomorphisms of limit algebras are continuous, we require Rickart’s notion of a separating space. Let $\varphi : A \to B$ be an epimorphism between Banach algebras, and define

$$S(\varphi) = \{b \in B \mid \text{there is a sequence } (a_n)_n \subseteq A \text{ satisfying } a_n \to 0 \text{ and } \varphi(a_n) \to b\}.$$

Obviously $S(\varphi)$ is a closed ideal of $B$. Moreover, one can easily check that the graph of $\varphi$ is closed if and only if $S(\varphi) = (0)$. Thus by the closed graph theorem, $\varphi$ is continuous if and only if $S(\varphi) = (0)$.

The following is an adaptation of [30] Lemma 2.1.
Lemma 1.1 (Sinclair). Let \( \varphi : A \to B \) be an epimorphism of Banach algebras, and let \((b_n)_{n=1}^\infty\) be any sequence in \( B \). Then there exists \( N \in \mathbb{N} \) so that for all \( n \geq N \),

\[
\sum_{i=1}^n b_i b_{n+1} \varphi = \sum_{i=1}^n b_i b_{n+1} \varphi
\]

and

\[
\sum_{i=1}^n b_{n+1} b_{n+1} \varphi = \sum_{i=1}^n b_{n+1} b_{n+1} \varphi
\]

Proof. Define \( a_n \) by \( \varphi(a_n) = b_n \). The first statement follows from [30, Lemma 2.1] with \( X = A, Y = B \), and \( S, T_n, R_n \) defined as \( Sx = \varphi(x), T_n x = a_n x, \) and \( R_n x = b_n x \). The second statement follows similarly, but with \( Sx = \varphi(x), T_n x = x a_n, \) and \( R_n x = x b_n \). \( \square \)

We also require two technical lemmas about ideals in limit algebras. Recall that closed ideals in limit algebras are always inductive [23], that is, if \( A = \bigcup_{n} A_n \), and \( I \) is an ideal, then \( I = \bigcup_{n} (A_n \cap I) \).

Lemma 1.2. If \( I \) is a nonzero finite dimensional ideal of a limit algebra \( A \), then there exist nonzero projections \( p, q \) in \( A \) so that \( p A q = p \delta q \neq (0) \).

Proof. Let \( \lim(A_n, \alpha_n) \) be a presentation for \( A \), where each \( A_n \) is a digraph algebra. Since \( I \) is finite dimensional, for some \( k \) there are finitely many matrix units from \( A_k \) which span \( I \), and moreover, for each \( n \geq k \), the image under \( \alpha_n \), \( A_n \), each of these matrix units is a single matrix unit in \( A_n \). Let \( e \) be a matrix unit in \( \bigcap A_k \), and set \( p = e e^*, q = e^* e \). Clearly, \( p \delta q = \mathbb{C}e \neq (0) \). Since \( e \) has only one restriction in \( A_n \), for each \( n \geq k \), both \( p \) and \( q \) each have only one restriction in each \( A_n \). It follows that \( p A_n q = p A_k q = p \delta q \) for each \( n \geq k \), so by inductivity, \( p A q = p \delta q \). \( \square \)

Lemma 1.3. If \( I \) is an infinite dimensional closed ideal in a limit algebra \( A \), then there exists a sequence \((p_n)_{n=1}^\infty\) of mutually orthogonal projections in \( A \) so that either \( p_n I \neq (0) \) for all \( n \) or \( \exists p_n \neq (0) \) for all \( n \).

Proof. Let \( \lim(A_n, \alpha_n) \) be a presentation for \( A \). By relabeling the presentation, if necessary, we can assume \( I \bigcap A_1 \neq (0) \). We say \( e \in N_D(A) \) has infinitely many restrictions if there is an infinite sequence of pairwise orthogonal projections, \((q_n)\), in \( D \) so that \( q_n e \neq (0) \) for all \( n \). Note that, if there is a matrix unit \( e \) in \( I \) with infinitely many restrictions, then we can choose the sequence \((p_n)\) from the orthogonal range projections of restrictions of \( e \). Let \( \Omega \) be the collection of all final projections of matrix units from \( I \) and \( \Lambda \) the collection of initial projections. At least one of \( \Omega, \Lambda \) must be infinite, for otherwise \( I \) would be finite dimensional.

Assume \( \Omega \) is infinite, and let \( P_n \) be the set of distinct final projections of all matrix units in \( I \bigcap A_n \). If some \( p \in P_1 \) had infinitely many restrictions, then a matrix unit in \( I \bigcap A_1 \) would have infinitely many restrictions and the conclusion would follow, as noted above. So we may assume that for every \( n \), each \( p \in P_n \) has only finitely many restrictions. Pick some element \( p_1 \in P_1 \). As \( p_1 \in P_1 \subseteq \Omega \), \( p_1 I \neq (0) \). Since \( P_1 \) is finite and \( \Omega \) is infinite, there is some \( n > 1 \) so that \( P_n \) contains an element, call it \( p_2 \), which is not a restriction of some \( p \in P_1 \). Since it is not a restriction of any element of \( P_1 \), \( p_2 \) may be chosen orthogonal to each element of \( P_1 \), and in particular, to \( p_1 \). Again, \( p_2 I \neq (0) \). Next, there is some \( m > n \) so that \( P_m \) contains an element, call it \( p_3 \), which is not a restriction of some \( p \in P_1 \). Continuing in this way, we can construct the required sequence \((p_n)_{n=1}^\infty\) with \( p_n I \neq (0) \).
With the obvious modifications, the same argument works if $\Lambda$ is infinite. \hfill \Box

We can now prove our main result.

**Theorem 1.4.** If $\varphi: A \to B$ is an algebraic isomorphism between limit algebras $A$ and $B$, then $\varphi$ is continuous.

**Proof.** It suffices to prove that $S(\varphi) = (0)$. Assume that $S(\varphi)$ is nonzero and finite dimensional. By Lemma 1.2 there are nonzero projections $p, q \in B$ so that $pBq = pS(\varphi)q \neq (0)$. In particular, $pBq$ is finite dimensional. Let $e, f \in A$ satisfy $\varphi(e) = p$ and $\varphi(f) = q$. Clearly $e, f$ are idempotents in $A$, and $eAf$ is finite dimensional since $pBq$ is.

Now let $b \in S(\varphi)$ so that $pbq \neq 0$. Then there is a sequence $(a_n)_n$ in $A$ so that $a_n \to 0$ and $\varphi(a_n) \to b$. Hence

$$\varphi(ea_nf) = p\varphi(a_n)q \to pbq \neq 0.$$  

But since $ea_nf \to 0$, this shows that the map $\varphi|_{eAf}$ is discontinuous. But $\dim(eAf) < \infty$, a contradiction.

Hence if $S(\varphi)$ is nonzero, it must be infinite dimensional. Applying Lemma 1.3 to the ideal $S(\varphi)$, we obtain a sequence $(p_n)_{n=1}^\infty$ of mutually orthogonal projections in $B$ so that either $p_nS(\varphi) \neq (0)$ for each $n$ or $S(\varphi)p_n \neq (0)$ for each $n$. Set

$$b_n = \sum_{k=n}^{\infty} \frac{p_k}{2^k},$$

so that

$$b_1b_2 \cdots b_n = b_nb_{n-1} \cdots b_1 = \sum_{k=n}^{\infty} \frac{p_k}{2^k}.$$  

If $p_nS(\varphi) \neq (0)$ for each $n$, then

$$b_1b_2 \cdots b_nS(\varphi) \supset b_1b_2 \cdots b_{n+1}S(\varphi).$$

If $S(\varphi)p_n$ is nonzero for each $n$, then

$$S(\varphi)b_nb_{n-1} \cdots b_1 \supset S(\varphi)b_{n+1}b_n \cdots b_1.$$  

In either case, we have contradicted Theorem 1.1. It follows that if $\varphi$ is an algebraic isomorphism, then $S(\varphi) = (0)$, i.e., $\varphi$ is continuous. \hfill \Box

**Remark.** A similar result for triangular subalgebras of groupoid $C^*$-algebras was previously announced and circulated in preprint form [27, Theorem 6.4]. Unfortunately, the proof given there is incomplete. In any case, our techniques are quite different and Theorem 1.4 applies to non-triangular algebras, albeit subalgebras of AF $C^*$-algebras.

The above proof, with only trivial changes, also establishes the following result.

**Corollary 1.5.** If $A$ is a Banach algebra and $B$ a limit algebra with no finite dimensional ideals, then any epimorphism from $A$ onto $B$ is continuous.

Power has shown that the $C^*$-envelope of certain limit algebras is a Banach algebra invariant [23, Theorem 8.3]. Note that Theorem 8.3 is not valid in the generality stated, as it depends on Lemma 8.1, which is false [26]; thus, Theorem 8.3 must be restricted to inductive limits of finite dimensional nest algebras. However,
this includes all strongly maximal triangular limit algebras, so the theorem still applies to a wide range of algebras.

Power has suggested that the $C^*$-envelope is an invariant for purely algebraic isomorphisms of limit algebras [22, Chapter 8 Notes]. Power’s work and Theorem 1.4 directly imply this conjecture for a variety of limit algebras.

**Corollary 1.6.** If $A$ and $B$ are algebraically isomorphic limit algebras, both inductive limits of finite dimensional nest algebras, then $C^*(A)$ and $C^*(B)$ are isomorphic as $C^*$-algebras.

Moreover, Theorem 1.4 implies that to show the $C^*$-envelope is an algebraic invariant for all limit algebras, it is enough to show that it is a Banach algebra invariant.

2. **ALGEBRAIC ISOMORPHISMS BETWEEN ORDER PRESERVING TAF ALGEBRAS**

Power has conjectured that algebraic isomorphism may be equivalent to isometric isomorphism for subalgebras of AF $C^*$-algebras containing a regular canonical masa [22, p. 95]. In this section we combine Theorem 1.4 with results from [5] to prove this conjecture for strongly maximal TAF algebras generated by their order preserving normalizers. That is, two algebras in this family are algebraically isomorphic if and only if they are isometrically isomorphic.

This family includes a range of fundamental examples, such as the standard, refinement, and alternation limit algebras [1, 7, 15, 17], the lexicographic algebras [14, 24, 25], and the $\mathbb{Z}$-analytic algebras [16, 18], as well as non-analytic algebras [8, 31]. We include the necessary definitions below, but refer the reader to [3, 5] for further details on order preservation and TAF algebras generated by their order preserving normalizers.

Fix a TAF algebra $A$, and let $\mathcal{P}(A)$ denote the collection of all diagonal projections of $A$. The diagonal order on $\mathcal{P}(A)$, denoted “$\preceq$”, is a partial order given by

$$e \preceq f \iff \text{there exists } v \in N_D(A) \text{ with } vv^* = e, v^*v = f.$$ 

Each $v \in N_D(A)$ induces a partial homeomorphism on $\mathcal{P}(A)$, which has domain $\{x \in \mathcal{P}(A) \mid x \preceq vv^*\}$ and range $\{x \in \mathcal{P}(A) \mid x \preceq v^*v\}$, given by $x \mapsto v^*xv$. We say that $v$ is order preserving if this map preserves the diagonal order restricted to its domain and range. Define the order preserving normalizer of $A$ to be

$$N_D^{\text{ord}}(A) = \{v \in N_D(A) \mid w \text{ is order preserving}\},$$

and let $A^{\text{ord}}$ be the subalgebra of $A$ generated by $N_D^{\text{ord}}(A)$. Note that a sum of elements of $N_D^{\text{ord}}(A)$ may not be in $N_D^{\text{ord}}(A)$, even if the sum is in $N_D(\mathfrak{A})$. Also, note that if $v \in N_D^{\text{ord}}(A)$ and $p \in D$ is a projection, then $pv$ and $vp$ are in $N_D^{\text{ord}}(A)$.

An embedding $\alpha : A \to B$ between triangular algebras is called locally order preserving if $\alpha(v)$ is an order preserving element of $B$ for every matrix unit $v \in A$. For example, standard embeddings, refinement embeddings, embeddings induced by ordered Bratteli diagrams (see [23, Chapter 6]) and the block standard embeddings of [8] are all locally order preserving. This is easy to verify using the following characterization.

**Theorem 2.1** (3, Theorem 18]). A TAF algebra $A$ is generated by its order preserving normalizer, if and only if, it has a presentation $\lim_{\longrightarrow}(A_i, \alpha_i)$ with $\alpha_j \circ \cdots \circ \alpha_i$ locally order preserving for all $i \leq j$. 


Lemma 2.2. Suppose \( A \) is a strongly maximal TAF algebra with diagonal \( D \). If \( e, f \in N_\mathcal{D}(A) \) and \( e + f \in N_\mathcal{D}^\mathcal{D}(A) \), then neither \( e \) nor \( f \) is in the ideal generated by the other.

Proof. Let \( \lim(A_i, \alpha_i) \) be a presentation for \( A \). By [15, Theorem 3.6] or [20, Lemma 6.3], \( e = cx \) and \( f = dy \) where \( c, d \) are partial isometries in \( \mathcal{D} \) and \( x, y \) are sums of matrix units in some \( A_l \) with the same initial and final projections as \( e \) and \( f \), respectively. Then \( e + f \in N_\mathcal{D}^\mathcal{D}(A) \) implies \( x + y \in N_\mathcal{D}^\mathcal{D}(A) \) and \( x \) and \( y \) generate the same ideals as \( e \) and \( f \), respectively. Thus, we may assume that \( e \) and \( f \) are sums of matrix units in \( A_l \), for some \( l \).

For the sake of contradiction, suppose that \( f \) is in the ideal generated by \( e \). Let \( J_i \) be the ideal of \( A_i \) generated by \( e \). Although \( f \) need not be in \( J_i \) (see, for example [8, Example 1.6]), there is some \( k \geq l \) with \( f \in J_k \) by [8, Proposition 1.7]. In particular, there are individual matrix units of \( A_k \), \( e_1 \), in the sum for \( e \) in \( A_k \) and \( f_1 \) in the sum for \( f \) in \( A_k \), so that \( ae_1b = f_1 \) for matrix units \( a, b \in A_k \). Since \( N_\mathcal{D}^\mathcal{D}(A) \) is closed under multiplication by diagonal projections, \( e + f \in N_\mathcal{D}^\mathcal{D}(A) \) implies \( e_1 + f_1 \in N_\mathcal{D}^\mathcal{D}(A) \). By the definition of diagonal order, \( a^*a \leq aa^* \) and similarly for \( b \). However, conjugation by \( e_1 + f_1 \) sends \( bb^* \) to \( a^*a \) and \( b^*b \) to \( aa^* \), reversing the order. This shows \( e_1 + f_1 \notin N_\mathcal{D}^\mathcal{D}(A) \), the promised contradiction. \( \square \)

We will need the following result.

Theorem 2.3 ([5, Corollary 18]). Let \( A \) and \( B \) be strongly maximal TAF algebras generated by their order preserving normalizers, and assume that \( \phi: \text{Id}(A) \to \text{Id}(B) \) is an isomorphism of the lattices of (closed, two-sided) ideals.

Then there is a bijective isometry \( \eta: A \to B \) and closed triangular subalgebras \( \mathcal{E} \) and \( \mathcal{F} \) of \( A \) with \( \mathcal{E} + \mathcal{F} = A \) and \( \mathcal{E} \cap \mathcal{F} = A \cap A^* \), so that \( \eta \) is an algebra isomorphism on \( \mathcal{E} \) and an anti-isomorphism on \( \mathcal{F} \). Moreover, the induced action of \( \eta \) on the lattices of ideals agrees with \( \phi \).

The spectrum, or fundamental relation, of a limit algebra was introduced by Power [21] and is a complete isometric isomorphism invariant for TAF algebras. For a limit algebra \( A \), let \( H \) denote the maximal ideal space of the canonical masa \( \mathcal{D} \subseteq A \). The spectrum of \( A \) is the topological binary relation \( R(A) \) on \( H \) such that \((x, y) \in R(A) \) if and only if there is an element \( v \) of \( N_\mathcal{D}(A) \) so that \( y(d) = x(vd^*v^*) \) for all \( d \) in \( \mathcal{D} \). In this case we say that \( v \) relates \( x \) and \( y \). If \( v \in N_\mathcal{D}(A) \), define \( G(v) \) to be the graph of \( v \) in \( R(A) \), that is,
\[
G(v) = \{(x, y) \in R(A) \mid v \text{ relates } x \text{ and } y\}.
\]
Consider the topology on \( R(A) \) that has \( \{G(v) \mid v \in N_\mathcal{D}(A)\} \) as a base of open sets. The sets \( G(v) \) are then clopen and compact, and so \( R(A) \) is a totally disconnected, locally compact Hausdorff space. Let \( \lim(A_i, \alpha_i) \) be a presentation for \( A \). If \( v \in N_\mathcal{D}(A) \), then by [15, Theorem 3.6] or [20, Lemma 6.3], \( v = cw \) where \( c \) is a partial isometry in \( \mathcal{E} \) and \( w \) is a sum of matrix units in some \( A_l \). Hence, for all \( i \geq l \), conjugation by \( v \) carries diagonal matrix units in \( A_i \) to diagonal matrix units in \( A_i \) or zero. Moreover, it follows that the topology on \( R(A) \) is completely determined by those \( G(v) \) for which \( v \) is a matrix unit.

The maximal ideal space of \( \mathcal{D} \) (and hence the spectrum) can also be described in terms of decreasing sequences of diagonal projections. We outline this description. Again, let \( \lim(A_i, \alpha_i) \) be a presentation for \( A \). Given a maximal ideal \( x \) of \( \mathcal{D} \), we
associate a sequence of diagonal matrix units \( (p_i) \) where each \( p_i \in A_i \) is the unique diagonal matrix unit with \( x(p_i) \neq 0 \). Conversely, if \( (p_i) \) is a decreasing sequence of matrix units, where each \( p_i \) is a minimal diagonal projection in \( A_i \), then the associated maximal ideal \( x \) is defined as the direct limit of the linear multiplicative maps \( x_i : A_i \cap A_i^* \to \mathbb{C} \) with \( x_i(p_i) = 1 \) and \( x_i(c) = 0 \) for all other diagonal matrix units \( c \).

More generally, let \( (p_i) \) be a decreasing sequence of diagonal projections satisfying the following:

\[
(*) \quad dp_i = 0, \quad \forall i \geq j, \text{ or } dp_i = p_i, \quad \forall i \geq j.
\]

For such a sequence of projections, one can still associate a unique maximal ideal, namely \( \bigcap_i G(p_i) \). To see that this is nonempty, observe that it is a decreasing sequence of nonempty compact sets. To see that it is a singleton, suppose \( x, y \) are distinct maximal ideals in \( \bigcap_i G(p_i) \). As the maximal ideal space is Hausdorff and totally disconnected, there is closed and open neighbourhood of \( x \) that does not contain \( y \), that is, a projection \( p \) with \( x \in G(p) \) and \( y \notin G(p) \). By condition \( (*) \), there is some \( j \) so that \( G(p_i) \cap G(p) = \emptyset \) for all \( i \geq j \).

In the first case, we contradict \( y \in \bigcap_i G(p_i) \) and in the second we contradict \( x \in \bigcap_i G(p_i) \). Thus, \( \bigcap_i G(p_i) \) is the unique maximal ideal not containing any of the \( p_i \).

We can describe the spectrum in terms of decreasing sequences of projections.

**Lemma 2.4.** Suppose \( (p_i) \) and \( (q_i) \) are decreasing sequences of projections in a strongly maximal TAF algebra \( A \) satisfying Condition \( (*) \). Let \( x \) and \( y \) be the maximal ideals of the diagonal \( D \) given by \( \{x\} = \bigcap_i G(p_i) \) and \( \{y\} = \bigcap_i G(q_i) \) and suppose \( v \in N_D(A) \). If \( (x, y) \notin G(v) \), then there is \( j \in \mathbb{N} \) so that \( p_i v q_i = 0 \) for all \( i \geq j \).

**Proof.** Applying Condition \( (*) \) with \( d = vv^* \), either \( p_j v = 0 \) for some \( j \) or \( p_i \) is a subprojection of \( vv^* \) for all \( i \). If \( p_j v = 0 \), then \( p_i v q_i = 0 \), for all \( i \geq j \). Thus we may assume that \( p_i \) is a subprojection of \( vv^* \) for all \( i \). Similarly, we may assume \( q_i \) is a subprojection of \( v^*v \) for all \( i \).

By hypothesis, there is some projection \( d \in D \) with \( y(d) \neq x(vvd^*) \). Suppose first that \( y(d) = 1 \) and \( x(vvd^*) = 0 \). As \( y(d) = 1 \), there is \( k \in \mathbb{N} \) with \( q_i d = q_i \) for all \( i \geq k \). As \( x(vvd^*) = 0 \), we have \( x(vkvd^*) = 0 \). Since \( x(p_i) = 1 \) for all \( i \), there is \( j \geq k \) with \( p_j (vq_j v^*) = 0 \) and hence \( p_j v q_i v^* = 0 \). As \( q_j \) is a subprojection of \( v^*v \), it follows that \( p_j v q_j = 0 \). Hence \( p_i v q_i = 0 \) for all \( i \geq j \).

On the other hand, if \( y(d) = 0 \) and \( x(vvd^*) = 1 \), then there is \( k \in \mathbb{N} \) with \( p_i vvd^* = p_i \) for all \( i \geq k \). It follows that \( v^*p_k v \) is a subprojection of \( d \) and so \( y(v^*p_k v) = 0 \). As \( y(q_i) = 1 \) for all \( i \), there is \( j \geq k \) with \( (v^*p_k v) q_j = 0 \) and so \( v^*p_j v q_j = 0 \). Arguing as before, we have \( p_i v q_j = 0 \).

Finally, we claim that if \( J \) is a maximal ideal of a limit algebra with diagonal \( D \), then \( J \cap D \) is a maximal ideal in \( D \). To see the claim observe that \( 1 \in D \) so there is some maximal ideal \( J \) of \( D \) with \( J \cap D \subseteq J \). If \( K \) is the ideal generated by \( J \) and all off-diagonal matrix units of \( A \) (in some presentation), then \( K \) is a proper ideal of \( A \) containing \( J \). By the maximality of \( J \), \( J = K \). Thus \( J \cap D = K \cap D = J \), which proves the claim.

By this claim, if \( x, y \in R(A) \), we may regard \( x \) and \( y \) as maximal ideals of \( D \) or \( A \), as convenient.
The key provided by automatic continuity is that an algebraic isomorphism between limit algebras induces a lattice isomorphism between their lattices of closed ideals. Theorem 1.3 then yields a bijective isometry between the algebras, which is then deduced to be an isomorphism.

**Theorem 2.5.** Suppose $\mathcal{A}$ and $\mathcal{B}$ are strongly maximal TAF algebras generated by their order preserving normalizers. Then $\mathcal{A}$ and $\mathcal{B}$ are algebraically isomorphic if and only if they are isometrically isomorphic.

**Proof.** One direction is trivial; to prove the other, suppose that $\phi : \mathcal{A} \to \mathcal{B}$ is an algebraic isomorphism.

Theorem 1.4 shows that an algebra isomorphism is automatically continuous, and so $\phi$ maps closed ideals to closed ideals. Thus it induces a lattice isomorphism which, by Theorem 2.3, is induced by a bijective isometry $\eta : \mathcal{A} \to \mathcal{B}$ with the properties described in that theorem. We will show that $\mathcal{F} = \mathcal{A} \cap \mathcal{A}^*$ and so $\mathcal{E} = \mathcal{A}$, proving the theorem.

Let $\mathcal{C} = \mathcal{A} \cap \mathcal{A}^*$, $\mathcal{D} = \mathcal{B} \cap \mathcal{B}^*$ and let $P$ be the conditional expectation from $\mathcal{B}$ to $\mathcal{D}$.

**Claim 1.** $\eta(x) = (P \circ \phi)(x)$ for all $x \in \mathcal{C}$.

It is enough to prove the claim for $x$ a projection in $\mathcal{C}$. Observe that $\phi$ and $\eta$ induce the same isomorphism from the maximal ideals of $\mathcal{A}$ to the maximal ideals of $\mathcal{B}$. Clearly $\phi(x)$ and $\eta(x)$ belong to the same maximal ideals of $\mathcal{B}$. Since any multiplicative linear form coincides on $\phi(x)$ and $(P \circ \phi)(x)$, we conclude that $(P \circ \phi)(x)$ and $\eta(x)$ belong to the same maximal ideals of $\mathcal{B}$, and hence of $\mathcal{D}$. We claim that $P$ is multiplicative and hence $P(\phi(x))$ is an idempotent in the abelian $C^*$-algebra $\mathcal{D}$ and so is a projection. Viewing $(P \circ \phi)(x)$ and $\eta(x)$ as characteristic functions over the maximal ideal space, Claim 1 is proved.

To see the claim, note that $\mathcal{B}$ decomposes as $\mathcal{D} \oplus \mathcal{I}$ where $\mathcal{I}$ is the ideal generated by the off-diagonal matrix units in a presentation of $\mathcal{B}$. Since the kernel of $P$ is $\mathcal{I}$, a short calculation establishes that $P$ is multiplicative.

As $\mathcal{F} \neq \mathcal{C}$ and $N^{ord}_c(A)$ generates $\mathcal{A}$, we can choose some $x \in N^{ord}_c(A) \cap \mathcal{F}$ with $Q(x) = 0$, where $Q : \mathcal{A} \to \mathcal{C}$ is the conditional expectation. If $A = \lim_{i \to \infty} (A_i, \alpha_i)$, then we may regard $\mathcal{A}$ as the closed union of the $A_i$. By [15, Theorem 3.6] or [20, Lemma 6.3], $x = cw$ where $c \in \mathcal{C}$ and $w$ is a sum of matrix units in some $A_i$. Since $\mathcal{F} \cap \ker Q$ are $\mathcal{C}$-bimodules, we have that $w \in \mathcal{F}$ and $Q(w) = 0$. Thus, we may assume that $x$ is a sum of matrix units in $A_i$ for all $i$ sufficiently large.

Since $\eta$ is an isometric algebra anti-isomorphism on $\mathcal{F}$, [20, Lemma 6.4] implies that $\eta(x) \in N^\mathcal{D}_c(\mathcal{B})$. Notice that the initial projection of $\eta(x)$ is $\eta(xx^*)$ and the final projection is $\eta(x^*x)$. Indeed, since $x(x^*x) = x$, we have $\eta(x^*x)\eta(x) = \eta(x)$ and so $\eta(x)\eta(x)^* \leq \eta(x^*x)$. On the other hand, for any projection $p \in \mathcal{D}$ with $p\eta(x) = \eta(x)$, $xx^* \equiv p = x$ and so $\eta^{-1}(p) \geq x^*x$. This implies that $p \geq \eta(x^*x)$, as $\eta(\mathcal{C}) = \mathcal{D}$ and so $\eta$ and $\eta^{-1}$ are positive. Letting $p = \eta(x)\eta(x)^*$ gives the reverse inclusion. The argument that $\eta(x)^*\eta(x) = \eta(xx^*)$ is similar.

Let $M_1$ and $M_2$ be maximal ideals of $\mathcal{C}$ with $(M_1, M_2)$ in $G(x)$. We identify $M_1$ and $M_2$ with maximal ideals of $\mathcal{A}$. Then $N_1 = \eta(M_1)$ and $N_2 = \eta(M_2)$ are maximal ideals of $\mathcal{B}$, which we can identify with maximal ideals of $\mathcal{D}$. Moreover, since $\eta(x)$ is a normalizing partial isometry and $\eta$ is anti-multiplicative on $x$, $x^*x$, and $xx^*$, $(N_2, N_1)$ is $G(\eta(x))$. Note that $N_1 \neq N_2$ as otherwise $M_1 = M_2$ and then $G(x)$ intersects the diagonal of the spectrum, contradicting $Q(x) = 0$. 


Since $\mathcal{B}$ is triangular, the spectrum of $\mathcal{B}$ is anti-symmetric and so $(N_1, N_2)$ is not in the spectrum of $\mathcal{B}$. We will use this to obtain a contradiction.

Let $(p_i)_i$ and $(q_i)_i$ be decreasing sequences of projections associated to $M_1$ and $M_2$ respectively, as discussed before Theorem 2.3. In particular $(p_i)_i$ and $(q_i)_i$ satisfy condition $(*)$. Clearly, the sequences $((\eta(p_i))_i$ and $(\eta(q_i))_i$ satisfy the condition $(*)$ and are associated to $N_1$ and $N_2$. Let $x_i = p_ixq_i$ and $\alpha_i = \eta(p_i)\phi(x)\eta(q_i)$.

Claim 2. $\lim_{i \to \infty} \alpha_i = 0$.

Since $(N_1, N_2) \notin R(\mathcal{B})$, for each $v \in N_D(\mathcal{B})$, Lemma 2.4 shows that there is some $j$ so that $\eta(p_i)\nu\eta(q_i) = 0$ for all $i \geq j$. Given $\epsilon > 0$, we may approximate $\phi(x)$ to within $\epsilon$ by some element $z$ from a finite-dimensional algebra $B_\mathcal{N} \subset \mathcal{B}$. Since $B_\mathcal{N}$ has finitely many matrix units, there is some $j$ so that $\eta(p_i)\eta(q_i) = 0$ for all matrix units $y$ in $B_\mathcal{N}$ and all $i \geq j$. Thus $\eta(p_i)z\eta(q_i) = 0$ and so $\alpha_i = \eta(p_i)\phi(x)\eta(q_i)$ has norm at most $\epsilon$ for all $i \geq j$. This proves Claim 2.

Claim 2 and the continuity of $\phi^{-1}$ imply that the sequence $\phi^{-1}(\alpha_i)$ also converges to zero. Note that

$$\phi^{-1}(\alpha_i) = \phi^{-1}(\eta(p_i))x\phi^{-1}(\eta(q_i)) = \phi^{-1}(P \circ \phi(p_i))x\phi^{-1}(P \circ \phi(q_i)).$$

We have that

$$\phi^{-1}(\alpha_i) = x_i + x_iz_i + y_ix_i + y_ixz_i$$

where $\phi^{-1}(P(\phi(p_i))) = p_i + y_i$ and $\phi^{-1}(P(\phi(q_i))) = q_i + z_i$, for some elements $y_i$ and $z_i$ in the zero-diagonal ideal of $\mathcal{A}$. To see that $y_i$ and $z_i$ are in the zero-diagonal ideal of $\mathcal{A}$, observe that this ideal is the intersection of the maximal ideals of $\mathcal{A}$ and similarly for the zero-diagonal ideal of $\mathcal{B}$. Since $\phi^{-1}$ maps maximal ideals to maximal ideals, it sends the zero-diagonal ideal of $\mathcal{B}$ to the zero-diagonal ideal of $\mathcal{A}$. As $y_i$ is $\phi^{-1}$ applied to the zero-diagonal element $(P - 1)(\phi(p_i))$, we have $y_i$ zero-diagonal. Similar arguments apply to $z_i$.

Choose $i$ sufficiently large that $\phi^{-1}(\alpha_i)$ has norm less than $1/4$ and $x$ is a sum of matrix units in $A_i$. For some $n \geq i$, we can find $z' \in A_n$ with

$$\|z' - z_i\| \leq \min\left\{\frac{1}{16\|x_i\|}, \frac{1}{16\|y_ix\|}\right\}$$

and then find $y' \in A_n$ with

$$\|y' - y_i\| \leq \min\left\{\frac{1}{16\|x_i\|}, \frac{1}{16\|xz'\|}\right\}.$$ 

Notice that $y_i$ and $z_i$ are in the zero-diagonal ideal of $\mathcal{A}$ and so we may choose $y'$ and $z'$ to be in the zero-diagonal ideal of $A_n$. Routine calculations show that

$$\|(x_iz_i + y_ix_i + y_ixz_i) - (x_iz' + y'ix_i + y'ixz')\| \leq \frac{1}{4}.$$ 

As $\|(-x_i) - (x_iz_i + y_ix_i + y_ixz_i)\| = \|\phi^{-1}(\alpha_i)\| \leq 1/4$, we have

$$\|(-x_i) - (x_iz' + y'ix_i + y'ixz')\| \leq \frac{1}{2}.$$ 

On the other hand, observe that $x$ and hence $x_i$ are sums of matrix units in $A_n$, which is a direct sum of upper-triangular matrix algebras. Let $e$ be a matrix unit in the sum for $x_i$. By Lemma 2.2 as $x$, $x_i \in N_{\mathcal{D}}(\mathcal{A})$, $e$ is not in the ideals generated by $x - e$ and $x_i - e$. Since $z'$ and $y'$ are linear combinations of strictly upper
triangular matrix units, the linear combinations of matrix units $ez'$, $y'e$ and $y'ez'$ do not include non-zero multiples of the matrix unit $e$. As $x_iz' = (x_i - e)z' + ez'$, $x_iz'$ does not include a non-zero multiple of $e$, and similarly for $y'x_i$ and $y'xz'$. Hence, in the expression $(-x_i) - (x_iz' + y'x_i + y'xz') \in \mathcal{A}_n$, only the first term contains a non-zero multiple of $e$. As the coefficient of $e$ in $x_i$ is 1, we have

$$
\|( -x_i) - (x_iz' + y'x_i + y'xz') \| \geq \|e\| = 1.
$$

Hence no such $x$ in $\text{N}^{\text{ord}}_\mathcal{C}(\mathcal{A}) \cap (\mathcal{F} \setminus \mathcal{C})$ exists and so $\mathcal{F} = \mathcal{C}$. 

For triangular limit algebras, the spectrum is an isometric isomorphism invariant [21, Theorem 3] and it has been asked if this extends to algebraic isomorphism: [21] and [23, Problem 7.8]. Theorem 2.5 combined with the cited result yields a partial solution to this problem.

**Corollary 2.6.** The spectrum or fundamental relation $\text{R}(\mathcal{A})$ is a complete algebraic isomorphism invariant for strongly maximal TAF algebras $\mathcal{A}$ generated by their order preserving normalizers.

In addition to this result, automatic continuity can be used to provide further evidence for a positive solution to the problem. That is, we can show that certain not isometrically isomorphic TAF algebras are not algebraically isomorphic, even though some of these algebras are not generated by their order preserving normalizers.

**Example 2.7.** Let $\mathcal{A}_n = T_{2^n}$ and define the multiplicity 2 refinement embedding $\rho_k : \mathcal{A}_k \to \mathcal{A}_{k+1}$ by

$$
\rho_k([a_{ij}]) = [a_{ij}I_2],
$$

where $I_2$ is the $2 \times 2$ identity matrix. Now define the elementary twist embedding $\tau_k : \mathcal{A}_k \to \mathcal{A}_{k+1}$ by

$$
\tau_k = (\text{Ad}U_{2n+1}) \circ \rho_k,
$$

where $U_{2n+1}$ is the permutation unitary in $M_{2n+1}$ which interchanges the last two minimal diagonal projections of $\mathcal{A}_{n+1}$. Let $\mathcal{A} = \lim(\mathcal{A}_n, \rho_n)$ and $\mathcal{B} = \lim(\mathcal{A}_n, \tau_n)$. The TAF algebras $\mathcal{A}$ and $\mathcal{B}$ are called the $2^n$ refinement and refinement with twist algebras, respectively.

One can tell that there is no isometric isomorphism between $\mathcal{A}$ and $\mathcal{B}$ by examining their spectrums [21]. But a more delicate question is whether there is an algebraic isomorphism between $\mathcal{A}$ and $\mathcal{B}$. If there were such an isomorphism $\phi : \mathcal{A} \to \mathcal{B}$, Theorem [13] shows that $\phi$ would be continuous. Hence, since $\phi$ then maps closed ideals of $\mathcal{A}$ to closed ideals of $\mathcal{B}$, $\phi$ induces a lattice isomorphism between the lattices of closed ideals of $\mathcal{A}$ and $\mathcal{B}$. But the sentence before Corollary 28 in [5] shows there exists no such lattice isomorphism between the lattices of ideals of the $2^n$ refinement and the refinement with twist, and hence there is no algebraic isomorphism between $\mathcal{A}$ and $\mathcal{B}$.

Using an argument similar to the proof of [5, Corollary 28], one can show that there are no algebraic isomorphisms between pairs of more general “twist” type algebras, as considered in [5, Section 5].
3. Epimorphisms

The class of TAF algebras generated by their order preserving normalizers includes all lexicographic algebras and all \( \mathbb{Z} \)-analytic algebras. We can describe many of the epimorphisms for these two classes of algebras, by using the results of the second two authors on primitivity [3].

We start with the lexicographic algebras and recall their construction from [24]. Let \( (\Omega, \leq) \) be a countable linear ordering, i.e., let \( \Omega \) be a countable set and \( \leq \) a linear order on \( \Omega \). Let \( \omega : \mathbb{N} \to \Omega \) be an enumeration of \( \Omega \) and let \( \nu : \Omega \to \{2, 3, 4, \ldots\} \) be a multiplicity function; set \( \omega_k = \omega(k) \) and \( \nu_k = \nu(\omega_k) \). Also let \( F_n = \{\omega_1, \omega_2, \ldots, \omega_n\} \), for \( n \in \mathbb{N} \). View \( T_{\nu_1 \nu_2 \ldots \nu_n} \) as the subalgebra \( A_n \) of \( M_{\nu_1 \nu_2 \ldots \nu_n} \) which is spanned by the matrix units

\[
e_{ij} = e_{(i_1, i_2, \ldots, i_n, j_1, j_2, \ldots, j_n)}
\]

where \( i \leq j \) if and only if there is some \( k_0 \in \{1, 2, \ldots, n\} \), depending on \( i \) and \( j \), such that \( i_{k_0} < j_{k_0} \) and \( i_k = j_k \) for all \( \omega_k < \omega_{k_0} \) (notice that the indexing here is different than that of Section 2). Viewing \( A_{n+1} = T_{\nu_1 \nu_2 \ldots \nu_{n+1}} \) in a similar manner, we define the map \( \psi_n : A_n \to A_{n+1} \) to be the linear extension of the map which takes

\[
e_{ij} \mapsto \sum_{\xi=1}^{\nu_n+1} e_{(i_1, i_2, \ldots, i_n, \xi, j_1, j_2, \ldots, j_n, \xi)}.
\]

It is clear that each \( \psi_n \) is a \(*\)-extendible, regular embedding, and so the direct limit defines a triangular UHF algebra \( \varinjlim A_n, \psi_n) \), which we denote \( A(\Omega, \nu) \). A standard argument using intertwining diagrams shows that a different enumeration of \( \Omega \) will produce an isometrically isomorphic algebra, so \( A(\Omega, \nu) \) is well-defined.

The algebras \( A(\Omega, \nu) \), the lexicographic algebras, were studied in [24, 25] and were extended to subalgebras of direct sums of \( M_n \)'s in [14]. The familiar standard, refinement, and alternation limit algebras are all examples of lexicographic algebras. Indeed, \( \Omega = \mathbb{Z}_-, \mathbb{Z}_+ \), and \( \mathbb{Z} \) yields the standard, refinement, and alternation algebras, respectively.

Assume that \( \Omega = \{\omega_k | k \in \Omega_0\} \) is ordered like a subset of the integers, i.e., \( \Omega_0 \subset \mathbb{Z} \setminus \{0\} \) and \( \omega_k \leq \omega_l \) if \( k \leq l \). Let \( \nu : \Omega \to \{2, 3, 4, \ldots\} \) be as above. We write

\[
r_k = \nu(\omega_k) \quad \text{and} \quad s_k = \nu(\omega_{-k}), \quad k = 1, 2, 3, \ldots
\]

with the understanding that if \( k \notin \Omega_0 \), then \( r_k = 1 \), and, similarly, if \( -k \notin \Omega_0 \), then \( s_k = 1 \). Associate with \( \mu \) the pair \((r, s)\) of (possibly) generalized integers

\[
r = r_1 r_2 r_3 \ldots \quad \text{and} \quad s = s_1 s_2 s_3 \ldots.
\]

Define an equivalence relation \( \sim \) on pairs of generalized (or finite) integers by \((r, s) \sim (r', s')\) if and only if \( r s = r' s' \) and there exist coprime natural numbers \( a, b \) so that \( b r = a r' \) and \( a s = b s' \).

Assume now that \( \Omega \) is an arbitrary countable linear ordering. Define an equivalent relation \( \approx \) on \( \Omega \) such that \( \omega \approx \omega' \) if the order intervals \([\omega, \omega']\) and \([\omega', \omega]\) are finite. Then the set \( \Omega/\approx \) of equivalence classes is linearly ordered and each equivalence class \( \langle \omega \rangle \) is itself a linearly ordered set isomorphic to a subset of the integers. Then to each equivalence class \( \langle \omega \rangle \) we can associate a pair of generalized integers \( p_{\nu}(\langle \omega \rangle) = (r_{\omega}, s_{\omega}) \).
Power’s classification of lexicographic algebras \( [23] \) Theorems 4 and 6, after invoking Theorem 2.5 becomes:

**Theorem 3.1.** Let \( \Omega, \Omega' \) be countable linear orderings with maps \( \nu : \omega \to \{2, 3, 4, \ldots \} \) and \( \nu' : \omega' \to \{2, 3, 4, \ldots \} \).

Then \( A(\Omega, \nu) \) and \( A(\Omega', \nu') \) are isomorphic as complex algebras if and only if there is an order bijection \( s : \Omega/\sim \to \Omega'/\sim \) so that \( p_{\nu}(s(\langle \omega \rangle)) = p_{\nu'}(\langle \omega \rangle) \).

By \( [24] \), the semisimple lexicographic algebras are precisely those \( A(\Omega', \nu') \) where \( \Omega' \) has no minimal element. Further, by \( [9] \) Proposition 3.1, these algebras are all primitive, so this class is precisely the primitive lexicographic algebras.

**Theorem 3.2.** There is an epimorphism from \( A(\Omega, \nu) \) onto \( B \), a primitive Banach algebra, if and only if there is an order interval decomposition \( \Omega = \Omega' \cup \Omega'' \), where \( \Omega'' \) contains no minimal element, so that \( A(\Omega'', \nu|_{\Omega''}) \) is isomorphic to \( B \), as complex algebras.

In particular, if \( B = A(\Omega', \nu') \) where, necessarily, \( \Omega' \) has no minimal element, then there is an order bijection \( s : \Omega''/\sim \to \Omega'/\sim \) so that \( p_{\nu'}(s(\langle \omega \rangle)) = p_{\nu}(\langle \omega \rangle) \), where \( \omega \in \Omega'' \).

**Proof.** If \( \varphi : A(\Omega, \nu) \to B \) is an epimorphism, then \( \ker \varphi \subseteq A(\Omega, \nu) \) is a primitive ideal. Then by \( [9] \) Theorem 3.6, there exists an order interval decomposition \( \Omega = \Omega' \cup \Omega'' \), where \( \Omega'' \) has no minimal element, so that, as a complex algebra, \( B \) is isomorphic to

\[
A(\Omega, \nu)/\ker \varphi \cong A(\Omega'', \nu|_{\Omega''}).
\]

If \( B = A(\Omega', \nu') \), then the conclusion follows from Theorem 3.1. \( \square \)

Theorem 3.2 is false if \( B \) is not primitive. Indeed, it is easy to see that there is an epimorphism from the \( 2^\infty \) refinement algebra onto the \( 3 \cdot 2^\infty \) refinement.

Finally, we investigate the epimorphisms of \( \mathbb{Z} \)-analytic algebras. The most convenient definition of \( \mathbb{Z} \)-analyticity involves a cocycle on the spectrum, so we define cocycles precisely.

Recall the definition of spectrum from just before Theorem 2.5. Let \( \mathcal{B} \) be the UHF C*-algebra corresponding to \( A \), and let \( \mathcal{G} \) be the equivalence relation generated by \( R(A) \). A continuous function \( c : \mathcal{G} \to \mathbb{R} \) is called a cocycle if \( c(x, y) + c(y, z) = c(x, z) \) for all points \( (x, y), (y, z) \in \mathcal{G} \). The algebra \( A \) is analytic if there is a cocycle \( c \) on \( \mathcal{G} \) so that \( c^{-1}([0, \infty)) = R(A) \). The standard, refinement, and alternation limit algebras are analytic \( [32] \) Examples 6.1–6.3]; for strongly maximal non-analytic algebras, see \( [13] \) Section 4], \( [23] \) Proposition 10.18], or \( [31] \) Example 3.2]. Algebras that are analytic by an integer-valued cocycle are called \( \mathbb{Z} \)-analytic \( [16] [13] \). Although standard embedding algebras are the generic examples of \( \mathbb{Z} \)-analytic algebras, the paper \( [16] \) gives an example, due to Donsig and Hopenwasser, of a semisimple, \( \mathbb{Z} \)-analytic algebra which is not built up out of standard embeddings.

**Theorem 3.3.** Suppose \( A \) and \( \mathcal{B} \) are TAF algebras which are strongly maximal triangular in factors and that \( A \) is \( \mathbb{Z} \)-analytic. If \( \varphi : A \to \mathcal{B} \) is an epimorphism, then \( \varphi \) is an isomorphism.

**Proof.** Since \( \mathcal{B} \) is strongly maximal triangular in factors, the zero ideal of \( \mathcal{B} \) is meet irreducible. By automatic continuity, the closed ideals of \( A \) containing \( \ker \varphi \) form a sublattice of the closed ideals of \( \mathcal{B} \). Hence \( \ker \varphi \) is meet irreducible in \( A \). But \( A \)
is \( \mathbb{Z} \)-analytic, so by [4, Proposition 4.6], \( \ker \varphi \) is either zero or it must have finite codimension in \( \mathfrak{A} \). But if \( \ker \varphi \) had finite codimension, since \( \mathfrak{A} / \ker \varphi \cong \mathfrak{B} \), we would have that \( \mathfrak{B} \) is finite dimensional, a contradiction. Hence \( \ker \varphi = (0) \), and so \( \varphi \) is an isomorphism.
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